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## Editor's foreword

E. T. Jaynes died April 30, 1998. Before his death he asked me to finish and publish his book on probability theory. I struggled with this for some time, because there is no doubt in my mind that Jaynes wanted this book finished. Unfortunately, most of the later chapters, Jaynes' intended volume 2 on applications, were either missing or incomplete, and some of the early chapters also had missing pieces. I could have written these latter chapters and filled in the missing pieces, but if I did so, the work would no longer be Jaynes'; rather, it would be a Jaynes-Bretthorst hybrid with no way to tell which material came from which author. In the end, I decided the missing chapters would have to stay missing - the work would remain Jaynes'.

There were a number of missing pieces of varying length that Jaynes had marked by inserting the phrase 'much more coming'. I could have left these comments in the text, but they were ugly and they made the book look very incomplete. Jaynes intended this book to serve as both a reference and a text book. Consequently, there are question boxes (Exercises) scattered throughout most chapters. In the end, I decided to replace the 'MUCH MORE COMING' comments by introducing 'Editor's' Exercises. If you answer these questions, you will have filled in the missing material.

Jaynes wanted to include a series of computer programs that implemented some of the calculations in the book. I had originally intended to include these programs. But, as time went on, it became increasingly obvious that many of the programs were not available, and the ones that were were written in a particularly obscure form of BASIC (it was the programs that were obscure, not the basic). Consequently, I removed the references to these programs and, where necessary, inserted a few sentences to direct people to the necessary software tools to implement the calculations.

Numerous references were missing and had to be supplied. Usually the information available, a last name and date, was sufficient to find one or more probable references. When there were several good candidates, and I was unable to determine which Jaynes intended, I included multiple references and modified the citation. Sometimes the information was so vague that no good candidates were available. Fortunately, I was able to remove the citation with no detrimental effect. To enable readers to distinguish between cited works and other published sources, Jaynes' original annotated bibliography has been split into two sections: a Reference list and a Bibliography.

Finally, while I am the most obvious person who has worked on getting this book into publication, I am not the only person to do so. Some of Jaynes' closest friends have assisted me in completing this work. These include Tom Grandy, Ray Smith, Tom Loredo, Myron Tribus and John Skilling, and I would like to thank them for their assistance. I would also like to thank Joe Ackerman for allowing me to take the time necessary to get this work published.

G. Larry Bretthorst

## Preface

The following material is addressed to readers who are already familiar with applied mathematics, at the advanced undergraduate level or preferably higher, and with some field, such as physics, chemistry, biology, geology, medicine, economics, sociology, engineering, operations research, etc., where inference is needed. ${ }^{1}$ A previous acquaintance with probability and statistics is not necessary; indeed, a certain amount of innocence in this area may be desirable, because there will be less to unlearn.

We are concerned with probability theory and all of its conventional mathematics, but now viewed in a wider context than that of the standard textbooks. Every chapter after the first has 'new' (i.e. not previously published) results that we think will be found interesting and useful. Many of our applications lie outside the scope of conventional probability theory as currently taught. But we think that the results will speak for themselves, and that something like the theory expounded here will become the conventional probability theory of the future.

## History

The present form of this work is the result of an evolutionary growth over many years. My interest in probability theory was stimulated first by reading the work of Harold Jeffreys (1939) and realizing that his viewpoint makes all the problems of theoretical physics appear in a very different light. But then, in quick succession, discovery of the work of R. T. Cox (1946), Shannon (1948) and Pólya (1954) opened up new worlds of thought, whose exploration has occupied my mind for some 40 years. In this much larger and permanent world of rational thinking in general, the current problems of theoretical physics appeared as only details of temporary interest.

The actual writing started as notes for a series of lectures given at Stanford University in 1956, expounding the then new and exciting work of George Pólya on 'Mathematics and Plausible Reasoning'. He dissected our intuitive 'common sense' into a set of elementary qualitative desiderata and showed that mathematicians had been using them all along to

[^0]guide the early stages of discovery, which necessarily precede the finding of a rigorous proof. The results were much like those of James Bernoulli's Art of Conjecture (1713), developed analytically by Laplace in the late 18th century; but Pólya thought the resemblance to be only qualitative.

However, Pólya demonstrated this qualitative agreement in such complete, exhaustive detail as to suggest that there must be more to it. Fortunately, the consistency theorems of R. T. Cox were enough to clinch matters; when one added Pólya's qualitative conditions to them the result was a proof that, if degrees of plausibility are represented by real numbers, then there is a uniquely determined set of quantitative rules for conducting inference. That is, any other rules whose results conflict with them will necessarily violate an elementary and nearly inescapable - desideratum of rationality or consistency.

But the final result was just the standard rules of probability theory, given already by Daniel Bernoulli and Laplace; so why all the fuss? The important new feature was that these rules were now seen as uniquely valid principles of logic in general, making no reference to 'chance' or 'random variables'; so their range of application is vastly greater than had been supposed in the conventional probability theory that was developed in the early 20th century. As a result, the imaginary distinction between 'probability theory' and 'statistical inference' disappears, and the field achieves not only logical unity and simplicity, but far greater technical power and flexibility in applications.

In the writer's lectures, the emphasis was therefore on the quantitative formulation of Pólya's viewpoint, so it could be used for general problems of scientific inference, almost all of which arise out of incomplete information rather than 'randomness'. Some personal reminiscences about George Pólya and this start of the work are in Chapter 5.

Once the development of applications started, the work of Harold Jeffreys, who had seen so much of it intuitively and seemed to anticipate every problem I would encounter, became again the central focus of attention. My debt to him is only partially indicated by the dedication of this book to his memory. Further comments about his work and its influence on mine are scattered about in several chapters.

In the years 1957-1970 the lectures were repeated, with steadily increasing content, at many other universities and research laboratories. ${ }^{2}$ In this growth it became clear gradually that the outstanding difficulties of conventional 'statistical inference' are easily understood and overcome. But the rules which now took their place were quite subtle conceptually, and it required some deep thinking to see how to apply them correctly. Past difficulties, which had led to rejection of Laplace's work, were seen finally as only misapplications, arising usually from failure to define the problem unambiguously or to appreciate the cogency of seemingly trivial side information, and easy to correct once this is recognized. The various relations between our 'extended logic' approach and the usual 'random variable' one appear in almost every chapter, in many different forms.

[^1]Eventually, the material grew to far more than could be presented in a short series of lectures, and the work evolved out of the pedagogical phase; with the clearing up of old difficulties accomplished, we found ourselves in possession of a powerful tool for dealing with new problems. Since about 1970 the accretion has continued at the same pace, but fed instead by the research activity of the writer and his colleagues. We hope that the final result has retained enough of its hybrid origins to be usable either as a textbook or as a reference work; indeed, several generations of students have carried away earlier versions of our notes, and in turn taught it to their students.

In view of the above, we repeat the sentence that Charles Darwin wrote in the Introduction to his Origin of Species: 'I hope that I may be excused for entering on these personal details, as I give them to show that I have not been hasty in coming to a decision.' But it might be thought that work done 30 years ago would be obsolete today. Fortunately, the work of Jeffreys, Pólya and Cox was of a fundamental, timeless character whose truth does not change and whose importance grows with time. Their perception about the nature of inference, which was merely curious 30 years ago, is very important in a half-dozen different areas of science today; and it will be crucially important in all areas 100 years hence.

## Foundations

From many years of experience with its applications in hundreds of real problems, our views on the foundations of probability theory have evolved into something quite complex, which cannot be described in any such simplistic terms as 'pro-this' or 'anti-that'. For example, our system of probability could hardly be more different from that of Kolmogorov, in style, philosophy, and purpose. What we consider to be fully half of probability theory as it is needed in current applications - the principles for assigning probabilities by logical analysis of incomplete information - is not present at all in the Kolmogorov system.

Yet, when all is said and done, we find ourselves, to our own surprise, in agreement with Kolmogorov and in disagreement with his critics, on nearly all technical issues. As noted in Appendix A, each of his axioms turns out to be, for all practical purposes, derivable from the Pólya-Cox desiderata of rationality and consistency. In short, we regard our system of probability as not contradicting Kolmogorov's; but rather seeking a deeper logical foundation that permits its extension in the directions that are needed for modern applications. In this endeavor, many problems have been solved, and those still unsolved appear where we should naturally expect them: in breaking into new ground.

As another example, it appears at first glance to everyone that we are in very close agreement with the de Finetti system of probability. Indeed, the writer believed this for some time. Yet when all is said and done we find, to our own surprise, that little more than a loose philosophical agreement remains; on many technical issues we disagree strongly with de Finetti. It appears to us that his way of treating infinite sets has opened up a Pandora's box of useless and unnecessary paradoxes; nonconglomerability and finite additivity are examples discussed in Chapter 15.

Infinite-set paradoxing has become a morbid infection that is today spreading in a way that threatens the very life of probability theory, and it requires immediate surgical removal. In our system, after this surgery, such paradoxes are avoided automatically; they cannot arise from correct application of our basic rules, because those rules admit only finite sets and infinite sets that arise as well-defined and well-behaved limits of finite sets. The paradoxing was caused by (1) jumping directly into an infinite set without specifying any limiting process to define its properties; and then (2) asking questions whose answers depend on how the limit was approached.

For example, the question: 'What is the probability that an integer is even?' can have any answer we please in $(0,1)$, depending on what limiting process is used to define the 'set of all integers' (just as a conditionally convergent series can be made to converge to any number we please, depending on the order in which we arrange the terms).

In our view, an infinite set cannot be said to possess any 'existence' and mathematical properties at all - at least, in probability theory - until we have specified the limiting process that is to generate it from a finite set. In other words, we sail under the banner of Gauss, Kronecker, and Poincaré rather than Cantor, Hilbert, and Bourbaki. We hope that readers who are shocked by this will study the indictment of Bourbakism by the mathematician Morris Kline (1980), and then bear with us long enough to see the advantages of our approach. Examples appear in almost every chapter.

## Comparisons

For many years, there has been controversy over 'frequentist' versus 'Bayesian' methods of inference, in which the writer has been an outspoken partisan on the Bayesian side. The record of this up to 1981 is given in an earlier book (Jaynes, 1983). In these old works there was a strong tendency, on both sides, to argue on the level of philosophy or ideology. We can now hold ourselves somewhat aloof from this, because, thanks to recent work, there is no longer any need to appeal to such arguments. We are now in possession of proven theorems and masses of worked-out numerical examples. As a result, the superiority of Bayesian methods is now a thoroughly demonstrated fact in a hundred different areas. One can argue with a philosophy; it is not so easy to argue with a computer printout, which says to us: 'Independently of all your philosophy, here are the facts of actual performance.' We point this out in some detail whenever there is a substantial difference in the final results. Thus we continue to argue vigorously for the Bayesian methods; but we ask the reader to note that our arguments now proceed by citing facts rather than proclaiming a philosophical or ideological position.

However, neither the Bayesian nor the frequentist approach is universally applicable, so in the present, more general, work we take a broader view of things. Our theme is simply: probability theory as extended logic. The 'new' perception amounts to the recognition that the mathematical rules of probability theory are not merely rules for calculating frequencies of 'random variables'; they are also the unique consistent rules for conducting inference (i.e. plausible reasoning) of any kind, and we shall apply them in full generality to that end.

It is true that all 'Bayesian' calculations are included automatically as particular cases of our rules; but so are all 'frequentist' calculations. Nevertheless, our basic rules are broader than either of these, and in many applications our calculations do not fit into either category.

To explain the situation as we see it presently: The traditional 'frequentist' methods which use only sampling distributions are usable and useful in many particularly simple, idealized problems; however, they represent the most proscribed special cases of probability theory, because they presuppose conditions (independent repetitions of a 'random experiment' but no relevant prior information) that are hardly ever met in real problems. This approach is quite inadequate for the current needs of science.

In addition, frequentist methods provide no technical means to eliminate nuisance parameters or to take prior information into account, no way even to use all the information in the data when sufficient or ancillary statistics do not exist. Lacking the necessary theoretical principles, they force one to 'choose a statistic' from intuition rather than from probability theory, and then to invent ad hoc devices (such as unbiased estimators, confidence intervals, tail-area significance tests) not contained in the rules of probability theory. Each of these is usable within the small domain for which it was invented but, as Cox's theorems guarantee, such arbitrary devices always generate inconsistencies or absurd results when applied to extreme cases; we shall see dozens of examples.

All of these defects are corrected by use of Bayesian methods, which are adequate for what we might call 'well-developed' problems of inference. As Harold Jeffreys demonstrated, they have a superb analytical apparatus, able to deal effortlessly with the technical problems on which frequentist methods fail. They determine the optimal estimators and algorithms automatically, while taking into account prior information and making proper allowance for nuisance parameters, and, being exact, they do not break down - but continue to yield reasonable results - in extreme cases. Therefore they enable us to solve problems of far greater complexity than can be discussed at all in frequentist terms. One of our main purposes is to show how all this capability was contained already in the simple product and sum rules of probability theory interpreted as extended logic, with no need for - indeed, no room for any ad hoc devices.

Before Bayesian methods can be used, a problem must be developed beyond the 'exploratory phase' to the point where it has enough structure to determine all the needed apparatus (a model, sample space, hypothesis space, prior probabilities, sampling distribution). Almost all scientific problems pass through an initial exploratory phase in which we have need for inference, but the frequentist assumptions are invalid and the Bayesian apparatus is not yet available. Indeed, some of them never evolve out of the exploratory phase. Problems at this level call for more primitive means of assigning probabilities directly out of our incomplete information.

For this purpose, the Principle of maximum entropy has at present the clearest theoretical justification and is the most highly developed computationally, with an analytical apparatus as powerful and versatile as the Bayesian one. To apply it we must define a sample space, but do not need any model or sampling distribution. In effect, entropy maximization creates a model for us out of our data, which proves to be optimal by so many different
criteria ${ }^{3}$ that it is hard to imagine circumstances where one would not want to use it in a problem where we have a sample space but no model.

Bayesian and maximum entropy methods differ in another respect. Both procedures yield the optimal inferences from the information that went into them, but we may choose a model for Bayesian analysis; this amounts to expressing some prior knowledge - or some working hypothesis - about the phenomenon being observed. Usually, such hypotheses extend beyond what is directly observable in the data, and in that sense we might say that Bayesian methods are - or at least may be - speculative. If the extra hypotheses are true, then we expect that the Bayesian results will improve on maximum entropy; if they are false, the Bayesian inferences will likely be worse.

On the other hand, maximum entropy is a nonspeculative procedure, in the sense that it invokes no hypotheses beyond the sample space and the evidence that is in the available data. Thus it predicts only observable facts (functions of future or past observations) rather than values of parameters which may exist only in our imagination. It is just for that reason that maximum entropy is the appropriate (safest) tool when we have very little knowledge beyond the raw data; it protects us against drawing conclusions not warranted by the data. But when the information is extremely vague, it may be difficult to define any appropriate sample space, and one may wonder whether still more primitive principles than maximum entropy can be found. There is room for much new creative thought here.

For the present, there are many important and highly nontrivial applications where Maximum Entropy is the only tool we need. Part 2 of this work considers them in detail; usually, they require more technical knowledge of the subject-matter area than do the more general applications studied in Part 1. All of presently known statistical mechanics, for example, is included in this, as are the highly successful Maximum Entropy spectrum analysis and image reconstruction algorithms in current use. However, we think that in the future the latter two applications will evolve into the Bayesian phase, as we become more aware of the appropriate models and hypothesis spaces which enable us to incorporate more prior information.

We are conscious of having so many theoretical points to explain that we fail to present as many practical worked-out numerical examples as we should. Fortunately, three recent books largely make up this deficiency, and should be considered as adjuncts to the present work: Bayesian Spectrum Analysis and Parameter Estimation (Bretthorst, 1988), Maximum Entropy in Action (Buck and Macaulay, 1991), and Data Analysis - A Bayesian Tutorial (Sivia, 1996), are written from a viewpoint essentially identical to ours and present a wealth of real problems carried through to numerical solutions. Of course, these works do not contain nearly as much theoretical explanation as does the present one. Also, the Proceedings

[^2]volumes of the various annual MAXENT workshops since 1981 consider a great variety of useful applications.

## Mental activity

As one would expect already from Pólya's examples, probability theory as extended logic reproduces many aspects of human mental activity, sometimes in surprising and even disturbing detail. In Chapter 5 we find our equations exhibiting the phenomenon of a person who tells the truth and is not believed, even though the disbelievers are reasoning consistently. The theory explains why and under what circumstances this will happen.

The equations also reproduce a more complicated phenomenon, divergence of opinions. One might expect that open discussion of public issues would tend to bring about a general consensus. On the contrary, we observe repeatedly that when some controversial issue has been discussed vigorously for a few years, society becomes polarized into two opposite extreme camps; it is almost impossible to find anyone who retains a moderate view. Probability theory as logic shows how two persons, given the same information, may have their opinions driven in opposite directions by it, and what must be done to avoid this.

In such respects, it is clear that probability theory is telling us something about the way our own minds operate when we form intuitive judgments, of which we may not have been consciously aware. Some may feel uncomfortable at these revelations; others may see in them useful tools for psychological, sociological, or legal research.

## What is 'safe'?

We are not concerned here only with abstract issues of mathematics and logic. One of the main practical messages of this work is the great effect of prior information on the conclusions that one should draw from a given data set. Currently, much discussed issues, such as environmental hazards or the toxicity of a food additive, cannot be judged rationally if one looks only at the current data and ignores the prior information that scientists have about the phenomenon. This can lead one to overestimate or underestimate the danger.

A common error, when judging the effects of radioactivity or the toxicity of some substance, is to assume a linear response model without threshold (i.e. without a dose rate below which there is no ill effect). Presumably there is no threshold effect for cumulative poisons like heavy metal ions (mercury, lead), which are eliminated only very slowly, if at all. But for virtually every organic substance (such as saccharin or cyclamates), the existence of a finite metabolic rate means that there must exist a finite threshold dose rate, below which the substance is decomposed, eliminated, or chemically altered so rapidly that it causes no ill effects. If this were not true, the human race could never have survived to the present time, in view of all the things we have been eating.

Indeed, every mouthful of food you and I have ever taken contained many billions of kinds of complex molecules whose structure and physiological effects have never been determined - and many millions of which would be toxic or fatal in large doses. We cannot
doubt that we are daily ingesting thousands of substances that are far more dangerous than saccharin - but in amounts that are safe, because they are far below the various thresholds of toxicity. At present, there are hardly any substances, except some common drugs, for which we actually know the threshold.

Therefore, the goal of inference in this field should be to estimate not only the slope of the response curve, but, far more importantly, to decide whether there is evidence for a threshold; and, if there is, to estimate its magnitude (the 'maximum safe dose'). For example, to tell us that a sugar substitute can produce a barely detectable incidence of cancer in doses 1000 times greater than would ever be encountered in practice, is hardly an argument against using the substitute; indeed, the fact that it is necessary to go to kilodoses in order to detect any ill effects at all, is rather conclusive evidence, not of the danger, but of the safety, of a tested substance. A similar overdose of sugar would be far more dangerous, leading not to barely detectable harmful effects, but to sure, immediate death by diabetic coma; yet nobody has proposed to ban the use of sugar in food.

Kilodose effects are irrelevant because we do not take kilodoses; in the case of a sugar substitute the important question is: What are the threshold doses for toxicity of a sugar substitute and for sugar, compared with the normal doses? If that of a sugar substitute is higher, then the rational conclusion would be that the substitute is actually safer than sugar, as a food ingredient. To analyze one's data in terms of a model which does not allow even the possibility of a threshold effect is to prejudge the issue in a way that can lead to false conclusions, however good the data. If we hope to detect any phenomenon, we must use a model that at least allows the possibility that it may exist.

We emphasize this in the Preface because false conclusions of just this kind are now not only causing major economic waste, but also creating unnecessary dangers to public health and safety. Society has only finite resources to deal with such problems, so any effort expended on imaginary dangers means that real dangers are going unattended. Even worse, the error is incorrectible by the currently most used data analysis procedures; a false premise built into a model which is never questioned cannot be removed by any amount of new data. Use of models which correctly represent the prior information that scientists have about the mechanism at work can prevent such folly in the future.

Such considerations are not the only reasons why prior information is essential in inference; the progress of science itself is at stake. To see this, note a corollary to the preceding paragraph: that new data that we insist on analyzing in terms of old ideas (that is, old models which are not questioned) cannot lead us out of the old ideas. However many data we record and analyze, we may just keep repeating the same old errors, missing the same crucially important things that the experiment was competent to find. That is what ignoring prior information can do to us; no amount of analyzing coin tossing data by a stochastic model could have led us to the discovery of Newtonian mechanics, which alone determines those data.

Old data, when seen in the light of new ideas, can give us an entirely new insight into a phenomenon; we have an impressive recent example of this in the Bayesian spectrum analysis of nuclear magnetic resonance data, which enables us to make accurate quantitative determinations of phenomena which were not accessible to observation at all with the
previously used data analysis by Fourier transforms. When a data set is mutilated (or, to use the common euphemism, 'filtered') by processing according to false assumptions, important information in it may be destroyed irreversibly. As some have recognized, this is happening constantly from orthodox methods of detrending or seasonal adjustment in econometrics. However, old data sets, if preserved unmutilated by old assumptions, may have a new lease on life when our prior information advances.

## Style of presentation

In Part 1, expounding principles and elementary applications, most chapters start with several pages of verbal discussion of the nature of the problem. Here we try to explain the constructive ways of looking at it, and the logical pitfalls responsible for past errors. Only then do we turn to the mathematics, solving a few of the problems of the genre to the point where the reader may carry it on by straightforward mathematical generalization. In Part 2, expounding more advanced applications, we can concentrate from the start on the mathematics.

The writer has learned from much experience that this primary emphasis on the logic of the problem, rather than the mathematics, is necessary in the early stages. For modern students, the mathematics is the easy part; once a problem has been reduced to a definite mathematical exercise, most students can solve it effortlessly and extend it endlessly, without further help from any book or teacher. It is in the conceptual matters (how to make the initial connection between the real-world problem and the abstract mathematics) that they are perplexed and unsure how to proceed.

Recent history demonstrates that anyone foolhardy enough to describe his own work as 'rigorous' is headed for a fall. Therefore, we shall claim only that we do not knowingly give erroneous arguments. We are conscious also of writing for a large and varied audience, for most of whom clarity of meaning is more important than 'rigor' in the narrow mathematical sense.

There are two more, even stronger, reasons for placing our primary emphasis on logic and clarity. Firstly, no argument is stronger than the premises that go into it, and, as Harold Jeffreys noted, those who lay the greatest stress on mathematical rigor are just the ones who, lacking a sure sense of the real world, tie their arguments to unrealistic premises and thus destroy their relevance. Jeffreys likened this to trying to strengthen a building by anchoring steel beams into plaster. An argument which makes it clear intuitively why a result is correct is actually more trustworthy, and more likely of a permanent place in science, than is one that makes a great overt show of mathematical rigor unaccompanied by understanding.

Secondly, we have to recognize that there are no really trustworthy standards of rigor in a mathematics that has embraced the theory of infinite sets. Morris Kline (1980, p. 351) came close to the Jeffreys simile: ‘Should one design a bridge using theory involving infinite sets or the axiom of choice? Might not the bridge collapse?' The only real rigor we have today is in the operations of elementary arithmetic on finite sets of finite integers, and our own bridge will be safest from collapse if we keep this in mind.

Of course, it is essential that we follow this 'finite sets' policy whenever it matters for our results; but we do not propose to become fanatical about it. In particular, the arts of computation and approximation are on a different level than that of basic principle; and so once a result is derived from strict application of the rules, we allow ourselves to use any convenient analytical methods for evaluation or approximation (such as replacing a sum by an integral) without feeling obliged to show how to generate an uncountable set as the limit of a finite one.

We impose on ourselves a far stricter adherence to the mathematical rules of probability theory than was ever exhibited in the 'orthodox' statistical literature, in which authors repeatedly invoke the aforementioned intuitive ad hoc devices to do, arbitrarily and imperfectly, what the rules of probability theory would have done for them uniquely and optimally. It is just this strict adherence that enables us to avoid the artificial paradoxes and contradictions of orthodox statistics, as described in Chapters 15 and 17.

Equally important, this policy often simplifies the computations in two ways: (i) the problem of determining the sampling distribution of a 'statistic' is eliminated, and the evidence of the data is displayed fully in the likelihood function, which can be written down immediately; and (ii) one can eliminate nuisance parameters at the beginning of a calculation, thus reducing the dimensionality of a search algorithm. If there are several parameters in a problem, this can mean orders of magnitude reduction in computation over what would be needed with a least squares or maximum likelihood algorithm. The Bayesian computer programs of Bretthorst (1988) demonstrate these advantages impressively, leading in some cases to major improvements in the ability to extract information from data, over previously used methods. But this has barely scratched the surface of what can be done with sophisticated Bayesian models. We expect a great proliferation of this field in the near future.

A scientist who has learned how to use probability theory directly as extended logic has a great advantage in power and versatility over one who has learned only a collection of unrelated ad hoc devices. As the complexity of our problems increases, so does this relative advantage. Therefore we think that, in the future, workers in all the quantitative sciences will be obliged, as a matter of practical necessity, to use probability theory in the manner expounded here. This trend is already well under way in several fields, ranging from econometrics to astronomy to magnetic resonance spectroscopy; but, to make progress in a new area, it is necessary to develop a healthy disrespect for tradition and authority, which have retarded progress throughout the 20th century.

Finally, some readers should be warned not to look for hidden subtleties of meaning which are not present. We shall, of course, explain and use all the standard technical jargon of probability and statistics - because that is our topic. But, although our concern with the nature of logical inference leads us to discuss many of the same issues, our language differs greatly from the stilted jargon of logicians and philosophers. There are no linguistic tricks, and there is no 'meta-language' gobbledygook; only plain English. We think that this will convey our message clearly enough to anyone who seriously wants to understand it. In any event, we feel sure that no further clarity would be achieved by taking the first few steps down that infinite regress that starts with: 'What do you mean by "exists"?'
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## Part 1

Principles and elementary applications

## 1

## Plausible reasoning


#### Abstract

The actual science of logic is conversant at present only with things either certain, impossible, or entirely doubtful, none of which (fortunately) we have to reason on. Therefore the true logic for this world is the calculus of Probabilities, which takes account of the magnitude of the probability which is, or ought to be, in a reasonable man's mind.


James Clerk Maxwell (1850)

Suppose some dark night a policeman walks down a street, apparently deserted. Suddenly he hears a burglar alarm, looks across the street, and sees a jewelry store with a broken window. Then a gentleman wearing a mask comes crawling out through the broken window, carrying a bag which turns out to be full of expensive jewelry. The policeman doesn't hesitate at all in deciding that this gentleman is dishonest. But by what reasoning process does he arrive at this conclusion? Let us first take a leisurely look at the general nature of such problems.

### 1.1 Deductive and plausible reasoning

A moment's thought makes it clear that our policeman's conclusion was not a logical deduction from the evidence; for there may have been a perfectly innocent explanation for everything. It might be, for example, that this gentleman was the owner of the jewelry store and he was coming home from a masquerade party, and didn't have the key with him. However, just as he walked by his store, a passing truck threw a stone through the window, and he was only protecting his own property.

Now, while the policeman's reasoning process was not logical deduction, we will grant that it had a certain degree of validity. The evidence did not make the gentleman's dishonesty certain, but it did make it extremely plausible. This is an example of a kind of reasoning in which we have all become more or less proficient, necessarily, long before studying mathematical theories. We are hardly able to get through one waking hour without facing some situation (e.g. will it rain or won't it?) where we do not have enough information to permit deductive reasoning; but still we must decide immediately what to do.

In spite of its familiarity, the formation of plausible conclusions is a very subtle process. Although history records discussions of it extending over 24 centuries, probably nobody has
ever produced an analysis of the process which anyone else finds completely satisfactory. In this work we will be able to report some useful and encouraging new progress, in which conflicting intuitive judgments are replaced by definite theorems, and ad hoc procedures are replaced by rules that are determined uniquely by some very elementary - and nearly inescapable - criteria of rationality.

All discussions of these questions start by giving examples of the contrast between deductive reasoning and plausible reasoning. As is generally credited to the Organon of Aristotle (fourth century BC) ${ }^{1}$ deductive reasoning (apodeixis) can be analyzed ultimately into the repeated application of two strong syllogisms:
if $A$ is true, then $B$ is true
$A$ is true
therefore, $B$ is true,
and its inverse:
if $A$ is true, then $B$ is true

$$
\begin{equation*}
B \text { is false } \tag{1.2}
\end{equation*}
$$

therefore, $A$ is false.
This is the kind of reasoning we would like to use all the time; but, as noted, in almost all the situations confronting us we do not have the right kind of information to allow this kind of reasoning. We fall back on weaker syllogisms (epagoge):
if $A$ is true, then $B$ is true
$B$ is true
therefore, $A$ becomes more plausible.
The evidence does not prove that $A$ is true, but verification of one of its consequences does give us more confidence in $A$. For example, let
$A \equiv$ it will start to rain by 10 Am at the latest;
$B \equiv$ the sky will become cloudy before 10 Am .
Observing clouds at 9:45 Am does not give us a logical certainty that the rain will follow; nevertheless our common sense, obeying the weak syllogism, may induce us to change our plans and behave as if we believed that it will, if those clouds are sufficiently dark.

This example shows also that the major premise, 'if $A$ then $B$ ' expresses $B$ only as a logical consequence of $A$; and not necessarily a causal physical consequence, which could be effective only at a later time. The rain at 10 Am is not the physical cause of the clouds at

[^3]9:45 am. Nevertheless, the proper logical connection is not in the uncertain causal direction (clouds $\Longrightarrow$ rain), but rather (rain $\Longrightarrow$ clouds), which is certain, although noncausal.

We emphasize at the outset that we are concerned here with logical connections, because some discussions and applications of inference have fallen into serious error through failure to see the distinction between logical implication and physical causation. The distinction is analyzed in some depth by Simon and Rescher (1966), who note that all attempts to interpret implication as expressing physical causation founder on the lack of contraposition expressed by the second syllogism (1.2). That is, if we tried to interpret the major premise as ' $A$ is the physical cause of $B$ ', then we would hardly be able to accept that 'not- $B$ is the physical cause of not- $A$ '. In Chapter 3 we shall see that attempts to interpret plausible inferences in terms of physical causation fare no better.

Another weak syllogism, still using the same major premise, is

$$
\text { If } A \text { is true, then } B \text { is true }
$$

$$
\begin{equation*}
A \text { is false } \tag{1.4}
\end{equation*}
$$

therefore, $B$ becomes less plausible.
In this case, the evidence does not prove that $B$ is false; but one of the possible reasons for its being true has been eliminated, and so we feel less confident about $B$. The reasoning of a scientist, by which he accepts or rejects his theories, consists almost entirely of syllogisms of the second and third kind.

Now, the reasoning of our policeman was not even of the above types. It is best described by a still weaker syllogism:

If $A$ is true, then $B$ becomes more plausible

$$
\begin{equation*}
B \text { is true } \tag{1.5}
\end{equation*}
$$

therefore, $A$ becomes more plausible.
But in spite of the apparent weakness of this argument, when stated abstractly in terms of $A$ and $B$, we recognize that the policeman's conclusion has a very strong convincing power. There is something which makes us believe that, in this particular case, his argument had almost the power of deductive reasoning.

These examples show that the brain, in doing plausible reasoning, not only decides whether something becomes more plausible or less plausible, but that it evaluates the degree of plausibility in some way. The plausibility for rain by 10 AM depends very much on the darkness of those clouds at 9:45. And the brain also makes use of old information as well as the specific new data of the problem; in deciding what to do we try to recall our past experience with clouds and rain, and what the weatherman predicted last night.

To illustrate that the policeman was also making use of the past experience of policemen in general, we have only to change that experience. Suppose that events like these happened several times every night to every policeman - and that in every case the gentleman turned
out to be completely innocent. Very soon, policemen would learn to ignore such trivial things.

Thus, in our reasoning we depend very much on prior information to help us in evaluating the degree of plausibility in a new problem. This reasoning process goes on unconsciously, almost instantaneously, and we conceal how complicated it really is by calling it common sense.

The mathematician George Pólya $(1945,1954)$ wrote three books about plausible reasoning, pointing out a wealth of interesting examples and showing that there are definite rules by which we do plausible reasoning (although in his work they remain in qualitative form). The above weak syllogisms appear in his third volume. The reader is strongly urged to consult Pólya's exposition, which was the original source of many of the ideas underlying the present work. We show below how Pólya's principles may be made quantitative, with resulting useful applications.

Evidently, the deductive reasoning described above has the property that we can go through long chains of reasoning of the type (1.1) and (1.2) and the conclusions have just as much certainty as the premises. With the other kinds of reasoning, (1.3)-(1.5), the reliability of the conclusion changes as we go through several stages. But in their quantitative form we shall find that in many cases our conclusions can still approach the certainty of deductive reasoning (as the example of the policeman leads us to expect). Pólya showed that even a pure mathematician actually uses these weaker forms of reasoning most of the time. Of course, on publishing a new theorem, the mathematician will try very hard to invent an argument which uses only the first kind; but the reasoning process which led to the theorem in the first place almost always involves one of the weaker forms (based, for example, on following up conjectures suggested by analogies). The same idea is expressed in a remark of S. Banach (quoted by S. Ulam, 1957):

Good mathematicians see analogies between theorems; great mathematicians see analogies between analogies.

As a first orientation, then, let us note some very suggestive analogies to another field which is itself based, in the last analysis, on plausible reasoning.

### 1.2 Analogies with physical theories

In physics, we learn quickly that the world is too complicated for us to analyze it all at once. We can make progress only if we dissect it into little pieces and study them separately. Sometimes, we can invent a mathematical model which reproduces several features of one of these pieces, and whenever this happens we feel that progress has been made. These models are called physical theories. As knowledge advances, we are able to invent better and better models, which reproduce more and more features of the real world, more and more accurately. Nobody knows whether there is some natural end to this process, or whether it will go on indefinitely.

In trying to understand common sense, we shall take a similar course. We won't try to understand it all at once, but we shall feel that progress has been made if we are able to construct idealized mathematical models which reproduce a few of its features. We expect that any model we are now able to construct will be replaced by more complete ones in the future, and we do not know whether there is any natural end to this process.

The analogy with physical theories is deeper than a mere analogy of method. Often, the things which are most familiar to us turn out to be the hardest to understand. Phenomena whose very existence is unknown to the vast majority of the human race (such as the difference in ultraviolet spectra of iron and nickel) can be explained in exhaustive mathematical detail - but all of modern science is practically helpless when faced with the complications of such a commonplace fact as growth of a blade of grass. Accordingly, we must not expect too much of our models; we must be prepared to find that some of the most familiar features of mental activity may be ones for which we have the greatest difficulty in constructing any adequate model.

There are many more analogies. In physics we are accustomed to finding that any advance in knowledge leads to consequences of great practical value, but of an unpredictable nature. Röntgen's discovery of X-rays led to important new possibilities of medical diagnosis; Maxwell's discovery of one more term in the equation for curl $H$ led to practically instantaneous communication all over the earth.

Our mathematical models for common sense also exhibit this feature of practical usefulness. Any successful model, even though it may reproduce only a few features of common sense, will prove to be a powerful extension of common sense in some field of application. Within this field, it enables us to solve problems of inference which are so involved in complicated detail that we would never attempt to solve them without its help.

### 1.3 The thinking computer

Models have practical uses of a quite different type. Many people are fond of saying, 'They will never make a machine to replace the human mind - it does many things which no machine could ever do.' A beautiful answer to this was given by J. von Neumann in a talk on computers given in Princeton in 1948, which the writer was privileged to attend. In reply to the canonical question from the audience ('But of course, a mere machine can't really think, can it?'), he said:

You insist that there is something a machine cannot do. If you will tell me precisely what it is that a machine cannot do, then I can always make a machine which will do just that!

In principle, the only operations which a machine cannot perform for us are those which we cannot describe in detail, or which could not be completed in a finite number of steps. Of course, some will conjure up images of Gödel incompleteness, undecidability, Turing machines which never stop, etc. But to answer all such doubts we need only point to the
existence of the human brain, which does it. Just as von Neumann indicated, the only real limitations on making 'machines which think' are our own limitations in not knowing exactly what 'thinking' consists of.

But in our study of common sense we shall be led to some very explicit ideas about the mechanism of thinking. Every time we can construct a mathematical model which reproduces a part of common sense by prescribing a definite set of operations, this shows us how to 'build a machine', (i.e. write a computer program) which operates on incomplete information and, by applying quantitative versions of the above weak syllogisms, does plausible reasoning instead of deductive reasoning.

Indeed, the development of such computer software for certain specialized problems of inference is one of the most active and useful current trends in this field. One kind of problem thus dealt with might be: given a mass of data, comprising 10000 separate observations, determine in the light of these data and whatever prior information is at hand, the relative plausibilities of 100 different possible hypotheses about the causes at work.

Our unaided common sense might be adequate for deciding between two hypotheses whose consequences are very different; but, in dealing with 100 hypotheses which are not very different, we would be helpless without a computer and a well-developed mathematical theory that shows us how to program it. That is, what determines, in the policeman's syllogism (1.5), whether the plausibility for $A$ increases by a large amount, raising it almost to certainty; or only a negligibly small amount, making the data $B$ almost irrelevant? The object of the present work is to develop the mathematical theory which answers such questions, in the greatest depth and generality now possible.

While we expect a mathematical theory to be useful in programming computers, the idea of a thinking computer is also helpful psychologically in developing the mathematical theory. The question of the reasoning process used by actual human brains is charged with emotion and grotesque misunderstandings. It is hardly possible to say anything about this without becoming involved in debates over issues that are not only undecidable in our present state of knowledge, but are irrelevant to our purpose here.

Obviously, the operation of real human brains is so complicated that we can make no pretense of explaining its mysteries; and in any event we are not trying to explain, much less reproduce, all the aberrations and inconsistencies of human brains. That is an interesting and important subject; but it is not the subject we are studying here. Our topic is the normative principles of logic, and not the principles of psychology or neurophysiology.

To emphasize this, instead of asking, 'How can we build a mathematical model of human common sense?', let us ask, 'How could we build a machine which would carry out useful plausible reasoning, following clearly defined principles expressing an idealized common sense?'

### 1.4 Introducing the robot

In order to direct attention to constructive things and away from controversial irrelevancies, we shall invent an imaginary being. Its brain is to be designed by $u s$, so that it reasons
according to certain definite rules. These rules will be deduced from simple desiderata which, it appears to us, would be desirable in human brains; i.e. we think that a rational person, on discovering that they were violating one of these desiderata, would wish to revise their thinking.

In principle, we are free to adopt any rules we please; that is our way of defining which robot we shall study. Comparing its reasoning with yours, if you find no resemblance you are in turn free to reject our robot and design a different one more to your liking. But if you find a very strong resemblance, and decide that you want and trust this robot to help you in your own problems of inference, then that will be an accomplishment of the theory, not a premise.

Our robot is going to reason about propositions. As already indicated above, we shall denote various propositions by italicized capital letters, $\{A, B, C$, etc. $\}$, and for the time being we must require that any proposition used must have, to the robot, an unambiguous meaning and must be of the simple, definite logical type that must be either true or false. That is, until otherwise stated, we shall be concerned only with two-valued logic, or Aristotelian logic. We do not require that the truth or falsity of such an 'Aristotelian proposition' be ascertainable by any feasible investigation; indeed, our inability to do this is usually just the reason why we need the robot's help. For example, the writer personally considers both of the following propositions to be true:

## $A \equiv$ Beethoven and Berlioz never met.

$B \equiv$ Beethoven's music has a better sustained quality than that of
Berlioz, although Berlioz at his best is the equal of anybody.
Proposition $B$ is not a permissible one for our robot to think about at present, whereas proposition $A$ is, although it is unlikely that its truth or falsity could be definitely established today. ${ }^{2}$ After our theory is developed, it will be of interest to see whether the present restriction to Aristotelian propositions such as $A$ can be relaxed, so that the robot might help us also with more vague propositions such as $B$ (see Chapter 18 on the $A_{p}$-distribution). ${ }^{3}$

### 1.5 Boolean algebra

To state these ideas more formally, we introduce some notation of the usual symbolic logic, or Boolean algebra, so called because George Boole (1854) introduced a notation similar to the following. Of course, the principles of deductive logic itself were well understood centuries before Boole, and, as we shall see, all the results that follow from Boolean algebra were contained already as special cases in the rules of plausible inference given

[^4]by (1812). The symbol
\[

$$
\begin{equation*}
A B \tag{1.6}
\end{equation*}
$$

\]

called the logical product or the conjunction, denotes the proposition 'both $A$ and $B$ are true'. Obviously, the order in which we state them does not matter; $A B$ and $B A$ say the same thing. The expression

$$
\begin{equation*}
A+B \tag{1.7}
\end{equation*}
$$

called the logical sum or disjunction, stands for 'at least one of the propositions, $A, B$ is true' and has the same meaning as $B+A$. These symbols are only a shorthand way of writing propositions, and do not stand for numerical values.

Given two propositions $A, B$, it may happen that one is true if and only if the other is true; we then say that they have the same truth value. This may be only a simple tautology (i.e. $A$ and $B$ are verbal statements which obviously say the same thing), or it may be that only after immense mathematical labor is it finally proved that $A$ is the necessary and sufficient condition for $B$. From the standpoint of logic it does not matter; once it is established, by any means, that $A$ and $B$ have the same truth value, then they are logically equivalent propositions, in the sense that any evidence concerning the truth of one pertains equally well to the truth of the other, and they have the same implications for any further reasoning.

Evidently, then, it must be the most primitive axiom of plausible reasoning that two propositions with the same truth value are equally plausible. This might appear almost too trivial to mention, were it not for the fact that Boole himself (Boole, 1854, p. 286) fell into error on this point, by mistakenly identifying two propositions which were in fact different and then failing to see any contradiction in their different plausibilities. Three years later, Boole (1857) gave a revised theory which supersedes that in his earlier book; for further comments on this incident, see Keynes (1921, pp. 167-168); Jaynes (1976, pp. 240-242).

In Boolean algebra, the equal sign is used to denote not equal numerical value, but equal truth value: $A=B$, and the 'equations' of Boolean algebra thus consist of assertions that the proposition on the left-hand side has the same truth value as the one on the right-hand side. The symbol ' $\equiv$ ' means, as usual, 'equals by definition'.

In denoting complicated propositions we use parentheses in the same way as in ordinary algebra, i.e. to indicate the order in which propositions are to be combined (at times we shall use them also merely for clarity of expression although they are not strictly necessary). In their absence we observe the rules of algebraic hierarchy, familiar to those who use hand calculators: thus $A B+C$ denotes $(A B)+C$; and not $A(B+C)$.

The denial of a proposition is indicated by a bar:

$$
\begin{equation*}
\bar{A} \equiv A \text { is false. } \tag{1.8}
\end{equation*}
$$

The relation between $A, \bar{A}$ is a reciprocal one:

$$
\begin{equation*}
A=\bar{A} \text { is false } \tag{1.9}
\end{equation*}
$$

and it does not matter which proposition we denote by the barred and which by the unbarred letter. Note that some care is needed in the unambiguous use of the bar. For example, according to the above conventions,

$$
\begin{equation*}
\overline{A B}=A B \text { is false; } \tag{1.10}
\end{equation*}
$$

$$
\begin{equation*}
\bar{A} \bar{B}=\text { both } A \text { and } B \text { are false. } \tag{1.11}
\end{equation*}
$$

These are quite different propositions; in fact, $\overline{A B}$ is not the logical product $\bar{A} \bar{B}$, but the logical sum: $\overline{A B}=\bar{A}+\bar{B}$.

With these understandings, Boolean algebra is characterized by some rather trivial and obvious basic identities, which express the properties of:

Idempotence: $\quad\left\{\begin{array}{l}A A=A \\ A+A=A\end{array}\right.$
Commutativity: $\left\{\begin{array}{l}A B=B A \\ A+B=B+A\end{array}\right.$
Associativity: $\left\{\begin{array}{l}A(B C)=(A B) C=A B C \\ A+(B+C)=(A+B)+C=A+B+C\end{array}\right.$
Distributivity: $\left\{\begin{array}{l}A(B+C)=A B+A C \\ A+(B C)=(A+B)(A+C)\end{array}\right.$
Duality: $\quad\left\{\begin{array}{l}\text { If } C=A B, \text { then } \bar{C}=\bar{A}+\bar{B} \\ \text { If } D=A+B, \text { then } \bar{D}=\bar{A} \bar{B}\end{array}\right.$
but by their application one can prove any number of further relations, some highly nontrivial. For example, we shall presently have use for the rather elementary theorem:

$$
\begin{equation*}
\text { if } \bar{B}=A D \text { then } A \bar{B}=\bar{B} \text { and } B \bar{A}=\bar{A} \tag{1.13}
\end{equation*}
$$

## Implication

The proposition

$$
\begin{equation*}
A \Rightarrow B \tag{1.14}
\end{equation*}
$$

to be read as ' $A$ implies $B$ ', does not assert that either $A$ or $B$ is true; it means only that $A \bar{B}$ is false, or, what is the same thing, $(\bar{A}+B)$ is true. This can be written also as the logical equation $A=A B$. That is, given (1.14), if $A$ is true then $B$ must be true; or, if $B$ is false then $A$ must be false. This is just what is stated in the strong syllogisms (1.1) and (1.2).

On the other hand, if $A$ is false, (1.14) says nothing about $B$ : and if $B$ is true, (1.14) says nothing about $A$. But these are just the cases in which our weak syllogisms (1.3), (1.4) do say something. In one respect, then, the term 'weak syllogism' is misleading. The theory of plausible reasoning based on weak syllogisms is not a 'weakened' form of logic; it is an extension of logic with new content not present at all in conventional deductive logic. It will become clear in the next chapter (see (2.69) and (2.70)) that our rules include deductive logic as a special case.

## A tricky point

Note carefully that in ordinary language one would take ' $A$ implies $B$ ' to mean that $B$ is logically deducible from $A$. But, in formal logic, ' $A$ implies $B$ ' means only that the propositions $A$ and $A B$ have the same truth value. In general, whether $B$ is logically deducible from $A$ does not depend only on the propositions $A$ and $B$; it depends on the totality of propositions $\left(A, A^{\prime}, A^{\prime \prime}, \ldots\right)$ that we accept as true and which are therefore available to use in the deduction. Devinatz (1968, p. 3) and Hamilton (1988, p. 5) give the truth table for the implication as a binary operation, illustrating that $A \Rightarrow B$ is false only if $A$ is true and $B$ is false; in all other cases $A \Rightarrow B$ is true!

This may seem startling at first glance; however, note that, indeed, if $A$ and $B$ are both true, then $A=A B$ and so $A \Rightarrow B$ is true; in formal logic every true statement implies every other true statement. On the other hand, if $A$ is false, then $A Q$ is also false for all $Q$, thus $A=A B$ and $A=A \bar{B}$ are both true, so $A \Rightarrow B$ and $A \Rightarrow \bar{B}$ are both true; a false proposition implies all propositions. If we tried to interpret this as logical deducibility (i.e. both $B$ and $\bar{B}$ are deducible from $A$ ), it would follow that every false proposition is logically contradictory. Yet the proposition: 'Beethoven outlived Berlioz' is false but hardly logically contradictory (for Beethoven did outlive many people who were the same age as Berlioz).

Obviously, merely knowing that propositions $A$ and $B$ are both true does not provide enough information to decide whether either is logically deducible from the other, plus some unspecified 'toolbox' of other propositions. The question of logical deducibility of one proposition from a set of others arises in a crucial way in the Gödel theorem discussed at the end of Chapter 2. This great difference in the meaning of the word 'implies' in ordinary language and in formal logic is a tricky point that can lead to serious error if it is not properly understood; it appears to us that 'implication' is an unfortunate choice of word, and that this is not sufficiently emphasized in conventional expositions of logic.

### 1.6 Adequate sets of operations

We note some features of deductive logic which will be needed in the design of our robot. We have defined four operations, or 'connectives', by which, starting from two propositions $A, B$, other propositions may be defined: the logical product or conjunction $A B$, the logical
sum or disjunction $A+B$, the implication $A \Rightarrow B$, and the negation $\bar{A}$. By combining these operations repeatedly in every possible way, one can generate any number of new propositions, such as

$$
\begin{equation*}
C \equiv(A+\bar{B})(\bar{A}+A \bar{B})+\bar{A} B(A+B) . \tag{1.15}
\end{equation*}
$$

Many questions then occur to us: How large is the class of new propositions thus generated? Is it infinite, or is there a finite set that is closed under these operations? Can every proposition defined from $A, B$ be thus represented, or does this require further connectives beyond the above four? Or are these four already overcomplete so that some might be dispensed with? What is the smallest set of operations that is adequate to generate all such 'logic functions' of $A$ and $B$ ? If instead of two starting propositions $A, B$ we have an arbitrary number $\left\{A_{1}, \ldots, A_{n}\right\}$, is this set of operations still adequate to generate all possible logic functions of $\left\{A_{1}, \ldots, A_{n}\right\}$ ?

All these questions are answered easily, with results useful for logic, probability theory, and computer design. Broadly speaking, we are asking whether, starting from our present vantage point, we can (1) increase the number of functions, (2) decrease the number of operations. The first query is simplified by noting that two propositions, although they may appear entirely different when written out in the manner (1.15), are not different propositions from the standpoint of logic if they have the same truth value. For example, it is left for the reader to verify that $C$ in (1.15) is logically the same statement as the implication $C=(B \Rightarrow \bar{A})$.

Since we are, at this stage, restricting our attention to Aristotelian propositions, any logic function $C=f(A, B)$ such as (1.15) has only two possible 'values', true and false; and likewise the 'independent variables' $A$ and $B$ can take on only those two values.

At this point, a logician might object to our notation, saying that the symbol $A$ has been defined as standing for some fixed proposition, whose truth cannot change; so if we wish to consider logic functions, then instead of writing $C=f(A, B)$ we should introduce new symbols and write $z=f(x, y)$, where $x, y, z$, are 'statement variables' for which various specific statements $A, B, C$ may be substituted. But if $A$ stands for some fixed but unspecified proposition, then it can still be either true or false. We achieve the same flexibility merely by the understanding that equations like (1.15) which define logic functions are to be true for all ways of defining $A, B$; i.e. instead of a statement variable we use a variable statement.

In relations of the form $C=f(A, B)$, we are concerned with logic functions defined on a discrete 'space' $S$ consisting of only $2^{2}=4$ points; namely those at which $A$ and $B$ take on the 'values' $\{\mathrm{TT}, \mathrm{TF}, \mathrm{FT}, \mathrm{FF}\}$, respectively; and, at each point, the function $f(A, B)$ can take on independently either of two values $\{\mathrm{T}, \mathrm{F}\}$. There are, therefore, exactly $2^{4}=16$ different logic functions $f(A, B)$, and no more. An expression $B=f\left(A_{1}, \ldots, A_{n}\right)$ involving $n$ propositions is a logic function on a space $S$ of $M=2^{n}$ points; and there are exactly $2^{M}$ such functions.

In the case $n=1$, there are four logic functions $\left\{f_{1}(A), \ldots, f_{4}(A)\right\}$, which we can define by enumeration, listing all their possible values in a truth table:

| $A$ | T | F |
| :---: | :---: | :---: |
| $f_{1}(A)$ | T | T |
| $f_{2}(A)$ | T | F |
| $f_{3}(A)$ | F | T |
| $f_{4}(A)$ | F | F |

But it is obvious by inspection that these are just

$$
\begin{align*}
& f_{1}(A)=A+\bar{A} \\
& f_{2}(A)=A \\
& f_{3}(A)=\bar{A}  \tag{1.16}\\
& f_{4}(A)=A \bar{A},
\end{align*}
$$

so we prove by enumeration that the three operations: conjunction, disjunction, and negation are adequate to generate all logic functions of a single proposition.

For the case of general $n$, consider first the special functions, each of which is true at one and only one point of S. For $n=2$ there are $2^{n}=4$ such functions,

| $A, B$ | TT | TF | FT | FF |
| :---: | :---: | :---: | :---: | :---: |
| $f_{1}(A, B)$ | T | F | F | F |
| $f_{2}(A, B)$ | F | T | F | F |
| $f_{3}(A, B)$ | F | F | T | F |
| $f_{4}(A, B)$ | F | F | F | T |

It is clear by inspection that these are just the four basic conjunctions,

$$
\begin{align*}
& f_{1}(A, B)=A B \\
& f_{2}(A, B)=A \bar{B} \\
& f_{3}(A, B)=\bar{A} B  \tag{1.17}\\
& f_{4}(A, B)=\bar{A} \bar{B}
\end{align*}
$$

Consider now any logic function which is true on certain specified points of $S$; for example, $f_{5}(A, B)$ and $f_{6}(A, B)$, defined by

| $A, B$ | TT | TF | FT | FF |
| :---: | :---: | :---: | :---: | :---: |
| $f_{5}(A, B)$ | F | T | F | T |
| $f_{6}(A, B)$ | T | F | T | T |

We assert that each of these functions is the logical sum of the conjunctions (1.17) that are true on the same points (this is not trivial; the reader should verify it in detail). Thus,

$$
\begin{align*}
f_{5}(A, B) & =f_{2}(A, B)+f_{4}(A, B) \\
& =A \bar{B}+\bar{A} \bar{B} \\
& =(A+\bar{A}) \bar{B}  \tag{1.18}\\
& =\bar{B}
\end{align*}
$$

and, likewise,

$$
\begin{align*}
f_{6}(A, B) & =f_{1}(A, B)+f_{3}(A, B)+f_{4}(A, B) \\
& =A B+\bar{A} B+\bar{A} \bar{B} \\
& =B+\bar{A} \bar{B}  \tag{1.19}\\
& =\bar{A}+B
\end{align*}
$$

That is, $f_{6}(A, B)$ is the implication $f_{6}(A, B)=(A \Rightarrow B)$, with the truth table discussed above. Any logic function $f(A, B)$ that is true on at least one point of $S$ can be constructed in this way as a logical sum of the basic conjunctions (1.17). There are $2^{4}-1=15$ such functions. For the remaining function, which is always false, it suffices to take the contradiction, $f_{16}(A, B) \equiv A \bar{A}$.

This method (called 'reduction to disjunctive normal form' in logic textbooks) will work for any $n$. For example, in the case $n=5$ there are $2^{5}=32$ basic conjunctions,

$$
\begin{equation*}
\{A B C D E, A B C D \bar{E}, A B C \bar{D} E, \ldots, \bar{A} \bar{B} \bar{C} \bar{D} \bar{E}\} \tag{1.20}
\end{equation*}
$$

and $2^{32}=4294967296$ different logic functions $f_{i}(A, B, C, D, E)$; of which 4294967295 can be written as logical sums of the basic conjunctions, leaving only the contradiction

$$
\begin{equation*}
f_{4294967296}(A, B, C, D, E)=A \bar{A} \tag{1.21}
\end{equation*}
$$

Thus one can verify by 'construction in thought' that the three operations

$$
\begin{equation*}
\text { \{conjunction, disjunction, negation\}, i.e. } \quad\{A N D, O R, N O T\}, \tag{1.22}
\end{equation*}
$$

suffice to generate all possible logic functions; or, more concisely, they form an adequate set.

The duality property (1.12) shows that a smaller set will suffice; for disjunction of $A, B$ is the same as denying that they are both false:

$$
\begin{equation*}
A+B=\overline{(\bar{A} \bar{B})} \tag{1.23}
\end{equation*}
$$

Therefore, the two operations (AND, NOT) already constitute an adequate set for deductive logic. ${ }^{4}$ This fact will be essential in determining when we have an adequate set of rules for plausible reasoning; see Chapter 2.

[^5]It is clear that we cannot now strike out either of these operations, leaving only the other; i.e. the operation 'AND' cannot be reduced to negations; and negation cannot be accomplished by any number of 'AND' operations. But this still leaves open the possibility that both conjunction and negation might be reducible to some third operation, not yet introduced, so that a single logic operation would constitute an adequate set.

It comes as a pleasant surprise to find that there is not only one but two such operations. The operation 'NAND' is defined as the negation of 'AND':

$$
\begin{equation*}
A \uparrow B \equiv \overline{A B}=\bar{A}+\bar{B} \tag{1.24}
\end{equation*}
$$

which we can read as ' $A$ NAND $B$ '. But then we have at once

$$
\begin{align*}
\bar{A} & =A \uparrow A \\
A B & =(A \uparrow B) \uparrow(A \uparrow B)  \tag{1.25}\\
A+B & =(A \uparrow A) \uparrow(B \uparrow B) .
\end{align*}
$$

Therefore, every logic function can be constructed with NAND alone. Likewise, the operation NOR defined by

$$
\begin{equation*}
A \downarrow B \equiv \overline{A+B}=\bar{A} \bar{B} \tag{1.26}
\end{equation*}
$$

is also powerful enough to generate all logic functions:

$$
\begin{align*}
\bar{A} & =A \downarrow A \\
A+B & =(A \downarrow B) \downarrow(A \downarrow B)  \tag{1.27}\\
A B & =(A \downarrow A) \downarrow(B \downarrow B) .
\end{align*}
$$

One can take advantage of this in designing computer and logic circuits. A 'logic gate' is a circuit having, besides a common ground, two input terminals and one output. The voltage relative to ground at any of these terminals can take on only two values; say +3 volts, or 'up', representing 'true'; and 0 volts or 'down', representing 'false'. A NAND gate is thus one whose output is up if and only if at least one of the inputs is down; or, what is the same thing, down if and only if both inputs are up; while for a NOR gate the output is up if and only if both inputs are down.

One of the standard components of logic circuits is the 'quad NAND gate', an integrated circuit containing four independent NAND gates on one semiconductor chip. Given a sufficient number of these and no other circuit components, it is possible to generate any required logic function by interconnecting them in various ways.

This short excursion into deductive logic is as far as we need go for our purposes. Further developments are given in many textbooks; for example, a modern treatment of Aristotelian logic is given by Copi (1994). For non-Aristotelian forms with special emphasis on Gödel incompleteness, computability, decidability, Turing machines, etc., see Hamilton (1988).

We turn now to our extension of logic, which is to follow from the conditions discussed next. We call them 'desiderata' rather than 'axioms' because they do not assert that anything is 'true' but only state what appear to be desirable goals. Whether these goals are attainable
without contradictions, and whether they determine any unique extension of logic, are matters of mathematical analysis, given in Chapter 2.

### 1.7 The basic desiderata

To each proposition about which it reasons, our robot must assign some degree of plausibility, based on the evidence we have given it; and whenever it receives new evidence it must revise these assignments to take that new evidence into account. In order that these plausibility assignments can be stored and modified in the circuits of its brain, they must be associated with some definite physical quantity, such as voltage or pulse duration or a binary coded number, etc. - however our engineers want to design the details. For present purposes, this means that there will have to be some kind of association between degrees of plausibility and real numbers:

## (I) Degrees of plausibility are represented by real numbers.

Desideratum (I) is practically forced on us by the requirement that the robot's brain must operate by the carrying out of some definite physical process. However, it will appear (Appendix A) that it is also required theoretically; we do not see the possibility of any consistent theory without a property that is equivalent functionally to desideratum (I).

We adopt a natural but nonessential convention: that a greater plausibility shall correspond to a greater number. It will also be convenient to assume a continuity property, which is hard to state precisely at this stage; to say it intuitively: an infinitesimally greater plausibility ought to correspond only to an infinitesimally greater number.

The plausibility that the robot assigns to some proposition $A$ will, in general, depend on whether we told it that some other proposition $B$ is true. Following the notation of Keynes (1921) and Cox (1961), we indicate this by the symbol

$$
\begin{equation*}
A \mid B \tag{1.29}
\end{equation*}
$$

which we may call 'the conditional plausibility that $A$ is true, given that $B$ is true' or just ' $A$ given $B$ '. It stands for some real number. Thus, for example,

$$
\begin{equation*}
A \mid B C \tag{1.30}
\end{equation*}
$$

(which we may read as ' $A$ given $B C^{\prime}$ ') represents the plausibility that $A$ is true, given that both $B$ and $C$ are true. Or,

$$
\begin{equation*}
A+B \mid C D \tag{1.31}
\end{equation*}
$$

represents the plausibility that at least one of the propositions $A$ and $B$ is true, given that both $C$ and $D$ are true; and so on. We have decided to represent a greater plausibility by a greater number, so

$$
\begin{equation*}
(A \mid B)>(C \mid B) \tag{1.32}
\end{equation*}
$$

says that, given $B, A$ is more plausible than $C$. In this notation, while the symbol for plausibility is just of the form $A \mid B$ without parentheses, we often add parentheses for clarity of expression. Thus, (1.32) says the same thing as

$$
\begin{equation*}
A|B>C| B, \tag{1.33}
\end{equation*}
$$

but its meaning is clearer to the eye.
In the interest of avoiding impossible problems, we are not going to ask our robot to undergo the agony of reasoning from impossible or mutually contradictory premises; there could be no 'correct' answer. Thus, we make no attempt to define $A \mid B C$ when $B$ and $C$ are mutually contradictory. Whenever such a symbol appears, it is understood that $B$ and $C$ are compatible propositions.

Also, we do not want this robot to think in a way that is directly opposed to the way you and I think. So we shall design it to reason in a way that is at least qualitatively like the way humans try to reason, as described by the above weak syllogisms and a number of other similar ones.

Thus, if it has old information $C$ which gets updated to $C^{\prime}$ in such a way that the plausibility for $A$ is increased:

$$
\begin{equation*}
\left(A \mid C^{\prime}\right)>(A \mid C) \tag{1.34}
\end{equation*}
$$

but the plausibility for $B$ given $A$ is not changed:

$$
\begin{equation*}
\left(B \mid A C^{\prime}\right)=(B \mid A C) \tag{1.35}
\end{equation*}
$$

This can, of course, produce only an increase, never a decrease, in the plausibility that both $A$ and $B$ are true:

$$
\begin{equation*}
\left(A B \mid C^{\prime}\right) \geq(A B \mid C) \tag{1.36}
\end{equation*}
$$

and it must produce a decrease in the plausibility that $A$ is false:

$$
\begin{equation*}
\left(\bar{A} \mid C^{\prime}\right)<(\bar{A} \mid C) \tag{1.37}
\end{equation*}
$$

This qualitative requirement simply gives the 'sense of direction' in which the robot's reasoning is to go; it says nothing about how much the plausibilities change, except that our continuity assumption (which is also a condition for qualitative correspondence with common sense) now requires that if $A \mid C$ changes only infinitesimally, it can induce only an infinitesimal change in $A B \mid C$ and $\bar{A} \mid C$. The specific ways in which we use these qualitative requirements will be given in the next chapter, at the point where it is seen why we need them. For the present we summarize them simply as:

> (II) Qualitative correspondence with common sense.

Finally, we want to give our robot another desirable property for which honest people strive without always attaining: that it always reasons consistently. By this we mean just the three
common colloquial meanings of the word 'consistent':
(IIIa) If a conclusion can be reasoned out in more than one way, then every possible way must lead to the same result.

The robot always takes into account all of the evidence it has relevant to a question. It does not arbitrarily ignore some of the information, basing its conclusions only on what remains. In other words, the robot is completely nonideological.

The robot always represents equivalent states of knowledge by equivalent plausibility assignments. That is, if in two problems
(IIIc) the robot's state of knowledge is the same (except perhaps for the labeling of the propositions), then it must assign the same plausibilities in both.

Desiderata (I), (II), and (IIIa) are the basic 'structural' requirements on the inner workings of our robot's brain, while (IIIb) and (IIIc) are 'interface' conditions which show how the robot's behavior should relate to the outer world.

At this point, most students are surprised to learn that our search for desiderata is at an end. The above conditions, it turns out, uniquely determine the rules by which our robot must reason; i.e. there is only one set of mathematical operations for manipulating plausibilities which has all these properties. These rules are deduced in Chapter 2.
(At the end of most chapters, we insert a section of informal Comments in which are collected various side remarks, background material, etc. The reader may skip them without losing the main thread of the argument.)

### 1.8 Comments

As politicians, advertisers, salesmen, and propagandists for various political, economic, moral, religious, psychic, environmental, dietary, and artistic doctrinaire positions know only too well, fallible human minds are easily tricked, by clever verbiage, into committing violations of the above desiderata. We shall try to ensure that they do not succeed with our robot.

We emphasize another contrast between the robot and a human brain. By Desideratum I, the robot's mental state about any proposition is to be represented by a real number. Now, it is clear that our attitude toward any given proposition may have more than one 'coordinate'. You and I form simultaneous judgments about a proposition not only as to whether it is plausible, but also whether it is desirable, whether it is important, whether it is useful, whether it is interesting, whether it is amusing, whether it is morally right, etc. If we assume that each of these judgments might be represented by a number, then a fully adequate description of a human state of mind would be represented by a vector in a space of a rather large number of dimensions.

Not all propositions require this. For example, the proposition 'The refractive index of water is less than 1.3 ' generates no emotions; consequently the state of mind which it produces has very few coordinates. On the other hand, the proposition, 'Your mother-inlaw just wrecked your new car' generates a state of mind with many coordinates. Quite generally, the situations of everyday life are those involving many coordinates. It is just for this reason, we suggest, that the most familiar examples of mental activity are often the most difficult to reproduce by a model. Perhaps we have here the reason why science and mathematics are the most successful of human activities: they deal with propositions which produce the simplest of all mental states. Such states would be the ones least perturbed by a given amount of imperfection in the human mind.

Of course, for many purposes we would not want our robot to adopt any of these more 'human' features arising from the other coordinates. It is just the fact that computers do not get confused by emotional factors, do not get bored with a lengthy problem, do not pursue hidden motives opposed to ours, that makes them safer agents than men for carrying out certain tasks.

These remarks are interjected to point out that there is a large unexplored area of possible generalizations and extensions of the theory to be developed here; perhaps this may inspire others to try their hand at developing 'multidimensional theories' of mental activity, which would more and more resemble the behavior of actual human brains - not all of which is undesirable. Such a theory, if successful, might have an importance beyond our present ability to imagine. ${ }^{5}$

For the present, however, we shall have to be content with a much more modest undertaking. Is it possible to develop a consistent 'one-dimensional' model of plausible reasoning? Evidently, our problem will be simplest if we can manage to represent a degree of plausibility uniquely by a single real number, and ignore the other 'coordinates' just mentioned.

We stress that we are in no way asserting that degrees of plausibility in actual human minds have a unique numerical measure. Our job is not to postulate - or indeed to conjecture about - any such thing; it is to investigate whether it is possible, in our robot, to set up such a correspondence without contradictions.

But to some it may appear that we have already assumed more than is necessary, thereby putting gratuitous restrictions on the generality of our theory. Why must we represent degrees of plausibility by real numbers? Would not a 'comparative' theory based on a system of qualitative ordering relations such as $(A \mid C)>(B \mid C)$ suffice? This point is discussed further in Appendix A, where we describe other approaches to probability theory and note that some attempts have been made to develop comparative theories which it was thought would be logically simpler, or more general. But this turned out not to be the case; so, although it is quite possible to develop the foundations in other ways than ours, the final results will not be different.

[^6]
### 1.8.1 Common language vs. formal logic

We should note the distinction between the statements of formal logic and those of ordinary language. It might be thought that the latter is only a less precise form of expression; but on examination of details the relation appears different. It appears to us that ordinary language, carefully used, need not be less precise than formal logic; but ordinary language is more complicated in its rules and has consequently richer possibilities of expression than we allow ourselves in formal logic.

In particular, common language, being in constant use for other purposes than logic, has developed subtle nuances - means of implying something without actually stating it - that are lost on formal logic. Mr A, to affirm his objectivity, says, 'I believe what I see.' Mr B retorts: 'He doesn't see what he doesn't believe.' From the standpoint of formal logic, it appears that they have said the same thing; yet from the standpoint of common language, those statements had the intent and effect of conveying opposite meanings.

Here is a less trivial example, taken from a mathematics textbook. Let $L$ be a straight line in a plane, and S an infinite set of points in that plane, each of which is projected onto L . Now consider the following statements:
(I) The projection of the limit is the limit of the projections.
(II) The limit of the projections is the projection of the limit.

These have the grammatical structures ' $A$ is $B$ ' and ' $B$ is $A$ ', and so they might appear logically equivalent. Yet in that textbook, (I) was held to be true, and (II) not true in general, on the grounds that the limit of the projections may exist when the limit of the set does not.

As we see from this, in common language - even in mathematics textbooks - we have learned to read subtle nuances of meaning into the exact phrasing, probably without realizing it until an example like this is pointed out. We interpret ' $A$ is $B$ ' as asserting first of all, as a kind of major premise, that $A$ exists; and the rest of the statement is understood to be conditional on that premise. Put differently, in common grammar the verb 'is' implies a distinction between subject and object, which the symbol ' $=$ ' does not have in formal logic or in conventional mathematics. (However, in computer languages we encounter such statements as ' $\mathrm{J}=\mathrm{J}+1$ ', which everybody seems to understand, but in which the ' $=$ ' sign has now acquired that implied distinction after all.)

Another amusing example is the old adage 'knowledge is power', which is a very cogent truth, both in human relations and in thermodynamics. An ad writer for a chemical trade journal ${ }^{6}$ fouled this up into 'power is knowledge', an absurd - indeed, obscene - falsity.

These examples remind us that the verb 'is' has, like any other verb, a subject and a predicate; but it is seldom noted that this verb has two entirely different meanings. A person whose native language is English may require some effort to see the different meanings in the statements: 'The room is noisy' and 'There is noise in the room'. But in Turkish these meanings are rendered by different words, which makes the distinction so clear that a visitor

[^7]who uses the wrong word will not be understood. The latter statement is ontological, asserting the physical existence of something, while the former is epistemological, expressing only the speaker's personal perception.

Common language - or, at least, the English language - has an almost universal tendency to disguise epistemological statements by putting them into a grammatical form which suggests to the unwary an ontological statement. A major source of error in current probability theory arises from an unthinking failure to perceive this. To interpret the first kind of statement in the ontological sense is to assert that one's own private thoughts and sensations are realities existing externally in Nature. We call this the 'mind projection fallacy', and note the trouble it causes many times in what follows. But this trouble is hardly confined to probability theory; as soon as it is pointed out, it becomes evident that much of the discourse of philosophers and Gestalt psychologists, and the attempts of physicists to explain quantum theory, are reduced to nonsense by the author falling repeatedly into the mind projection fallacy.

These examples illustrate the care that is needed when we try to translate the complex statements of common language into the simpler statements of formal logic. Of course, common language is often less precise than we should want in formal logic. But everybody expects this and is on the lookout for it, so it is less dangerous.

It is too much to expect that our robot will grasp all the subtle nuances of common language, which a human spends perhaps 20 years acquiring. In this respect, our robot will remain like a small child - it interprets all statements literally and blurts out the truth without thought of whom this may offend.

It is unclear to the writer how difficult - and even less clear how desirable - it would be to design a newer model robot with the ability to recognize these finer shades of meaning. Of course, the question of principle is disposed of at once by the existence of the human brain, which does this. But, in practice, von Neumann's principle applies; a robot designed by us cannot do it until someone develops a theory of 'nuance recognition', which reduces the process to a definitely prescribed set of operations. This we gladly leave to others.

In any event, our present model robot is quite literally real, because today it is almost universally true that any nontrivial probability evaluation is performed by a computer. The person who programmed that computer was necessarily, whether or not they thought of it that way, designing part of the brain of a robot according to some preconceived notion of how the robot should behave. But very few of the computer programs now in use satisfy all our desiderata; indeed, most are intuitive $a d$ hoc procedures that were not chosen with any well-defined desiderata at all in mind.

Any such adhockery is presumably usable within some special area of application that was the criterion for choosing it - but as the proofs of Chapter 2 will show, any adhockery which conflicts with the rules of probability theory must generate demonstrable inconsistencies when we try to apply it beyond some restricted area. Our aim is to avoid this by developing the general principles of inference once and for all, directly from the requirement of consistency, and in a form applicable to any problem of plausible inference that is formulated in a sufficiently unambiguous way.

### 1.8.2 Nitpicking

As is apparent from the above, in the present work we use the term 'Boolean algebra' in its long-established meaning as referring to two-valued logic in which symbols like ' $A$ ' stand for propositions. A compulsive nitpicker has complained to us that some mathematicians have used the term in a slightly different meaning, in which ' $A$ ' could refer to a class of propositions. But the two usages are not in conflict; we recognize the broader meaning, but just find no reason to avail ourselves of it.

The set of rules and symbols that we have called 'Boolean algebra' is sometimes called 'the propositional calculus'. The term seems to be used only for the purpose of adding that we need also another set of rules and symbols called 'the predicate calculus'. However, these new symbols prove to be only abbreviations for short and familiar phrases. The 'universal quantifier' is only an abbreviation for 'for all'; the 'existential quantifier' is an abbreviation for 'there is a'. If we merely write our statements in plain English, we are using automatically all of the predicate calculus that we need for our purposes, and doing it more intelligibly.

The validity of the second strong syllogism (in two-valued logic) is sometimes questioned. However, it appears that in current mathematics it is still considered valid reasoning to say that a supposed theorem is disproved by exhibiting a counterexample, that a set of statements is considered inconsistent if we can derive a contradiction from them, and that a proposition can be established by reductio ad absurdum, deriving a contradiction from its denial. This is enough for us; we are quite content to follow this long tradition. Our feeling of security in this stance comes from the conviction that, while logic may move forward in the future, it can hardly move backward. A new logic might lead to new results about which Aristotelian logic has nothing to say; indeed, that is just what we are trying to create here. But surely, if a new logic was found to conflict with Aristotelian logic in an area where Aristotelian logic is applicable, we would consider that a fatal objection to the new logic.

Therefore, to those who feel confined by two-valued deductive logic, we can say only: 'By all means, investigate other possibilities if you wish to; and please let us know about it as soon as you have found a new result that was not contained in two-valued logic or our extension of it, and is useful in scientific inference.' Actually, there are many different and mutually inconsistent multiple-valued logics already in the literature. But in Appendix A we adduce arguments which suggest that they can have no useful content that is not already in two-valued logic; that is, that an $n$-valued logic applied to one set of propositions is either equivalent to a two-valued logic applied to an enlarged set, or else it contains internal inconsistencies.

Our experience is consistent with this conjecture; in practice, multiple-valued logics seem to be used not to find new useful results, but rather in attempts to remove supposed difficulties with two-valued logic, particularly in quantum theory, fuzzy sets, and artificial intelligence. But on closer study, all such difficulties known to us have proved to be only examples of the mind projection fallacy, calling for direct revision of the concepts rather than a new logic.

## 2

## The quantitative rules

Probability theory is nothing but common sense reduced to calculation.
Laplace, 1819

We have now formulated our problem, and it is a matter of straightforward mathematics to work out the consequences of our desiderata, which may be stated broadly as follows:
(I) Representation of degrees of plausibility by real numbers;
(II) Qualitative correspondence with common sense;
(III) Consistency.

The present chapter is devoted entirely to deduction of the quantitative rules for inference which follow from these desiderata. The resulting rules have a long, complicated, and astonishing history, full of lessons for scientific methodology in general (see the Comments sections at the end of several chapters).

### 2.1 The product rule

We first seek a consistent rule relating the plausibility of the logical product $A B$ to the plausibilities of $A$ and $B$ separately. In particular, let us find $A B \mid C$. Since the reasoning is somewhat subtle, we examine this from several different viewpoints.

As a first orientation, note that the process of deciding that $A B$ is true can be broken down into elementary decisions about $A$ and $B$ separately. The robot can
(1) decide that $B$ is true;
(2) having accepted $B$ as true, decide that $A$ is true.

Or, equally well,
( $1^{\prime}$ ) decide that $A$ is true;
(2') having accepted $A$ as true, decide that $B$ is true.
In each case we indicate above the plausibility corresponding to that step.
Now let us describe the first procedure in words. In order for $A B$ to be a true proposition, it is necessary that $B$ is true. Thus the plausibility $B \mid C$ should be involved. In addition, if $B$
is true, it is further necessary that $A$ should be true; so the plausibility $A \mid B C$ is also needed. But if $B$ is false, then of course $A B$ is false independently of whatever one knows about $A$, as expressed by $A \mid \bar{B} C$; if the robot reasons first about $B$, then the plausibility of $A$ will be relevant only if $B$ is true. Thus, if the robot has $B \mid C$ and $A \mid B C$ it will not need $A \mid C$. That would tell it nothing about $A B$ that it did not have already.

Similarly, $A \mid B$ and $B \mid A$ are not needed; whatever plausibility $A$ or $B$ might have in the absence of information $C$ could not be relevant to judgments of a case in which the robot knows that $C$ is true. For example, if the robot learns that the earth is round, then in judging questions about cosmology today, it does not need to take into account the opinions it might have (i.e. the extra possibilities that it would need to take into account) if it did not know that the earth is round.

Of course, since the logical product is commutative, $A B=B A$, we could interchange $A$ and $B$ in the above statements; i.e. knowledge of $A \mid C$ and $B \mid A C$ would serve equally well to determine $A B|C=B A| C$. That the robot must obtain the same value for $A B \mid C$ from either procedure is one of our conditions of consistency, desideratum (IIIa).

We can state this in a more definite form. $(A B \mid C)$ will be some function of $B \mid C$ and $A \mid B C$ :

$$
\begin{equation*}
(A B \mid C)=F[(B \mid C),(A \mid B C)] \tag{2.1}
\end{equation*}
$$

Now, if the reasoning we went through here is not completely obvious, let us examine some alternatives. We might suppose, for example, that

$$
\begin{equation*}
(A B \mid C)=F[(A \mid C),(B \mid C)] \tag{2.2}
\end{equation*}
$$

might be a permissible form. But we can show easily that no relation of this form could satisfy our qualitative conditions of desideratum (II). Proposition $A$ might be very plausible given $C$, and $B$ might be very plausible given $C$; but $A B$ could still be very plausible or very implausible.

For example, it is quite plausible that the next person you meet has blue eyes and also quite plausible that this person's hair is black; and it is reasonably plausible that both are true. On the other hand it is quite plausible that the left eye is blue, and quite plausible that the right eye is brown; but extremely implausible that both of those are true. We would have no way of taking such influences into account if we tried to use a formula of this kind. Our robot could not reason the way humans do, even qualitatively, with that kind of functional relation.

But other possibilities occur to us. The method of trying out all possibilities - a kind of 'proof by exhaustion' - can be organized as follows. Introduce the real numbers

$$
\begin{equation*}
u=(A B \mid C), \quad v=(A \mid C), \quad w=(B \mid A C), \quad x=(B \mid C), \quad y=(A \mid B C) \tag{2.3}
\end{equation*}
$$

If $u$ is to be expressed as a function of two or more of $v, w, x, y$, there are 11 possibilities. You can write out each of them, and subject each one to various extreme conditions, as in the brown and blue eyes (which was the abstract statement: $A$ implies that $B$ is false). Other extreme conditions are $A=B, A=C, C \Rightarrow \bar{A}$, etc. Carrying out this somewhat tedious
analysis, Tribus (1969) finds that all but two of the possibilities can exhibit qualitative violations of common sense in some extreme case. The two which survive are $u=F(x, y)$ and $u=F(w, v)$, just the two functional forms already suggested by our previous reasoning.

We now apply the qualitative requirement discussed in Chapter 1. Given any change in the prior information $C \rightarrow C^{\prime}$, such that $B$ becomes more plausible but $A$ does not change,

$$
\begin{gather*}
B\left|C^{\prime}>B\right| C  \tag{2.4}\\
A\left|B C^{\prime}=A\right| B C \tag{2.5}
\end{gather*}
$$

common sense demands that $A B$ could only become more plausible, not less:

$$
\begin{equation*}
A B\left|C^{\prime} \geq A B\right| C \tag{2.6}
\end{equation*}
$$

with equality if and only if $A \mid B C$ corresponds to impossibility. Likewise, given prior information $C^{\prime \prime}$ such that

$$
\begin{gather*}
B\left|C^{\prime \prime}=B\right| C,  \tag{2.7}\\
A\left|B C^{\prime \prime}>A\right| B C, \tag{2.8}
\end{gather*}
$$

we require that

$$
\begin{equation*}
A B\left|C^{\prime \prime} \geq A B\right| C \tag{2.9}
\end{equation*}
$$

in which the equality can hold only if $B$ is impossible, given $C$ (for then $A B$ might still be impossible given $C^{\prime \prime}$, although $A \mid B C$ is not defined). Furthermore, the function $F(x, y)$ must be continuous; for otherwise an arbitrarily small increase in one of the plausibilities on the right-hand side of (2.1) could result in a large increase in $A B \mid C$.

In summary, $F(x, y)$ must be a continuous monotonic increasing function of both $x$ and $y$. If we assume it is differentiable (this is not necessary; see the discussion following (2.13)), then we have

$$
\begin{equation*}
F_{1}(x, y) \equiv \frac{\partial F}{\partial x} \geq 0 \tag{2.10a}
\end{equation*}
$$

with equality if and only if $y$ represents impossibility; and also

$$
\begin{equation*}
F_{2}(x, y) \equiv \frac{\partial F}{\partial y} \geq 0 \tag{2.10b}
\end{equation*}
$$

with equality permitted only if $x$ represents impossibility. Note for later purposes that, in this notation, $F_{i}$ denotes differentiation with respect to the $i$ th argument of $F$, whatever it may be.

Next we impose the desideratum (IIIa) of 'structural' consistency. Suppose we try to find the plausibility $(A B C \mid D)$ that three propositions would be true simultaneously. Because of the fact that Boolean algebra is associative: $A B C=(A B) C=A(B C)$, we can do this in two different ways. If the rule is to be consistent, we must get the same result for either
order of carrying out the operations. We can say first that $B C$ will be considered a single proposition, and then apply (2.1):

$$
\begin{equation*}
(A B C \mid D)=F[(B C \mid D),(A \mid B C D)] \tag{2.11}
\end{equation*}
$$

and then in the plausibility $(B C \mid D)$ we can again apply (2.1) to give

$$
\begin{equation*}
(A B C \mid D)=F\{F[(C \mid D),(B \mid C D)],(A \mid B C D)\} \tag{2.12a}
\end{equation*}
$$

But we could equally well have said that $A B$ shall be considered a single proposition at first. From this we can reason out in the other order to obtain a different expression:

$$
\begin{equation*}
(A B C \mid D)=F[(C \mid D),(A B \mid C D)]=F\{(C \mid D), F[(B \mid C D),(A \mid B C D)]\} \tag{2.12b}
\end{equation*}
$$

If this rule is to represent a consistent way of reasoning, the two expressions (2.12a) and (2.12b) must always be the same. A necessary condition that our robot will reason consistently in this case therefore takes the form of a functional equation,

$$
\begin{equation*}
F[F(x, y), z]=F[x, F(y, z)] \tag{2.13}
\end{equation*}
$$

This equation has a long history in mathematics, starting from the work of N. H. Abel (1826). Aczél (1966), in his monumental work on functional equations, calls it, very appropriately, 'The Associativity Equation', and lists a total of 98 references to works that discuss it or use it. Aczél derives the general solution (2.27), below, without assuming differentiability; unfortunately, the proof fills 11 pages (pp. 256-267) of his book (see also Aczél, 1987). We give here the shorter proof by R. T. Cox (1961), which assumes differentiability; see also the discussion in Appendix B.

It is evident that (2.13) has a trivial solution, $F(x, y)=$ const. But that violates our monotonicity requirement (2.10), and is in any event useless for our purposes. Unless (2.13) has a nontrivial solution, this approach will fail; so we seek the most general nontrivial solution. Using the abbreviations

$$
\begin{equation*}
u \equiv F(x, y), \quad v \equiv F(y, z) \tag{2.14}
\end{equation*}
$$

but still considering $(x, y, z)$ the independent variables, the functional equation to be solved is

$$
\begin{equation*}
F(x, v)=F(u, z) . \tag{2.15}
\end{equation*}
$$

Differentiating with respect to $x$ and $y$ we obtain, in the notation of (2.10),

$$
\begin{align*}
F_{1}(x, v) & =F_{1}(u, z) F_{1}(x, y)  \tag{2.16}\\
F_{2}(x, v) F_{1}(y, z) & =F_{1}(u, z) F_{2}(x, y)
\end{align*}
$$

Elimination of $F_{1}(u, z)$ from these equations yields

$$
\begin{equation*}
G(x, v) F_{1}(y, z)=G(x, y) \tag{2.17}
\end{equation*}
$$

where we use the notation $G(x, y) \equiv F_{2}(x, y) / F_{1}(x, y)$. Evidently, the left-hand side of (2.17) must be independent of $z$. Now, (2.17) can be written equally well as

$$
\begin{equation*}
G(x, v) F_{2}(y, z)=G(x, y) G(y, z) \tag{2.18}
\end{equation*}
$$

and denoting the left-hand sides of (2.17), (2.18) by $U, V$ respectively, we verify that $\partial V / \partial y=\partial U / \partial z$. Thus, $G(x, y) G(y, z)$ must be independent of $y$. The most general function $G(x, y)$ with this property is

$$
\begin{equation*}
G(x, y)=r \frac{H(x)}{H(y)} \tag{2.19}
\end{equation*}
$$

where $r$ is a constant and the function $H(x)$ is arbitrary. In the present case, $G>0$ by monotonicity of $F$, and so we require that $r>0$, and $H(x)$ may not change sign in the region of interest. Using (2.19), (2.17) and (2.18) become

$$
\begin{align*}
& F_{1}(y, z)=\frac{H(v)}{H(y)}  \tag{2.20}\\
& F_{2}(y, z)=r \frac{H(v)}{H(z)} \tag{2.21}
\end{align*}
$$

and the relation $\mathrm{d} v=\mathrm{d} F(y, z)=F_{1} \mathrm{~d} y+F_{2} \mathrm{~d} z$ takes the form

$$
\begin{equation*}
\frac{\mathrm{d} v}{H(v)}=\frac{\mathrm{d} y}{H(y)}+r \frac{\mathrm{~d} z}{H(z)} \tag{2.22}
\end{equation*}
$$

or, on integration,

$$
\begin{equation*}
w[F(y, z)]=w(v)=w(y) w^{r}(z) \tag{2.23}
\end{equation*}
$$

where

$$
\begin{equation*}
w(x) \equiv \exp \left\{\int^{x} \frac{\mathrm{~d} x}{H(x)}\right\} \tag{2.24}
\end{equation*}
$$

The absence of a lower limit on the integral signifies an arbitrary multiplicative factor in $w$. But taking the function $w(\cdot)$ of (2.15) and applying (2.23), we obtain $w(x) w^{r}(v)=$ $w(u) w^{r}(z)$; applying (2.23) again, our functional equation now reduces to

$$
\begin{equation*}
w(x) w^{r}(y)[w(z)]^{r^{2}}=w(x) w^{r}(y) w^{r}(z) \tag{2.25}
\end{equation*}
$$

Thus we obtain a nontrivial solution only if $r=1$, and our final result can be expressed in either of the two forms:

$$
\begin{equation*}
w[F(x, y)]=w(x) w(y) \tag{2.26}
\end{equation*}
$$

or

$$
\begin{equation*}
F(x, y)=w^{-1}[w(x) w(y)] \tag{2.27}
\end{equation*}
$$

Associativity and commutativity of the logical product thus require that the relation sought must take the functional form

$$
\begin{equation*}
w(A B \mid C)=w(A \mid B C) w(B \mid C)=w(B \mid A C) w(A \mid C) \tag{2.28}
\end{equation*}
$$

which we shall call henceforth the product rule. By its construction (2.24), w(x) must be a positive continuous monotonic function, increasing or decreasing according to the sign of $H(x)$; at this stage it is otherwise arbitrary.

The result (2.28) has been derived as a necessary condition for consistency in the sense of desideratum (IIIa). Conversely, it is evident that (2.28) is also sufficient to ensure this consistency for any number of joint propositions. For example, there are an enormous number of different ways in which $(A B C D E F G \mid H)$ could be expanded by successive partitions in the manner of (2.12); but if (2.28) is satisfied, they will all yield the same result.

The requirements of qualitative correspondence with common sense impose further conditions on the function $w(x)$. For example, in the first given form of (2.28) suppose that $A$ is certain, given $C$. Then in the 'logical environment' produced by knowledge of $C$, the propositions $A B$ and $B$ are the same, in the sense that one is true if and only if the other is true. By our most primitive axiom of all, discussed in Chapter 1, propositions with the same truth value must have equal plausibility:

$$
\begin{equation*}
A B|C=B| C \tag{2.29}
\end{equation*}
$$

and also we will have

$$
\begin{equation*}
A|B C=A| C \tag{2.30}
\end{equation*}
$$

because if $A$ is already certain given $C$ (i.e. $C$ implies $A$ ), then, given any other information $B$ which does not contradict $C$, it is still certain. In this case, (2.28) reduces to

$$
\begin{equation*}
w(B \mid C)=w(A \mid C) w(B \mid C) \tag{2.31}
\end{equation*}
$$

and this must hold no matter how plausible or implausible $B$ is to the robot. So our function $w(x)$ must have the property that
certainty is represented by $w(A \mid C)=1$.
Now suppose that $A$ is impossible, given $C$. Then the proposition $A B$ is also impossible given $C$ :

$$
\begin{equation*}
A B|C=A| C \tag{2.33}
\end{equation*}
$$

and if $A$ is already impossible given $C$ (i.e. $C$ implies $\bar{A}$ ), then, given any further information $B$ which does not contradict $C, A$ would still be impossible:

$$
\begin{equation*}
A|B C=A| C \tag{2.34}
\end{equation*}
$$

In this case, (2.28) reduces to

$$
\begin{equation*}
w(A \mid C)=w(A \mid C) w(B \mid C) \tag{2.35}
\end{equation*}
$$

and again this equation must hold no matter what plausibility $B$ might have. There are only two possible values of $w(A \mid C)$ that could satisfy this condition: it could be zero or $+\infty$ (the choice $-\infty$ is ruled out because then by continuity $w(B \mid C)$ would have to be capable of negative values; (2.35) would then be a contradiction).

In summary, qualitative correspondence with common sense requires that $w(x)$ be a positive continuous monotonic function. It may be either increasing or decreasing. If it is increasing, it must range from zero for impossibility up to one for certainty. If it is decreasing, it must range from $\infty$ for impossibility down to one for certainty. Thus far, our conditions say nothing at all about how it varies between these limits.

However, these two possibilities of representation are not different in content. Given any function $w_{1}(x)$ which is acceptable by the above criteria and represents impossibility by $\infty$, we can define a new function $w_{2}(x) \equiv 1 / w_{1}(x)$, which will be equally acceptable and represents impossibility by zero. Therefore, there will be no loss of generality if we now adopt the choice $0 \leq w(x) \leq 1$ as a convention; that is, as far as content is concerned, all possibilities consistent with our desiderata are included in this form. (As the reader may check, we could just as well have chosen the opposite convention; and the entire development of the theory from this point on, including all its applications, would go through equally well, with equations of a less familiar form but exactly the same content.)

### 2.2 The sum rule

Since the propositions now being considered are of the Aristotelian logical type which must be either true or false, the logical product $A \bar{A}$ is always false, the logical sum $A+\bar{A}$ always true. The plausibility that $A$ is false must depend in some way on the plausibility that it is true. If we define $u \equiv w(A \mid B), \quad v \equiv w(\bar{A} \mid B)$, there must exist some functional relation

$$
\begin{equation*}
v=S(u) \tag{2.36}
\end{equation*}
$$

Evidently, qualitative correspondence with common sense requires that $S(u)$ be a continuous monotonic decreasing function in $0 \leq u \leq 1$, with extreme values $S(0)=1, S(1)=0$. But it cannot be just any function with these properties, for it must be consistent with the fact that the product rule can be written for either $A B$ or $A \bar{B}$ :

$$
\begin{align*}
& w(A B \mid C)=w(A \mid C) w(B \mid A C)  \tag{2.37}\\
& w(A \bar{B} \mid C)=w(A \mid C) w(\bar{B} \mid A C) \tag{2.38}
\end{align*}
$$

Thus, using (2.36) and (2.38), Eq. (2.37) becomes

$$
\begin{equation*}
w(A B \mid C)=w(A \mid C) S[w(\bar{B} \mid A C)]=w(A \mid C) S\left[\frac{w(A \bar{B} \mid C)}{w(A \mid C)}\right] \tag{2.39}
\end{equation*}
$$

Again, we invoke commutativity: $w(A B \mid C)$ is symmetric in $A, B$, and so consistency requires that

$$
\begin{equation*}
w(A \mid C) S\left[\frac{w(A \bar{B} \mid C)}{w(A \mid C)}\right]=w(B \mid C) S\left[\frac{w(B \bar{A} \mid C)}{w(B \mid C)}\right] \tag{2.40}
\end{equation*}
$$

This must hold for all propositions $A, B, C$; in particular, (2.40) must hold when

$$
\begin{equation*}
\bar{B}=A D, \tag{2.41}
\end{equation*}
$$

where $D$ is any new proposition. But then we have the truth values noted before in (1.13):

$$
\begin{equation*}
A \bar{B}=\bar{B}, \quad B \bar{A}=\bar{A}, \tag{2.42}
\end{equation*}
$$

and in (2.40) we may write

$$
\begin{align*}
& w(A \bar{B} \mid C)=w(\bar{B} \mid C)=S[w(B \mid C)] \\
& w(B \bar{A} \mid C)=w(\bar{A} \mid C)=S[w(A \mid C)] . \tag{2.43}
\end{align*}
$$

Therefore, using the abbreviations

$$
\begin{equation*}
x \equiv w(A \mid C), \quad y \equiv w(B \mid C) \tag{2.44}
\end{equation*}
$$

(2.25) becomes a functional equation

$$
x S\left[\frac{S(y)}{x}\right]=y S\left[\frac{S(x)}{y}\right], \quad \begin{align*}
& 0 \leq S(y) \leq x  \tag{2.45}\\
& 0 \leq x \leq 1
\end{align*}
$$

which expresses a scaling property that $S(x)$ must have in order to be consistent with the product rule. In the special case $y=1$, this reduces to

$$
\begin{equation*}
S[S(x)]=x \tag{2.46}
\end{equation*}
$$

which states that $S(x)$ is a self-reciprocal function; $S(x)=S^{-1}(x)$. Thus, from (2.36) it follows also that $u=S(v)$. But this expresses only the evident fact that the relationship between $A$ and $\bar{A}$ is a reciprocal one; it does not matter which proposition we denote by the simple letter, which by the barred letter. We noted this before in (1.8); if it had not been obvious before, we should be obliged to recognize it at this point.

The domain of validity given in (2.45) is found as follows. The proposition $D$ is arbitrary, and so by various choices of $D$ we can achieve all values of $w(D \mid A C)$ in

$$
\begin{equation*}
0 \leq w(D \mid A C) \leq 1 \tag{2.47}
\end{equation*}
$$

But $S(y)=w(A D \mid C)=w(A \mid C) w(D \mid A C)$, and so (2.47) is just $(0 \leq S(y) \leq x)$, as stated in (2.45). This domain is symmetric in $x, y$; it can be written equally well with them interchanged. Geometrically, it consists of all points in the $x y$ plane lying in the unit square $(0 \leq x, y \leq 1)$ and on or above the curve $y=S(x)$.

Indeed, the shape of that curve is determined already by what (2.45) says for points lying infinitesimally above it. For if we set $y=S(x)+\epsilon$, then as $\epsilon \rightarrow 0^{+}$two terms in (2.45) tend to $S(1)=0$, but at different rates. Therefore everything depends on the exact way
in which $S(1-\delta)$ tends to zero as $\delta \rightarrow 0$. To investigate this, we define a new variable $q(x, y)$ by

$$
\begin{equation*}
\frac{S(x)}{y}=1-\exp \{-q\} \tag{2.48}
\end{equation*}
$$

Then we may choose $\delta=\exp \{-q\}$, define the function $J(q)$ by

$$
\begin{equation*}
S(1-\delta)=S(1-\exp \{-q\}=\exp \{-J(q)\} \tag{2.49}
\end{equation*}
$$

and find the asymptotic form of $J(q)$ as $q \rightarrow \infty$.
Considering now $x, q$ as the independent variables, we have from (2.48)

$$
\begin{equation*}
S(y)=S[S(x)]+\exp \{-q\} S(x) S^{\prime}[S(x)]+O(\exp \{-2 q\}) \tag{2.50}
\end{equation*}
$$

Using (2.46) and its derivative $S^{\prime}[S(x)] S^{\prime}(x)=1$, this reduces to

$$
\begin{equation*}
\frac{S(y)}{x}=1-\exp \{-(\alpha+q)\}+O(\exp \{-2 q\}) \tag{2.51}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(x) \equiv \log \left[\frac{-x S^{\prime}(x)}{S(x)}\right]>0 \tag{2.52}
\end{equation*}
$$

With these substitutions, our functional equation (2.45) becomes

$$
J(q+\alpha)-J(q)=\log \left[\frac{x}{S(x)}\right]+\log (1-\exp \{-q\})+O(\exp \{-2 q\}), \quad \begin{array}{ll}
0<q<\infty  \tag{2.53}\\
& 0<x \leq 1
\end{array}
$$

As $q \rightarrow \infty$ the last two terms go to zero exponentially fast, so $J(q)$ must be asymptotically linear,

$$
\begin{equation*}
J(q) \sim a+b q+O(\exp \{-q\}) \tag{2.54}
\end{equation*}
$$

with positive slope

$$
\begin{equation*}
b=\alpha^{-1} \log \left[\frac{x}{S(x)}\right] \tag{2.55}
\end{equation*}
$$

In (2.54) there is no periodic term with period $\alpha$, because (2.53) must hold for a continuum of different values of $x$, and therefore for a continuum of values of $\alpha(x)$. But, by definition, $J$ is a function of $q$ only, so the right-hand side of (2.55) must be independent of $x$. This gives, using (2.52),

$$
\begin{equation*}
\frac{x}{S(x)}=\left[\frac{-x S^{\prime}(x)}{S(x)}\right]^{b}, \quad 0<b<\infty \tag{2.56}
\end{equation*}
$$

or, rearranging, $S(x)$ must satisfy the differential equation

$$
\begin{equation*}
S^{m-1} \mathrm{~d} S+x^{m-1} \mathrm{~d} x=0 \tag{2.57}
\end{equation*}
$$

where $m \equiv 1 / b$ is some positive constant. The only solution of this satisfying $S(0)=1$ is

$$
S(x)=\left(1-x^{m}\right)^{1 / m}, \quad \begin{array}{ll}
0 \leq x \leq 1  \tag{2.58}\\
& 0<m<\infty
\end{array}
$$

and, conversely, we verify at once that (2.58) is a solution of (2.45).
The result (2.58) was first derived by R. T. Cox (1946) by a different argument which assumed $S(x)$ twice differentiable. Again, Aczél (1966) derives the same result without assuming differentiability. (But to assume differentiability in the present application seems to us a very innocuous step, for if the functional equations had led us to nondifferentiable functions, we would have rejected this whole theory as a qualitative violation of common sense.) In any event, (2.58) is the most general function satisfying the functional equation (2.45) and the left boundary condition $S(0)=1$; whereupon we are encouraged to find that it automatically satisfies the right boundary condition $S(1)=0$.

Since our derivation of the functional equation (2.45) used the special choice (2.41) for $B$, we have shown thus far only that (2.58) is a necessary condition to satisfy the general consistency requirement (2.40). To check its sufficiency, substitute (2.58) into (2.40). We obtain

$$
\begin{equation*}
w^{m}(A \mid C)-w^{m}(A \bar{B} \mid C)=w^{m}(B \mid C)-w^{m}(B \bar{A} \mid C), \tag{2.59}
\end{equation*}
$$

a trivial identity by virtue of (2.28) and (2.38). Therefore, (2.58) is the necessary and sufficient condition on $S(x)$ for consistency in the sense (2.40).

Our results up to this point can be summarized as follows. Associativity of the logical product requires that some monotonic function $w(x)$ of the plausibility $x=A \mid B$ must obey the product rule (2.28). Our result (2.58) states that this same function must also obey a sum rule:

$$
\begin{equation*}
w^{m}(A \mid B)+w^{m}(\bar{A} \mid B)=1 \tag{2.60}
\end{equation*}
$$

for some positive $m$. Of course, the product rule itself can be written equally well as

$$
\begin{equation*}
w^{m}(A B \mid C)=w^{m}(A \mid C) w^{m}(B \mid A C)=w^{m}(B \mid C) w^{m}(A \mid B C), \tag{2.61}
\end{equation*}
$$

but then we see that the value of $m$ is actually irrelevant; for whatever value is chosen, we can define a new function

$$
\begin{equation*}
p(x) \equiv w^{m}(x) \tag{2.62}
\end{equation*}
$$

and our rules take the form

$$
\begin{gather*}
p(A B \mid C)=p(A \mid C) p(B \mid A C)=p(B \mid C) p(A \mid B C),  \tag{2.63}\\
p(A \mid B)+p(\bar{A} \mid B)=1 \tag{2.64}
\end{gather*}
$$

In fact, this entails no loss of generality, for the only requirement we have imposed on the function $w(x)$ is that it is a continuous monotonic increasing function ranging from $w=0$ for impossibility to $w=1$ for certainty. But if $w(x)$ satisfies this, then so also does $w^{m}(x), 0<m<\infty$. Therefore, to say that we could use different values of $m$ does not give
us any freedom that we did not have already in the arbitrariness of $w(x)$. All possibilities allowed by our desiderata are contained in (2.63) and (2.64), in which $p(x)$ is any continuous monotonic increasing function with the range $0 \leq p(x) \leq 1$.

Are further relations needed to yield a complete set of rules for plausible inference, adequate to determine the plausibility of any logic function $f\left(A_{1}, \ldots, A_{n}\right)$ from those of $\left\{A_{1}, \ldots, A_{n}\right\}$ ? We have, in the product rule (2.63) and sum rule (2.64), formulas for the plausibility of the conjunction $A B$ and the negation $\bar{A}$. However, we have noted, in the discussion following (1.23), that conjunction and negation are an adequate set of operations, from which all logic functions can be constructed.

Therefore, one would conjecture that our search for basic rules should be finished; it ought to be possible, by repeated applications of the product rule and sum rule, to arrive at the plausibility of any proposition in the Boolean algebra generated by $\left\{A_{1}, \ldots, A_{n}\right\}$.

To verify this, we seek first a formula for the logical sum $A+B$. Applying the product rule and sum rule repeatedly, we have

$$
\begin{align*}
p(A+B \mid C) & =1-p(\overline{A B} \mid C)=1-p(\bar{A} \mid C) p(\bar{B} \mid \bar{A} C) \\
& =1-p(\bar{A} \mid C)[1-p(B \mid \bar{A} C)]=p(A \mid C)+p(\bar{A} B \mid C)  \tag{2.65}\\
& =p(A \mid C)+p(B \mid C) p(\bar{A} \mid B C)=p(A \mid C)+p(B \mid C)[1-p(A \mid B C)]
\end{align*}
$$

and finally

$$
\begin{equation*}
p(A+B \mid C)=p(A \mid C)+p(B \mid C)-p(A B \mid C) \tag{2.66}
\end{equation*}
$$

This generalized sum rule is one of the most useful in applications. Evidently, the primitive sum rule (2.64) is a special case of (2.66), with the choice $B=\bar{A}$.

Exercise 2.1. Is it possible to find a general formula for $p(C \mid A+B)$, analogous to (2.66), from the product and sum rules? If so, derive it; if not, explain why this cannot be done.

Exercise 2.2. Now suppose we have a set of propositions $\left\{A_{1}, \ldots, A_{n}\right\}$ which on information $X$ are mutually exclusive: $p\left(A_{i} A_{j} \mid X\right)=p\left(A_{i} \mid X\right) \delta_{i j}$. Show that $p\left(C \mid\left(A_{1}+\right.\right.$ $\left.A_{2}+\cdots+A_{n} X\right)$ is a weighted average of the separate plausibilities $p\left(C \mid A_{i} X\right)$ :

$$
\begin{equation*}
p\left(C \left\lvert\,\left(A_{1}+\cdots+A_{n} X\right)=p\left(C \mid A_{1} X+A_{2} X+\cdots+A_{n} X\right)=\frac{\sum_{i} p\left(A_{i} \mid X\right) p\left(C \mid A_{i} X\right)}{\sum_{i} p\left(A_{i} \mid X\right)} .\right.\right. \tag{2.67}
\end{equation*}
$$

To extend the result (2.66), we noted following (1.17) that any logic function other than the trivial contradiction can be expressed in disjunctive normal form, as a logical sum of the basic conjunctions such as (1.17). Now the plausibility of any one of the basic conjunctions
$\left\{Q_{i}, 1 \leq i \leq 2^{n}\right\}$ is determined by repeated applications of the product rule; and then repeated application of (2.66) will yield the plausibility of any logical sum of the $Q_{i}$. In fact, these conjunctions are mutually exclusive, so we shall find (see (2.85) below) that this reduces to a simple sum $\sum_{i} p\left(Q_{i} \mid C\right)$ of at most $\left(2^{n}-1\right)$ terms.

So, just as conjunction and negation are an adequate set of operations for deductive logic, the above product and sum rules are an adequate set for plausible inference, in the following sense. Whenever the background information is enough to determine the plausibilities of the basic conjunctions, our rules are adequate to determine the plausibility of every proposition in the Boolean algebra generated by $\left\{A_{1}, \ldots, A_{n}\right\}$. Thus, in the case $n=4$ we need the plausibilities of $2^{4}=16$ basic conjunctions, whereupon our rules will determine the plausibility of each of the $2^{16}=65536$ propositions in the Boolean algebra.

But this is almost always more than we need in a real application; if the background information is enough to determine the plausibility of a few of the basic conjunctions, this may be adequate for the small part of the Boolean algebra that is of concern to us.

### 2.3 Qualitative properties

Now let us check to see how the theory based on (2.63) and (2.64) is related to the theory of deductive logic and the various qualitative syllogisms from which we started in Chapter 1. In the first place it is obvious that in the limit as $p(A \mid B) \rightarrow 0$ or $p(A \mid B) \rightarrow 1$, the sum rule (2.64) expresses the primitive postulate of Aristotelian logic: if $A$ is true, then $\bar{A}$ must be false, etc.

Indeed, all of that logic consists of the two strong syllogisms (1.1), (1.2) and all that follows from them; using now the implication sign (1.14) to state the major premise:

$$
\begin{equation*}
A \Rightarrow B \quad A \Rightarrow B \tag{2.68}
\end{equation*}
$$

$\frac{A \text { is true }}{B \text { is true }} \quad \frac{B \text { is false }}{A \text { is false }}$
and the endless stream of their consequences. If we let $C$ stand for their major premise:

$$
\begin{equation*}
C \equiv A \Rightarrow B \tag{2.69}
\end{equation*}
$$

then these syllogisms correspond to our product rule (2.63) in the forms

$$
\begin{equation*}
p(B \mid A C)=\frac{p(A B \mid C)}{p(A \mid C)}, \quad p(A \mid \bar{B} C)=\frac{p(A \bar{B} \mid C)}{p(\bar{B} \mid C)} \tag{2.70}
\end{equation*}
$$

respectively. But from (2.68) we have $p(A B \mid C)=p(A \mid C)$ and $p(A \bar{B} \mid C)=0$, and so (2.70) reduces to

$$
\begin{equation*}
p(B \mid A C)=1, \quad p(A \mid \bar{B} C)=0 \tag{2.71}
\end{equation*}
$$

as stated in the syllogisms (2.68). Thus the relation is simply: Aristotelian deductive logic is the limiting form of our rules for plausible reasoning, as the robot becomes more and more certain of its conclusions.

But our rules have also what is not contained in deductive logic: a quantitative form of the weak syllogisms (1.3) and (1.4). To show that those original qualitative statements always follow from the present rules, note that the first weak syllogism

$$
\begin{gather*}
A \Rightarrow B \\
B \text { is true } \tag{2.72}
\end{gather*}
$$

therefore, $A$ becomes more plausible
corresponds to the product rule (2.63) in the form

$$
\begin{equation*}
p(A \mid B C)=p(A \mid C) \frac{p(B \mid A C)}{p(B \mid C)} \tag{2.73}
\end{equation*}
$$

But from (2.68), $p(B \mid A C)=1$, and since $p(B \mid C) \leq 1$, (2.73) gives

$$
\begin{equation*}
p(A \mid B C) \geq p(A \mid C) \tag{2.74}
\end{equation*}
$$

as stated in the syllogism. Likewise, the syllogism (1.4)

$$
A \Rightarrow B
$$

$$
\begin{equation*}
A \text { is false } \tag{2.75}
\end{equation*}
$$

therefore, $B$ becomes less plausible
corresponds to the product rule in the form

$$
\begin{equation*}
p(B \mid \bar{A} C)=p(B \mid C) \frac{p(\bar{A} \mid B C)}{p(\bar{A} \mid C)} \tag{2.76}
\end{equation*}
$$

But from (2.74) it follows that $p(\bar{A} \mid B C) \leq p(\bar{A} \mid C)$; and so (2.76) gives

$$
\begin{equation*}
p(B \mid \bar{A} C) \leq p(B \mid C) \tag{2.77}
\end{equation*}
$$

as stated in the syllogism.
Finally, the policeman's syllogism (1.5), which seemed very weak when stated abstractly, is also contained in our product rule, stated in the form (2.73). Letting $C$ now stand for the background information (not noted explicitly in (1.5) because the need for it was not yet apparent), the major premise, 'If $A$ is true, then $B$ becomes more plausible', now takes the form

$$
\begin{equation*}
p(B \mid A C)>p(B \mid C) \tag{2.78}
\end{equation*}
$$

and (2.73) gives at once

$$
\begin{equation*}
p(A \mid B C)>p(A \mid C) \tag{2.79}
\end{equation*}
$$

as stated in the syllogism.
Now we have more than the mere qualitative statement (2.79). In Chapter 1 we wondered, without answering: What determines whether the evidence $B$ elevates $A$ almost to certainty, or has a negligible effect on its plausibility? The answer from (2.73) is that, since $p(B \mid A C)$
cannot be greater than unity, a large increase in the plausibility of $A$ can occur only when $p(B \mid C)$ is very small. Observing the gentleman's behavior $(B)$ makes his guilt $(A)$ seem virtually certain, because that behavior is otherwise so very unlikely on the background information; no policeman has ever seen an innocent person behaving that way. On the other hand, if knowing that $A$ is true can make only a negligible increase in the plausibility of $B$, then observing $B$ can in turn make only a negligible increase in the plausibility of $A$.

We could give many more comparisons of this type; indeed, the complete qualitative correspondence of these rules with common sense has been noted and demonstrated by many writers, including Keynes (1921), Jeffreys (1939), Pólya (1945, 1954), R. T. Cox (1961), Tribus (1969), de Finetti (1974a,b), and Rosenkrantz (1977). The treatment of Pólya was described briefly in our Preface and Chapter 1, and we have just recounted that of Cox more fully. However, our aim now is to push ahead to quantitative applications; so we return to the basic development of the theory.

### 2.4 Numerical values

We have found so far the most general consistent rules by which our robot can manipulate plausibilities, granted that it must associate them with real numbers, so that its brain can operate by the carrying out of some definite physical process. While we are encouraged by the familiar formal appearance of these rules and their qualitative properties just noted, two evident circumstances show that our job of designing the robot's brain is not yet finished.

In the first place, while the rules (2.63), (2.64) place some limitations on how plausibilities of different propositions must be related to each other, it would appear that we have not yet found any unique rules, but rather an infinite number of possible rules by which our robot can do plausible reasoning. Corresponding to every different choice of a monotonic function $p(x)$, there seems to be a different set of rules, with different content.

Secondly, nothing given so far tells us what actual numerical values of plausibility should be assigned at the beginning of a problem, so that the robot can get started on its calculations. How is the robot to make its initial encoding of the background information into definite numerical values of plausibilities? For this we must invoke the 'interface' desiderata (IIIb), (IIIC) of (1.39), not yet used.

The following analysis answers both of these questions, in a way both interesting and unexpected. Let us ask for the plausibility $\left(A_{1}+A_{2}+A_{3} \mid B\right)$ that at least one of three propositions $\left\{A_{1}, A_{2}, A_{3}\right\}$ is true. We can find this by two applications of the extended sum rule (2.66), as follows. The first application gives

$$
\begin{equation*}
p\left(A_{1}+A_{2}+A_{3} \mid B\right)=p\left(A_{1}+A_{2} \mid B\right)+p\left(A_{3} \mid B\right)-p\left(A_{1} A_{3}+A_{2} A_{3} \mid B\right) \tag{2.80}
\end{equation*}
$$

where we first considered $\left(A_{1}+A_{2}\right)$ as a single proposition, and used the logical relation

$$
\begin{equation*}
\left(A_{1}+A_{2}\right) A_{3}=A_{1} A_{3}+A_{2} A_{3} \tag{2.81}
\end{equation*}
$$

Applying (2.66) again, we obtain seven terms which can be grouped as follows:

$$
\begin{align*}
p\left(A_{1}+A_{2}+A_{3} \mid B\right) & =p\left(A_{1} \mid B\right)+p\left(A_{2} \mid B\right)+p\left(A_{3} \mid B\right) \\
& -p\left(A_{1} A_{2} \mid B\right)-p\left(A_{2} A_{3} \mid B\right)-p\left(A_{3} A_{1} \mid B\right)  \tag{2.82}\\
& +p\left(A_{1} A_{2} A_{3} \mid B\right)
\end{align*}
$$

Now suppose these propositions are mutually exclusive; i.e. the evidence $B$ implies that no two of them can be true simultaneously:

$$
\begin{equation*}
p\left(A_{i} A_{j} \mid B\right)=p\left(A_{i} \mid B\right) \delta_{i j} \tag{2.83}
\end{equation*}
$$

Then the last four terms of (2.82) vanish, and we have

$$
\begin{equation*}
p\left(A_{1}+A_{2}+A_{3} \mid B\right)=p\left(A_{1} \mid B\right)+P\left(A_{2} \mid B\right)+P\left(A_{3} \mid B\right) \tag{2.84}
\end{equation*}
$$

Adding more propositions $A_{4}, A_{5}$, etc., it is easy to show by induction that if we have $n$ mutually exclusive propositions $\left\{A_{1}, \ldots, A_{n}\right\}$, (2.84) generalizes to

$$
\begin{equation*}
p\left(A_{1}+\cdots+A_{m} \mid B\right)=\sum_{i=1}^{m} p\left(A_{i} \mid B\right), \quad 1 \leq m \leq n \tag{2.85}
\end{equation*}
$$

a rule which we will be using constantly from now on.
In conventional expositions, Eq. (2.85) is usually introduced first as the basic but, as far as one can see, arbitrary axiom of the theory. The present approach shows that this rule is deducible from simple qualitative conditions of consistency. The viewpoint which sees (2.85) as the primitive, fundamental relation is one which we are particularly anxious to avoid (see Comments section at the end of this chapter).

Now suppose that the propositions $\left\{A_{1}, \ldots, A_{n}\right\}$ are not only mutually exclusive but also exhaustive; i.e. the background information $B$ stipulates that one and only one of them must be true. In that case, the sum (2.85) for $m=n$ must be unity:

$$
\begin{equation*}
\sum_{i=1}^{n} p\left(A_{i} \mid B\right)=1 \tag{2.86}
\end{equation*}
$$

This alone is not enough to determine the individual numerical values $p\left(A_{i} \mid B\right)$. Depending on further details of the information $B$, many different choices might be appropriate, and in general finding the $p\left(A_{i} \mid B\right)$ by logical analysis of $B$ can be a difficult problem. It is, in fact, an open-ended problem, since there is no end to the variety of complicated information that might be contained in $B$; and therefore no end to the complicated mathematical problems of translating that information into numerical values of $p\left(A_{i} \mid B\right)$. As we shall see, this is one of the most important current research problems; every new principle we can discover for translating information $B$ into numerical values of $p\left(A_{i} \mid B\right)$ will open up a new class of useful applications of this theory.

There is, however, one case in which the answer is particularly simple, requiring only direct application of principles already given. But we are entering now into a very delicate area, a cause of confusion and controversy for over a century. In the early stages of this theory, as in elementary geometry, our intuition runs so far ahead of logical analysis that
the point of the logical analysis is often missed. The trouble is that intuition leads us to the same final conclusions far more quickly, but without any correct appreciation of their range of validity. The result has been that the development of this theory has been retarded for some 150 years because various workers have insisted on debating these issues on the basis, not of demonstrative arguments, but of their conflicting intuitions.

At this point, therefore, we must ask the reader to suppress all intuitive feelings you may have, and allow yourself to be guided solely by the following logical analysis. The point we are about to make cannot be developed too carefully; and, unless it is clearly understood, we will be faced with tremendous conceptual difficulties from here on.

Consider two different problems. Problem I is the one just formulated: we have a given set of mutually exclusive and exhaustive propositions $\left\{A_{1}, \ldots, A_{n}\right\}$ and we seek to evaluate $p\left(A_{i} \mid B\right)_{I}$. Problem II differs in that the labels $A_{1}, A_{2}$ of the first two propositions have been interchanged. These labels are, of course, entirely arbitrary; it makes no difference which proposition we choose to call $A_{1}$ and which $A_{2}$. In Problem II, therefore, we also have a set of mutually exclusive and exhaustive propositions $\left\{A_{1}^{\prime}, \ldots, A_{n}^{\prime}\right\}$, given by

$$
\begin{align*}
& A_{1}^{\prime} \equiv A_{2}, \\
& A_{2}^{\prime} \equiv A_{1},  \tag{2.87}\\
& A_{k}^{\prime} \equiv A_{k}, \quad 3 \leq k \leq n,
\end{align*}
$$

and we seek to evaluate the quantities $p\left(A_{i}^{\prime} \mid B\right)_{I I}, i=1,2, \ldots, n$.
In interchanging the labels, we have generated a different but closely related problem. It is clear that, whatever state of knowledge the robot had about $A_{1}$ in Problem I, it must have the same state of knowledge about $A_{2}^{\prime}$ in Problem II, for they are the same proposition, the given information $B$ is the same in both problems, and it is contemplating the same totality of propositions $\left\{A_{1}, \ldots, A_{n}\right\}$ in both problems. Therefore we must have

$$
\begin{equation*}
p\left(A_{1} \mid B\right)_{I}=p\left(A_{2}^{\prime} \mid B\right)_{I I} \tag{2.88}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
p\left(A_{2} \mid B\right)_{I}=p\left(A_{1}^{\prime} \mid B\right)_{I I} \tag{2.89}
\end{equation*}
$$

We will call these the transformation equations. They describe only how the two problems are related to each other, and therefore they must hold whatever the information $B$ might be; in particular, however plausible or implausible the propositions $A_{1}, A_{2}$ might seem to the robot in Problem I.

Now suppose that information $B$ is indifferent between propositions $A_{1}$ and $A_{2}$; i.e. if it says something about one, it says the same thing about the other, and so it contains nothing that would give the robot any reason to prefer either one over the other. In this case, Problems I and II are not merely related, but entirely equivalent; i.e. the robot is in exactly the same state of knowledge about the set of propositions $\left\{A_{1}^{\prime}, \ldots, A_{n}^{\prime}\right\}$ in Problem II, including their labeling, as it is about the set $\left\{A_{1}, \ldots, A_{n}\right\}$ in Problem I.

Now we invoke our desideratum of consistency in the sense (IIIc) in (1.39). This stated that equivalent states of knowledge must be represented by equivalent plausibility assignments.

In equations, this statement is

$$
\begin{equation*}
p\left(A_{i} \mid B\right)_{I}=p\left(A_{i}^{\prime} \mid B\right)_{I I}, \quad i=1,2, \ldots, n \tag{2.90}
\end{equation*}
$$

which we shall call the symmetry equations. But now, combining (2.88), (2.89), and (2.90), we obtain

$$
\begin{equation*}
p\left(A_{1} \mid B\right)_{I}=p\left(A_{2} \mid B\right)_{I} . \tag{2.91}
\end{equation*}
$$

In other words, propositions $A_{1}$ and $A_{2}$ must be assigned equal plausibilities in Problem I (and, of course, also in Problem II).

At this point, depending on your personality and background in this subject, you will be either greatly impressed or greatly disappointed by the result (2.91). The argument we have just given is the first 'baby' version of the group invariance principle for assigning plausibilities; it will be extended greatly in Chapter 6, when we consider the general problem of assigning 'noninformative priors'.

More generally, let $\left\{A_{1}^{\prime \prime}, \ldots, A_{n}^{\prime \prime}\right\}$ be any permutation of $\left\{A_{1}, \ldots, A_{n}\right\}$ and let Problem III be that of determining the $p\left(A_{i}^{\prime \prime} \mid B\right)$. If the permutation is such that $A_{k}^{\prime \prime} \equiv A_{i}$, there will be $n$ transformation equations of the form

$$
\begin{equation*}
p\left(A_{i} \mid B\right)_{I}=p\left(A_{k}^{\prime \prime} \mid B\right)_{I I I} \tag{2.92}
\end{equation*}
$$

which show how Problems I and III are related to each other; these relations will hold whatever the given information $B$.

But if information $B$ is now indifferent between all the propositions $A_{i}$, then the robot is in exactly the same state of knowledge about the set of propositions $\left\{A_{1}^{\prime \prime}, \ldots, A_{n}^{\prime \prime}\right\}$ in Problem III as it was about the set $\left\{A_{1}, \ldots, A_{n}\right\}$ in Problem I; and again our desideratum of consistency demands that it assign equivalent plausibilities in equivalent states of knowledge, leading to the $n$ symmetry conditions

$$
\begin{equation*}
p\left(A_{k} \mid B\right)_{I}=p\left(A_{k}^{\prime \prime} \mid B\right)_{I I I}, \quad k=1,2, \ldots, n \tag{2.93}
\end{equation*}
$$

From (2.92) and (2.93) we obtain $n$ equations of the form

$$
\begin{equation*}
p\left(A_{i} \mid B\right)_{I}=p\left(A_{k} \mid B\right)_{I} \tag{2.94}
\end{equation*}
$$

Now, these relations must hold whatever the particular permutation we used to define Problem III. There are $n$ ! such permutations, and so there are actually $n$ ! equivalent problems among which, for given $i$, the index $k$ will range over all of the $(n-1)$ others in (2.94). Therefore, the only possibility is that all of the $p\left(A_{i} \mid B\right)_{I}$ be equal (indeed, this is required already by consideration of a single permutation if it is cyclic of order $n$ ). Since the $\left\{A_{1}, \ldots, A_{n}\right\}$ are exhaustive, (2.86) will hold, and the only possibility is therefore

$$
\begin{equation*}
p\left(A_{i} \mid B\right)_{I}=\frac{1}{n}, \quad(1 \leq i \leq n) \tag{2.95}
\end{equation*}
$$

and we have finally arrived at a set of definite numerical values! Following Keynes (1921), we shall call this result the principle of indifference.

Perhaps, in spite of our admonitions, the reader's intuition had already led to just this conclusion, without any need for the rather tortuous reasoning we have just been through. If so, then at least that intuition is consistent with our desiderata. But merely writing down (2.95) intuitively gives one no appreciation of the importance and uniqueness of this result. To see the uniqueness, note that if the robot were to assign any values different from (2.95), then by a mere permutation of labels we could exhibit a second problem in which the robot's state of knowledge is the same, but in which it is assigning different plausibilities.

To see the importance, note that (2.95) actually answers both of the questions posed at the beginning of this section. It shows - in one particular case which can be greatly generalized - how the information given the robot can lead to definite numerical values, so that a calculation can start. But it also shows something even more important because it is not at all obvious intuitively; the information given the robot determines the numerical values of the quantities $p(x)=p\left(A_{i} \mid B\right)$, and not the numerical values of the plausibilities $x=A_{i} \mid B$ from which we started. This, also, will be found to be true in general.

Recognizing this gives us a beautiful answer to the first question posed at the beginning of this section; after having found the product and sum rules, it still appeared that we had not found any unique rules of reasoning, because every different choice of a monotonic function $p(x)$ would lead to a different set of rules (i.e. a set with different content). But now we see that no matter what function $p(x)$ we choose, we shall be led to the same result (2.95), and the same numerical value of $p$. Furthermore, the robot's reasoning processes can be carried out entirely by manipulation of the quantities $p$, as the product and sum rules show; and the robot's final conclusions can be stated equally well in terms of the $p$ 's instead of the $x$ 's.

So, we now see that different choices of the function $p(x)$ correspond only to different ways we could design the robot's internal memory circuits. For each proposition $A_{i}$ about which it is to reason, it will need a memory address in which it stores some number representing the degree of plausibility of $A_{i}$, on the basis of all the data it has been given. Of course, instead of storing the number $p_{i}$ it could equally well store any strict monotonic function of $p_{i}$. But no matter what function it used internally, the externally observable behavior of the robot would be just the same.

As soon as we recognize this, it is clear that, instead of saying that $p(x)$ is an arbitrary monotonic function of $x$, it is much more to the point to turn this around and say that:

The plausibility $x \equiv A \mid B$ is an arbitrary monotonic function of $p$, defined in $(0 \leq p \leq 1)$.

It is $p$ that is rigidly fixed by the data, not $x$.
The question of uniqueness is therefore disposed of automatically by the result (2.95); in spite of first appearances, there is actually only one consistent set of rules by which our robot can do plausible reasoning, and, for all practical purposes, the plausibilities $x \equiv A \mid B$ from which we started have faded entirely out of the picture! We will just have no further use for them.

Having seen that our theory of plausible reasoning can be carried out entirely in terms of the quantities $p$, we finally introduce their technical names; from now on, we will call these quantities probabilities. The word 'probability' has been studiously avoided up to this
point, because, whereas the word does have a colloquial meaning to the proverbial 'man on the street', it is for us a technical term, which ought to have a precise meaning. But until it had been demonstrated that these quantities are uniquely determined by the data of a problem, we had no grounds for supposing that the quantities $p$ were possessed of any precise meaning.

We now see that the quantities $p$ define a particular scale on which degrees of plausibility can be measured. Out of all possible monotonic functions which could, in principle, serve this purpose equally well, we choose this particular one, not because it is more 'correct', but because it is more convenient; i.e. it is the quantities $p$ that obey the simplest rules of combination, the product and sum rules. Because of this, numerical values of $p$ are directly determined by our information.

This situation is analogous to that in thermodynamics, where out of all possible empirical temperature scales $t$, which are monotonic functions of each other, we finally decide to use the Kelvin scale $T$; not because it is more 'correct' than others but because it is more convenient; i.e. the laws of thermodynamics take their simplest form $[\mathrm{d} U=T \mathrm{~d} S-P \mathrm{~d} V$, $\mathrm{d} G=-S \mathrm{~d} T+V \mathrm{~d} P$, etc.] in terms of this particular scale. Because of this, numerical values of temperatures on the kelvin scale are 'rigidly fixed' in the sense of being directly measurable in experiments, independently of the properties of any particular substance like water or mercury.

Another rule, equally appealing to our intuition, follows at once from (2.95). Consider the traditional 'Bernoulli urn' of probability theory; ours is known to contain ten balls of identical size and weight, labeled $\{1,2, \ldots, 10\}$. Three balls (numbers $4,6,7$ ) are black, the other seven are white. We are to shake the urn and draw one ball blindfolded. The background information $B$ in (2.95) consists of the statements in the last two sentences. What is the probability that we draw a black one?

Define the propositions: $A_{i} \equiv$ 'the $i$ th ball is drawn', $(1 \leq i \leq 10)$. Since the background information is indifferent to these ten possibilities, (2.95) applies, and the robot assigns

$$
\begin{equation*}
p\left(A_{i} \mid B\right)=\frac{1}{10}, \quad 1 \leq i \leq 10 \tag{2.96}
\end{equation*}
$$

The statement that we draw a black ball is that we draw number 4,6 , or 7 ;

$$
\begin{equation*}
p(\text { black } \mid B)=p\left(A_{4}+A_{6}+A_{7} \mid B\right) . \tag{2.97}
\end{equation*}
$$

But these are mutually exclusive propositions (i.e. they assert mutually exclusive events), so (2.85) applies, and the robot's conclusion is

$$
\begin{equation*}
p(\text { black } \mid B)=\frac{3}{10}, \tag{2.98}
\end{equation*}
$$

as intuition had told us already. More generally, if there are $N$ such balls, and the proposition $A$ is defined to be true on any specified subset of $M$ of them, $(0 \leq M \leq N)$, false on the rest, we have

$$
\begin{equation*}
p(A \mid B)=\frac{M}{N} \tag{2.99}
\end{equation*}
$$

This was the original mathematical definition of probability, as given by James Bernoulli (1713) and used by most writers for the next 150 years. For example, Laplace's great Théorie Analytique des Probabilités (1812) opens with this sentence:

The Probability for an event is the ratio of the number of cases favorable to it, to the number of all cases possible when nothing leads us to expect that any one of these cases should occur more than any other, which renders them, for us, equally possible.

Exercise 2.3. As soon as we have the numerical values $a=P(A \mid C)$ and $b=P(B \mid C)$, the product and sum rules place some limits on the possible numerical values for their conjunction and disjunction. Supposing that $a \leq b$, show that the probability for the conjunction cannot exceed that of the least probable proposition: $0 \leq P(A B \mid C) \leq a$, and the probability for the disjunction cannot be less than that of the most probable proposition: $b \leq P(A+B \mid C) \leq 1$. Then show that, if $a+b>1$, there is a stronger inequality for the conjunction; and if $a+b<1$ there is a stronger one for the disjunction. These necessary general inequalities are helpful in detecting errors in calculations.

### 2.5 Notation and finite-sets policy

Now we can introduce the notation to be used in the remainder of this work (discussed more fully in Appendix B). Henceforth, our formal probability Symbols, will use the capital $P$ :

$$
\begin{equation*}
P(A \mid B), \tag{2.100}
\end{equation*}
$$

which signifies that the arguments are propositions. Probabilities whose arguments are numerical values are generally denoted by other functional symbols, such as

$$
\begin{equation*}
f(r \mid n p) \tag{2.101}
\end{equation*}
$$

which denote ordinary mathematical functions. The reason for making this distinction is to avoid ambiguity in the meaning of our symbols, which has been a recent problem in this field. However, in agreement with the customary loose notation in the existing literature, we sometimes relax our standards enough to allow the probability symbols with small $p: p(x \mid y)$ or $p(A \mid B)$ or $p(x \mid B)$ to have arguments which can be either propositions or numerical values, in any mix. Thus the meaning of expressions with small $p$ can be judged only from the surrounding context.

It is very important to note that our consistency theorems have been established only for probabilities assigned on finite sets of propositions. In principle, every problem must start with such finite-set probabilities; extension to infinite sets is permitted only when this is the result of a well-defined and well-behaved limiting process from a finite set. More
generally, in any mathematical operations involving infinite sets, the safe procedure is the finite-sets policy:

Apply the ordinary processes of arithmetic and analysis only to expressions with a finite number of terms. Then, after the calculation is done, observe how the resulting finite expressions behave as the number of terms increases indefinitely.
In laying down this rule of conduct, we are only following the policy that mathematicians from Archimedes to Gauss have considered clearly necessary for nonsense avoidance in all of mathematics. But, more recently, the popularity of infinite-set theory and measure theory have led some to disregard it and seek shortcuts which purport to use measure theory directly. Note, however, that this rule of conduct is consistent with the original Lebesgue definition of measure, and when a well-behaved limit exists it leads us automatically to correct 'measure theoretic' results. Indeed, this is how Lebesgue found his first results.

The danger is that the present measure theory notation presupposes the infinite limit already accomplished, but contains no symbol indicating which limiting process was used. Yet, as noted in our Preface, different limiting Processes - equally well-behaved - lead in general to different results. When there is no well-behaved limit, any attempt to go directly to the limit can result in nonsense, the cause of which cannot be seen as long as one looks only at the limit, and not at the limiting process.

This little 'sermon' is an introduction to Chapter 15 on infinite-set paradoxes, where we shall see some of the results that have been produced by those who ignored this rule of conduct, and tried to calculate probabilities directly on an infinite set without considering any limit from a finite set. The results are at best ambiguous, at worst nonsensical.

### 2.6 Comments

It has taken us two chapters of close reasoning to get back to the point (2.99) from which Laplace started some 180 years ago. We shall try to understand the intervening period, as a weird episode of history, throughout the rest of the present work. The story is so complicated that we can unfold it only gradually, over the next ten chapters. To make a start on this, let us consider some of the questions often raised about the use of probability theory as an extension of logic.

### 2.6.1 'Subjective' vs. 'objective'

These words are abused so much in probability theory that we try to clarify our use of them. In the theory we are developing, any probability assignment is necessarily 'subjective' in the sense that it describes only a state of knowledge, and not anything that could be measured in a physical experiment. Inevitably, someone will demand to know: 'Whose state of knowledge?' The answer is always: 'That of the robot - or of anyone else who is given the same information and reasons according to the desiderata used in our derivations in this chapter.'

Anyone who has the same information, but comes to a different conclusion than our robot, is necessarily violating one of those desiderata. While nobody has the authority to forbid
such violations, it appears to us that a rational person, should he discover that he was violating one of them, would wish to revise his thinking (in any event, he would surely have difficulty in persuading anyone else, who was aware of that violation, to accept his conclusions).

Now, it was just the function of our interface desiderata (IIIb), (IIIc) to make these probability assignments completely 'objective' in the sense that they are independent of the personality of the user. They are a means of describing (or, what is the same thing, of encoding) the information given in the statement of a problem, independently of whatever personal feelings (hopes, fears, value judgments, etc.) you or I might have about the propositions involved. It is 'objectivity' in this sense that is needed for a scientifically respectable theory of inference.

### 2.6.2 Gödel's theorem

To answer another inevitable question, we recapitulate just what has and what has not been proved in this chapter. The main constructive requirement which determined our product and sum rules was the desideratum (IIIa) of 'structural consistency'. Of course, this does not mean that our rules have been proved consistent; it means only that any other rules which represent degrees of plausibility by real numbers, but which differ in content from ours, will lead necessarily either to inconsistencies or violations of our other desiderata.

A famous theorem of Kurt Gödel (1931) states that no mathematical system can provide a proof of its own consistency. Does this prevent us from ever proving the consistency of probability theory as logic? We are not prepared to answer this fully, but perhaps we can clarify the situation a little.

Firstly, let us be sure that 'inconsistency' means the same thing to us and to a logician. What we had in mind was that if our rules were inconsistent, then it would be possible to derive contradictory results from valid application of them; for example, by applying the rules in two equally valid ways, one might be able to derive both $P(A \mid B C)=1 / 3$ and $P(A \mid B C)=2 / 3$. Cox's functional equations sought to guard against this. Now, when a logician says that a system of axioms $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ is inconsistent, he means that a contradiction can be deduced from them; i.e. some proposition $Q$ and its denial $\bar{Q}$ are both deducible. Indeed, this is not really different from our meaning.

To understand the above Gödel result, the essential point is the principle of elementary logic that a contradiction $\bar{A} A$ implies all propositions, true and false. (Given any two propositions $A$ and $B$, we have $A \Rightarrow(A+B)$, therefore $\bar{A} A \Rightarrow \bar{A}(A+B)=$ $\bar{A} A+\bar{A} B \Rightarrow B$.) Then let $A=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ be the system of axioms underlying a mathematical theory and $T$ any proposition, or theorem, deducible from them: ${ }^{1}$

$$
\begin{equation*}
A \Rightarrow T \tag{2.102}
\end{equation*}
$$

[^8]Now, whatever $T$ may assert, the fact that $T$ can be deduced from the axioms cannot prove that there is no contradiction in them, since, if there were a contradiction, $T$ could certainly be deduced from them!

This is the essence of the Gödel theorem, as it pertains to our problems. As noted by Fisher (1956), it shows us the intuitive reason why Gödel's result is true. We do not suppose that any logician would accept Fisher's simple argument as a proof of the full Gödel theorem; yet for most of us it is more convincing than Gödel's long and complicated proof. ${ }^{2}$

Now suppose that the axioms contain an inconsistency. Then the opposite of $T$ and therefore the contradiction $\bar{T} T$ can also be deduced from them:

$$
\begin{equation*}
A \Rightarrow \bar{T} \tag{2.103}
\end{equation*}
$$

So, if there is an inconsistency, its existence can be proved by exhibiting any proposition $T$ and its opposite $\bar{T}$ that are both deducible from the axioms. However, in practice it may not be easy to find a $T$ for which one sees how to prove both $T$ and $\bar{T}$.

Evidently, we could prove the consistency of a set of axioms if we could find a feasible procedure which is guaranteed to locate an inconsistency if one exists; so Gödel's theorem seems to imply that no such procedure exists. Actually, it says only that no such procedure derivable from the axioms of the system being tested exists.

We shall find that probability theory comes close to this; it is a powerful analytical tool which can search out a set of propositions and detect a contradiction in them if one exists. The principle is that probabilities conditional on contradictory premises do not exist (the hypothesis space is reduced to the empty set). Therefore, put our robot to work; i.e. write a computer program to calculate probabilities $p(B \mid E)$ conditional on a set of propositions $E=\left(E_{1} E_{2} \ldots E_{n}\right)$. Even though no contradiction is apparent from inspection, if there is a contradiction hidden in $E$, the computer program will crash.

We discovered this 'empirically', and, after some thought, realized that it is not a reason for dismay, but rather a valuable diagnostic tool that warns us of unforeseen special cases in which our formulation of a problem can break down.

If the computer program does not crash, but prints out valid numbers, then we know that the conditioning propositions $E_{i}$ are mutually consistent, and we have accomplished what one might have thought to be impossible in view of Gödel's theorem. But of course our use of probability theory appeals to principles not derivable from the propositions being tested, so there is no difficulty; it is important to understand what Gödel's theorem does and does not prove.

When Gödel's theorem first appeared, with its more general conclusion that a mathematical system may contain certain propositions that are undecidable within that system, it seems to have been a great psychological blow to logicians, who saw it at first as a devastating obstacle to what they were trying to achieve. Yet a moment's thought shows us

[^9]that many quite simple questions are undecidable by deductive logic. There are situations in which one can prove that a certain property must exist in a finite set, even though it is impossible to exhibit any member of the set that has that property. For example, two persons are the sole witnesses to an event; they give opposite testimony about it and then both die. Then we know that one of them was lying, but it is impossible to determine which one.

In this example, the undecidability is not an inherent property of the proposition or the event; it signifies only the incompleteness of our own information. But this is equally true of abstract mathematical systems; when a proposition is undecidable in such a system, that means only that its axioms do not provide enough information to decide it. But new axioms, external to the original set, might supply the missing information and make the proposition decidable after all.

In the future, as science becomes more and more oriented to thinking in terms of information content, Gödel's result will be seen as more of a platitude than a paradox. Indeed, from our viewpoint 'undecidability' merely signifies that a problem is one that calls for inference rather than deduction. Probability theory as extended logic is designed specifically for such problems.

These considerations seem to open up the possibility that, by going into a wider field by invoking principles external to probability theory, one might be able to prove the consistency of our rules. At the moment, this appears to us to be an open question.

Needless to say, no inconsistency has ever been found from correct application of our rules, although some of our calculations will put them to a severe test. Apparent inconsistencies have always proved, on closer examination, to be misapplications of the rules. On the other hand, guided by Cox's theorems, which tell us where to look, we have never had the slightest difficulty in exhibiting the inconsistencies in the ad hoc rules which abound in the literature, which differ in content from ours and whose sole basis is the intuitive judgment of their inventors. Examples are found throughout this book, but particularly in Chapters 5, 15, and 17.

### 2.6.3 Venn diagrams

Doubtless, some readers will ask, 'After the rather long and seemingly unmotivated derivation of the extended sum rule (2.66), which in our new notation now takes the form

$$
\begin{equation*}
P(A+B \mid C)=P(A \mid C)+P(B \mid C)-P(A B \mid C), \tag{2.104}
\end{equation*}
$$

why did we not illustrate it by the Venn diagram? That makes its meaning so much clearer.' (Here we draw two circles labeled $A$ and $B$, with intersection labeled $A B$, all within a circle $C$.)

The Venn diagram is indeed a useful device, illustrating - in one special case - why the negative term appears in (2.104). But it can also mislead, because it suggests to our intuition more than the actual content of (2.104). Looking at the Venn diagram, we are encouraged to ask, 'What do the points in the diagram mean?' If the diagram is intended to
illustrate (2.104), then the probability for $A$ is, presumably, represented by the area of circle $A$; for then the total area covered by circles $A, B$ is the sum of their separate areas, minus the area of overlap, corresponding exactly to (2.104).

Now, the circle $A$ can be broken down into nonoverlapping subregions in many different ways; what do these subregions mean? Since their areas are additive, if the Venn diagram is to remain applicable they must represent a refinement of $A$ into the disjunction of some mutually exclusive subpropositions. We can - if we have no mathematical scruples about approaching infinite limits - imagine this subdivision carried down to the individual points in the diagram. Therefore these points must represent some ultimate 'elementary' propositions $\omega_{i}$ into which $A$ can be resolved. ${ }^{3}$ Of course, consistency then requires us to suppose that $B$ and $C$ can also be resolved into these same propositions $\omega_{i}$.

We have already jumped to the conclusion that the propositions to which we assign probabilities correspond to sets of points in some space, that the logical disjunction $A+B$ stands for the union of the sets, the conjunction $A B$ for their intersection, and that the probabilities are an additive measure over those sets. But the general theory we are developing has no such structure; all these things are properties only of the Venn diagram.

In developing our theory of inference we have taken special pains to avoid restrictive assumptions which would limit its scope; it is to apply, in principle, to any propositions with unambiguous meaning. In the special case where those propositions happen to be statements about sets, the Venn diagram is an appropriate illustration of (2.104). But most of the propositions about which we reason, for example,

$$
\begin{align*}
& A \equiv \text { it will rain today }  \tag{2.105}\\
& B \equiv \text { the roof will leak } \tag{2.106}
\end{align*}
$$

are simply declarative statements of fact, which may or may not be resolvable into a disjunction of more elementary propositions within the context of our problem.

Of course, one can always force such a resolution by introducing irrelevancies; for example, even though the above-defined $B$ has nothing to do with penguins, we could still resolve it into the disjunction

$$
\begin{equation*}
B=B C_{1}+B C_{2}+B C_{3}+\cdots+B C_{N} \tag{2.107}
\end{equation*}
$$

where $C_{k} \equiv$ the number of penguins in Antarctica is $k$. By choosing $N$ sufficiently large, we will surely be making a valid statement of Boolean algebra; but this is idle, and it cannot help us to reason about a leaky roof.

Even if a meaningful resolution exists in our problem, it may not be of any use to us. For example, the proposition 'rain today' could be resolved into an enumeration of every conceivable trajectory of each individual raindrop; but we do not see how this could help a meteorologist trying to forecast rain. In real problems, there is a natural end to this resolving, beyond which it serves no purpose and degenerates into an empty formal exercise. We shall

[^10]give an explicit demonstration of this later (Chapter 8), in the scenario of 'Sam's broken thermometer': does the exact way in which it broke matter for the conclusions that Sam should draw from his corrupted data?

In some cases there is a resolution so relevant to the context of the problem that it becomes a useful calculational device; Eq. (2.98) was a trivial example. We shall be glad to take advantage of this whenever we can, but we cannot expect it in general.

Even when both $A$ and $B$ can be resolved in a way meaningful and useful in our problem, it would seldom be the case that they are resolvable into the same set of elementary propositions $\omega_{i}$. And we always reserve the right to enlarge our context by introducing more propositions $D, E, F, \ldots$ into the discussion; and we could hardly ever expect that all of them would continue to be expressible as disjunctions of the same original set of elementary propositions $\omega_{i}$. To assume this would be to place a quite unnecessary restriction on the generality of our theory.

Therefore, the conjunction $A B$ should be regarded simply as the statement that both $A$ and $B$ are true; it is a mistake to try to read any more detailed meaning, such as an intersection of sets, into it in every problem. Then $p(A B \mid C)$ should also be regarded as an elementary quantity in its own right, not necessarily resolvable into a sum of still more elementary ones (although if it is so resolvable this may be a good way of calculating it). We have adhered to the original notation $A+B, A B$ of Boole, instead of the more common $A \vee B, A \wedge B$, or $A \cup B, A \cap B$, which everyone associates with a set theory context, in order to head off this confusion as much as possible.

So, rather than saying that the Venn diagram justifies or explains (2.104), we prefer to say that (2.104) explains and justifies the Venn diagram, in one special case. But the Venn diagram has played a major role in the history of probability theory, as we note next.

### 2.6.4 The 'Kolmogorov axioms'

In 1933, A. N. Kolmogorov presented an approach to probability theory phrased in the language of set theory and measure theory (Kolmogorov, 1933). This language was just then becoming so fashionable that today many mathematical results are named, not for the discoverer, but for the one who first restated them in that language. For example, in the theory of continuous groups the term 'Hurwitz invariant integral' disappeared, to be replaced by 'Haar measure'. Because of this custom, some modern works - particularly by mathematicians - can give one the impression that probability theory started with Kolmogorov.

Kolmogorov formalized and axiomatized the picture suggested by the Venn diagram, which we have just described. At first glance, this system appears so totally different from ours that some discussion is needed to see the close relationship between them. In Appendix A we describe the Kolmogorov system and show that, for all practical purposes, the four axioms concerning his probability measure, first stated arbitrarily (for which Kolmogorov has been criticized), have all been derived in this chapter as necessary to meet our consistency requirements. As a result, we shall find ourselves defending Kolmogorov
against his critics on many technical points. The reader who first learned probability theory on the Kolmogorov basis is urged to read Appendix A at this point.

Our system of probability, however, differs conceptually from that of Kolmogorov in that we do not interpret propositions in terms of sets, but we do interpret probability distributions as carriers of incomplete information. Partly as a result, our system has analytical resources not present at all in the Kolmogorov system. This enables us to formulate and solve many problems - particularly the so-called 'ill posed' problems and 'generalized inverse' problems - that would be considered outside the scope of probability theory according to the Kolmogorov system. These problems are just the ones of greatest interest in current applications.

## 3

## Elementary sampling theory

At this point, the mathematical material we have available consists of the basic product and sum rules

$$
\begin{gather*}
P(A B \mid C)=P(A \mid B C) P(B \mid C)=P(B \mid A C) P(A \mid C)  \tag{3.1}\\
P(A \mid B)+P(\bar{A} \mid B)=1 \tag{3.2}
\end{gather*}
$$

from which we derived the extended sum rule

$$
\begin{equation*}
P(A+B \mid C)=P(A \mid C)+P(B \mid C)-P(A B \mid C) \tag{3.3}
\end{equation*}
$$

and with the desideratum (IIIc) of consistency, the principle of indifference: if on background information $B$ the hypotheses ( $H_{1}, H_{2}, \ldots, H_{N}$ ) are mutually exclusive and exhaustive, and $B$ does not favor any one of them over any other, then

$$
\begin{equation*}
P\left(H_{i} \mid B\right)=\frac{1}{N}, \quad 1 \leq i \leq N \tag{3.4}
\end{equation*}
$$

From (3.3) and (3.4) we then derived the Bernoulli urn rule: if $B$ specifies that $A$ is true on some subset of $M$ of the $H_{i}$, and false on the remaining $(N-M)$, then

$$
\begin{equation*}
P(A \mid B)=\frac{M}{N} \tag{3.5}
\end{equation*}
$$

It is important to realize how much of probability theory can be derived from no more than this.

In fact, essentially all of conventional probability theory as currently taught, plus many important results that are often thought to lie beyond the domain of probability theory, can be derived from the above foundation. We devote the next several chapters to demonstrating this in some detail, and then in Chapter 11 we resume the basic development of our robot's brain, with a better understanding of what additional principles are needed for advanced applications.

The first applications of the theory given in this chapter are, to be sure, rather simple and naïve compared with the serious scientific inference that we hope to achieve later. Nevertheless, our reason for considering them in close detail is not mere pedagogical form. Failure to understand the logic of these simplest applications has been one of the major factors
retarding the progress of scientific inference - and therefore of science itself - for many decades. Therefore we urge the reader, even one who is already familiar with elementary sampling theory, to digest the contents of this chapter carefully before proceeding to more complicated problems.

### 3.1 Sampling without replacement

Let us make the Bernoulli urn scenario a little more specific by defining the following propositions.

$$
\begin{aligned}
B \equiv & \text { An urn contains } N \text { balls, identical in every respect except that they carry } \\
& \text { numbers }(1,2, \ldots, N) \text { and } M \text { of them are colored red, with the remaining } \\
& (N-M) \text { white, } 0 \leq M \leq N . \text { We draw a ball from the urn blindfolded, } \\
& \text { observe and record its color, lay it aside, and repeat the process until } n \\
& \text { balls have been drawn, } 0 \leq n \leq N . \\
R_{i} \equiv & \text { Red ball on the } i \text { th draw. } \\
W_{i} \equiv & \text { White ball on the } i \text { th draw. }
\end{aligned}
$$

Since, according to $B$, only red or white can be drawn, we have

$$
\begin{equation*}
P\left(R_{i} \mid B\right)+P\left(W_{i} \mid B\right)=1, \quad 1 \leq i \leq N, \tag{3.6}
\end{equation*}
$$

which amounts to saying that, in the 'logical environment' created by knowledge of $B$, the propositions are related by negation:

$$
\begin{equation*}
\bar{R}_{i}=W_{i}, \quad \bar{W}_{i}=R_{i} \tag{3.7}
\end{equation*}
$$

and, for the first draw, (3.5) becomes

$$
\begin{gather*}
P\left(R_{1} \mid B\right)=\frac{M}{N},  \tag{3.8}\\
P\left(W_{1} \mid B\right)=1-\frac{M}{N} . \tag{3.9}
\end{gather*}
$$

Let us understand clearly what this means. The probability assignments (3.8) and (3.9) are not assertions of any physical property of the urn or its contents; they are a description of the state of knowledge of the robot prior to the drawing. Indeed, were the robot's state of knowledge different from $B$ as just defined (for example, if it knew the actual positions of the red and white balls in the urn, or if it did not know the true values of $N$ and $M$ ), then its probability assignments for $R_{1}$ and $W_{1}$ would be different; but the real properties of the urn would be just the same.

It is therefore illogical to speak of 'verifying' (3.8) by performing experiments with the urn; that would be like trying to verify a boy's love for his dog by performing experiments on the dog. At this stage, we are concerned with the logic of consistent reasoning from incomplete information; not with assertions of physical fact about what will be drawn
from the urn (which are in any event impossible just because of the incompleteness of the information $B$ ).

Eventually, our robot will be able to make some very confident physical predictions which can approach, but (except in degenerate cases) not actually reach, the certainty of logical deduction; but the theory needs to be developed further before we are in a position to say what quantities can be well predicted, and what kind of information is needed for this. Put differently, relations between probabilities assigned by the robot in various states of knowledge, and observable facts in experiments, may not be assumed arbitrarily; we are justified in using only those relations that can be deduced from the rules of probability theory, as we now seek to do.

Changes in the robot's state of knowledge appear when we ask for probabilities referring to the second draw. For example, what is the robot's probability for red on the first two draws? From the product rule, this is

$$
\begin{equation*}
P\left(R_{1} R_{2} \mid B\right)=P\left(R_{1} \mid B\right) P\left(R_{2} \mid R_{1} B\right) . \tag{3.10}
\end{equation*}
$$

In the last factor, the robot must take into account that one red ball has been removed at the first draw, so there remain $(N-1)$ balls of which $(M-1)$ are red. Therefore

$$
\begin{equation*}
P\left(R_{1} R_{2} \mid B\right)=\frac{M}{N} \frac{M-1}{N-1} . \tag{3.11}
\end{equation*}
$$

Continuing in this way, the probability for red on the first $r$ consecutive draws is

$$
\begin{align*}
P\left(R_{1} R_{2} \cdots R_{r} \mid B\right) & =\frac{M(M-1) \cdots(M-r+1)}{N(N-1) \cdots(N-r+1)}  \tag{3.12}\\
& =\frac{M!(N-r)!}{(M-r)!N!}, \quad r \leq M
\end{align*}
$$

The restriction $r \leq M$ is not necessary if we understand that we define factorials by the gamma function relation $n!=\Gamma(n+1)$, for then the factorial of a negative integer is infinite, and (3.12) is zero automatically when $r>M$.

The probability for white on the first $w$ draws is similar but for the interchange of $M$ and ( $N-M$ ):

$$
\begin{equation*}
P\left(W_{1} W_{2} \cdots W_{w} \mid B\right)=\frac{(N-M)!(N-w)!}{(N-M-w)!N!} . \tag{3.13}
\end{equation*}
$$

Then, the probability for white on draws $(r+1, r+2, \ldots, r+w)$ given that we got red on the first $r$ draws, is given by (3.13), taking into account that $N$ and $M$ have been reduced to $(N-r)$ and $(M-r)$, respectively:

$$
\begin{equation*}
P\left(W_{r+1} \cdots W_{r+w} \mid R_{1} \cdots R_{r} B\right)=\frac{(N-M)!(N-r-w)!}{(N-M-w)!(N-r)!}, \tag{3.14}
\end{equation*}
$$

and so, by the product rule, the probability for obtaining $r$ red followed by $w=n-r$ white in $n$ draws is, from (3.12) and (3.14),

$$
\begin{equation*}
P\left(R_{1} \cdots R_{r} W_{r+1} \cdots W_{n} \mid B\right)=\frac{M!(N-M)!(N-n)!}{(M-r)!(N-M-w)!N!} \tag{3.15}
\end{equation*}
$$

a term $(N-r)$ ! having cancelled out.
Although this result was derived for a particular order of drawing red and white balls, the probability for drawing exactly $r$ red balls in any specified order in $n$ draws is the same. To see this, write out the expression (3.15) more fully, in the manner

$$
\begin{equation*}
\frac{M!}{(M-r)!}=M(M-1) \cdots(M-r+1) \tag{3.16}
\end{equation*}
$$

and similarly for the other ratios of factorials in (3.15). The right-hand side becomes

$$
\begin{equation*}
\frac{M(M-1) \cdots(M-r+1)(N-M)(N-M-1) \cdots(N-M-w+1)}{N(N-1) \cdots(N-n+1)} \tag{3.17}
\end{equation*}
$$

Now suppose that $r$ red and $(n-r)=w$ white are drawn, in any other order. The probability for this is the product of $n$ factors; every time red is drawn there is a factor (number of red balls in urn)/(total number of balls), and similarly for drawing a white one. The number of balls in the urn decreases by one at each draw; therefore for the $k$ th draw a factor $(N-k+1)$ appears in the denominator, whatever the colors of the previous draws.

Just before the $k$ th red ball is drawn, whether this occurs at the $k$ th draw or any later one, there are $(M-k+1)$ red balls in the urn; thus, drawing the $k$ th one places a factor $(M-$ $k+1)$ in the numerator. Just before the $k$ th white ball is drawn, there are $(N-M-k+1)$ white balls in the urn, and so drawing the $k$ th white one places a factor $(N-M-k+1)$ in the numerator, regardless of whether this occurs at the $k$ th draw or any later one. Therefore, by the time all $n$ balls have been drawn, of which $r$ were red, we have accumulated exactly the same factors in numerator and denominator as in (3.17); different orders of drawing them only permute the order of the factors in the numerator. The probability for drawing exactly $r$ balls in any specified order in $n$ draws is therefore given by (3.15).

Note carefully that in this result the product rule was expanded in a particular way that showed us how to organize the calculation into a product of factors, each of which is a probability at one specified draw, given the results of all the previous draws. But the product rule could have been expanded in many other ways, which would give factors conditional on other information than the previous draws; the fact that all these calculations must lead to the same final result is a nontrivial consistency property, which the derivations of Chapter 2 sought to ensure.

Next, we ask: What is the robot's probability for drawing exactly $r$ red balls in $n$ draws, regardless of order? Different orders of appearance of red and white balls are mutually exclusive possibilities, so we must sum over all of them; but since each term is equal to (3.15), we merely multiply it by the binomial coefficient

$$
\begin{equation*}
\binom{n}{r}=\frac{n!}{r!(n-r)!} \tag{3.18}
\end{equation*}
$$

which represents the number of possible orders of drawing $r$ red balls in $n$ draws, or, as we shall call it, the multiplicity of the event $r$. For example, to get three red in three draws can happen in only

$$
\begin{equation*}
\binom{3}{3}=1 \tag{3.19}
\end{equation*}
$$

way, namely $R_{1} R_{2} R_{3}$; the event $r=3$ has a multiplicity of 1 . But to get two red in three draws can happen in

$$
\begin{equation*}
\binom{3}{2}=3 \tag{3.20}
\end{equation*}
$$

ways, namely $R_{1} R_{2} W_{3}, R_{1} W_{2} R_{3}, W_{1} R_{2} R_{3}$, so the event $r=2$ has a multiplicity of 3 .

Exercise 3.1. Why isn't the multiplicity factor (3.18) just $n$ !? After all, we started this discussion by stipulating that the balls, in addition to having colors, also carry labels $(1,2, \ldots, N)$, so that different permutations of the red balls among themselves, which give the $r$ ! in the denominator of (3.18), are distinguishable arrangements.
Hint: In (3.15) we are not specifying which red balls and which white ones are to be drawn.

Taking the product of (3.15) and (3.18), the many factorials can be reorganized into three binomial coefficients. Defining $A \equiv$ 'Exactly $r$ red balls in $n$ draws, in any order' and the function

$$
\begin{equation*}
h(r \mid N, M, n) \equiv P(A \mid B) \tag{3.21}
\end{equation*}
$$

we have

$$
\begin{equation*}
h(r \mid N, M, n)=\frac{\binom{M}{r}\binom{N-M}{n-r}}{\binom{N}{n}} \tag{3.22}
\end{equation*}
$$

which we shall usually abbreviate to $h(r)$. By the convention $x!=\Gamma(x+1)$ it vanishes automatically when $r>M$, or $r>n$, or $(n-r)>(N-M)$, as it should.

We are here doing a little notational acrobatics for reasons explained in Appendix B. The point is that in our formal probability symbols $P(A \mid B)$ with the capital $P$, the arguments $A, B$ always stand for propositions, which can be quite complicated verbal statements. If we wish to use ordinary numbers for arguments, then for consistency we should define new functional symbols such as $h(r \mid N, M, n)$. Attempts to try to use a notation like $P(r \mid N M n)$, thereby losing sight of the qualitative stipulations contained in $A$ and $B$, have led to serious errors from misinterpretation of the equations (such as the marginalization paradox discussed later). However, as already indicated in Chapter 2, we follow the custom of most contemporary works by using probability symbols of the form $p(A \mid B)$, or $p(r \mid n)$ with small
$p$, in which we permit the arguments to be either propositions or algebraic variables; in this case, the meaning must be judged from the context.

The fundamental result (3.22) is called the hypergeometric distribution because it is related to the coefficients in the power series representation of the Gauss hypergeometric function

$$
\begin{equation*}
F(a, b, c ; t)=\sum_{r=0}^{\infty} \frac{\Gamma(a+r) \Gamma(b+r) \Gamma(c)}{\Gamma(a) \Gamma(b) \Gamma(c+r)} \frac{t^{r}}{r!} \tag{3.23}
\end{equation*}
$$

If either $a$ or $b$ is a negative integer, the series terminates and this is a polynomial. It is easily verified that the generating function

$$
\begin{equation*}
G(t) \equiv \sum_{r=0}^{n} h(r \mid N, M, n) t^{r} \tag{3.24}
\end{equation*}
$$

is equal to

$$
\begin{equation*}
G(t)=\frac{F(-M,-n, c ; t)}{F(-M,-n, c ; 1)} \tag{3.25}
\end{equation*}
$$

with $c=N-M-n+1$. The evident relation $G(1)=1$ is, from (3.24), just the statement that the hypergeometric distribution is correctly normalized. In consequence of (3.25), $G(t)$ satisfies the second-order hypergeometric differential equation and has many other properties useful in calculations.

Although the hypergeometric distribution $h(r)$ appears complicated, it has some surprisingly simple properties. The most probable value of $r$ is found to within one unit by setting $h\left(r^{\prime}\right)=h\left(r^{\prime}-1\right)$ and solving for $r^{\prime}$. We find

$$
\begin{equation*}
r^{\prime}=\frac{(n+1)(M+1)}{N+2} \tag{3.26}
\end{equation*}
$$

If $r^{\prime}$ is an integer, then $r^{\prime}$ and $r^{\prime}-1$ are jointly the most probable values. If $r^{\prime}$ is not an integer, then there is a unique most probable value

$$
\begin{equation*}
\hat{r}=\mathrm{INT}\left(r^{\prime}\right), \tag{3.27}
\end{equation*}
$$

that is, the next integer below $r^{\prime}$. Thus, the most probable fraction $f=r / n$ of red balls in the sample drawn is nearly equal to the fraction $F=M / N$ originally in the urn, as one would expect intuitively. This is our first crude example of a physical prediction: a relation between a quantity $F$ specified in our information and a quantity $f$ measurable in a physical experiment derived from the theory.

The width of the distribution $h(r)$ gives an indication of the accuracy with which the robot can predict $r$. Many such questions are answered by calculating the cumulative probability distribution, which is the probability for finding $R$ or fewer red balls. If $R$ is an integer, this is

$$
\begin{equation*}
H(R) \equiv \sum_{r=0}^{R} h(r) \tag{3.28}
\end{equation*}
$$

but for later formal reasons we define $H(x)$ to be a staircase function for all non-negative real $x$; thus $H(x) \equiv H(R)$, where $R=\operatorname{INT}(x)$ is the greatest integer $\leq x$.

The median of a probability distribution such as $h(r)$ is defined to be a number $m$ such that equal probabilities are assigned to the propositions $(r<m)$ and $(r>m)$. Strictly speaking, according to this definition a discrete distribution has in general no median. If there is an integer $R$ for which $H(R-1)=1-H(R)$ and $H(R)>H(R-1)$, then $R$ is the unique median. If there is an integer $R$ for which $H(R)=1 / 2$, then any $r$ in ( $R \leq r<R^{\prime}$ ) is a median, where $R^{\prime}$ is the next higher jump point of $H(x)$; otherwise there is none.

But for most purposes we may take a more relaxed attitude and approximate the strict definition. If $n$ is reasonably large, then it makes reasonably good sense to call that value of $R$ for which $H(R)$ is closest to $1 / 2$, the 'median'. In the same relaxed spirit, the values of $R$ for which $H(R)$ is closest to $1 / 4,3 / 4$, may be called the 'lower quartile' and 'upper quartile', respectively, and if $n \gg 10$ we may call the value of $R$ for which $H(R)$ is closest to $k / 10$ the ' $k$ th decile', and so on. As $n \rightarrow \infty$, these loose definitions come into conformity with the strict one.

Usually, the fine details of $H(R)$ are unimportant, and for our purposes it is sufficient to know the median and the quartiles. Then the (median) $\pm$ (interquartile distance) will provide a good enough idea of the robot's prediction and its probable accuracy. That is, on the information given to the robot, the true value of $r$ is about as likely to lie in this interval as outside it. Likewise, the robot assigns a probability of $(5 / 6)-(1 / 6)=2 / 3$ (in other words, odds of $2: 1$ ) that $r$ lies between the first and fifth hexile, odds of $8: 2=4: 1$ that it is bracketed by the first and ninth decile, and so on.

Although one can develop rather messy approximate formulas for these distributions which were much used in the past, it is easier today to calculate the exact distribution by computer. For example W. H. Press et al. (1986) list two routines that will calculate the generalized complex hypergeometric distribution for any values of $a, b$ and $c$. Tables 3.1 and 3.2 give the hypergeometric distribution for $N=100, M=50, n=10$, and $N=100$, $M=10, n=50$, respectively. In the latter case, it is not possible to draw more than ten red balls, so the entries for $r>10$ are all $h(r)=0, H(r)=1$, and are not tabulated. One is struck immediately by the fact that the entries for positive $h(r)$ are identical; the hypergeometric distribution has the symmetry property

$$
\begin{equation*}
h(r \mid N, M, n)=h(r \mid N, n, M) \tag{3.29}
\end{equation*}
$$

under interchange of $M$ and $n$. Whether we draw ten balls from an urn containing 50 red ones, or 50 from an urn containing ten red ones, the probability for finding $r$ red ones in the sample drawn is the same. This is readily verified by closer inspection of (3.22), and it is evident from the symmetry in $a, b$ of the hypergeometric function (3.23).

Another symmetry evident from Tables 3.1 and 3.2 is the symmetry of the distribution about its peak: $h(r \mid 100,50,10)=h(10-r \mid 100,50,10)$. However, this is not so in general; changing $N$ to 99 results in a slightly unsymmetrical peak, as we see from Table 3.3. The symmetric peak in Table 3.1 arises as follows: if we interchange $M$ and $(N-M)$ and at the same time interchange $r$ and $(n-r)$ we have in effect only interchanged the words 'red'

Table 3.1. Hypergeometric distribution;

$$
N, M, n=100,10,50
$$

| $r$ | $h(r)$ | $H(r)$ |
| ---: | :---: | :---: |
| 0 | 0.000593 | 0.000593 |
| 1 | 0.007237 | 0.007830 |
| 2 | 0.037993 | 0.045824 |
| 3 | 0.113096 | 0.158920 |
| 4 | 0.211413 | 0.370333 |
| 5 | 0.259334 | 0.629667 |
| 6 | 0.211413 | 0.841080 |
| 7 | 0.113096 | 0.954177 |
| 8 | 0.037993 | 0.992170 |
| 9 | 0.007237 | 0.999407 |
| 10 | 0.000593 | 1.000000 |

Table 3.2. Hypergeometric distribution;

$$
N, M, n=100,50,10
$$

| $r$ | $h(r)$ | $H(r)$ |
| ---: | :---: | :---: |
| 0 | 0.000593 | 0.000593 |
| 1 | 0.007237 | 0.007830 |
| 2 | 0.037993 | 0.045824 |
| 3 | 0.113096 | 0.158920 |
| 4 | 0.211413 | 0.370333 |
| 5 | 0.259334 | 0.629667 |
| 6 | 0.211413 | 0.841080 |
| 7 | 0.113096 | 0.954177 |
| 8 | 0.037993 | 0.992170 |
| 9 | 0.007237 | 0.999407 |
| 10 | 0.000593 | 1.000000 |

and 'white', so the distribution is unchanged:

$$
\begin{equation*}
h(n-r \mid N, N-M, n)=h(r \mid N, M, n) \tag{3.30}
\end{equation*}
$$

But when $M=N / 2$, this reduces to the symmetry

$$
\begin{equation*}
h(n-r \mid N, M, n)=h(r \mid N, M, n) \tag{3.31}
\end{equation*}
$$

observed in Table 3.1. By (3.29) the peak must be symmetric also when $n=N / 2$.

Table 3.3. Hypergeometric distribution;
$N, M, n=99,50,10$.

| $r$ | $h(r)$ | $H(r)$ |
| ---: | :---: | :---: |
| 0 | 0.000527 | 0.000527 |
| 1 | 0.006594 | 0.007121 |
| 2 | 0.035460 | 0.042581 |
| 3 | 0.108070 | 0.150651 |
| 4 | 0.206715 | 0.357367 |
| 5 | 0.259334 | 0.616700 |
| 6 | 0.216111 | 0.832812 |
| 7 | 0.118123 | 0.950934 |
| 8 | 0.040526 | 0.991461 |
| 9 | 0.007880 | 0.999341 |
| 10 | 0.000659 | 1.000000 |

The hypergeometric distribution has two more symmetries not at all obvious intuitively or even visible in (3.22). Let us ask the robot for its probability $P\left(R_{2} \mid B\right)$ of red on the second draw. This is not the same calculation as (3.8), because the robot knows that, just prior to the second draw, there are only $(N-1)$ balls in the urn, not $N$. But it does not know what color of ball was removed on the first draw, so it does not know whether the number of red balls now in the urn is $M$ or $(M-1)$. Then the basis for the Bernoulli urn result (3.5) is lost, and it might appear that the problem is indeterminate.

Yet it is quite determinate after all; the following is our first example of one of the useful techniques in probability calculations, which derives from the resolution of a proposition into disjunctions of simpler ones, as discussed in Chapters 1 and 2. The robot knows that either $R_{1}$ or $W_{1}$ is true; therefore using Boolean algebra we have

$$
\begin{equation*}
R_{2}=\left(R_{1}+W_{1}\right) R_{2}=R_{1} R_{2}+W_{1} R_{2} \tag{3.32}
\end{equation*}
$$

We apply the sum rule and the product rule to get

$$
\begin{align*}
P\left(R_{2} \mid B\right) & =P\left(R_{1} R_{2} \mid B\right)+P\left(W_{1} R_{2} \mid B\right)  \tag{3.33}\\
& =P\left(R_{2} \mid R_{1} B\right) P\left(R_{1} \mid B\right)+P\left(R_{2} \mid W_{1} B\right) P\left(W_{1} \mid B\right) .
\end{align*}
$$

But

$$
\begin{equation*}
P\left(R_{2} \mid R_{1} B\right)=\frac{M-1}{N-1}, \quad P\left(R_{2} \mid W_{1} B\right)=\frac{M}{N-1}, \tag{3.34}
\end{equation*}
$$

and so

$$
\begin{equation*}
P\left(R_{2} \mid B\right)=\frac{M-1}{N-1} \frac{M}{N}+\frac{M}{N-1} \frac{N-M}{N}=\frac{M}{N} . \tag{3.35}
\end{equation*}
$$

The complications cancel out, and we have the same probability for red on the first and second draws. Let us see whether this continues. For the third draw we have

$$
\begin{equation*}
R_{3}=\left(R_{1}+W_{1}\right)\left(R_{2}+W_{2}\right) R_{3}=R_{1} R_{2} R_{3}+R_{1} W_{2} R_{3}+W_{1} R_{2} R_{3}+W_{1} W_{2} R_{3}, \tag{3.36}
\end{equation*}
$$

and so

$$
\begin{align*}
P\left(R_{3} \mid B\right) & =\frac{M}{N} \frac{M-1}{N-1} \frac{M-2}{N-2}+\frac{M}{N} \frac{N-M}{N-1} \frac{M-1}{N-2} \\
& +\frac{N-M}{N} \frac{M}{N-1} \frac{M-1}{N-2}+\frac{N-M}{N} \frac{N-M-1}{N-1} \frac{M}{N-2}  \tag{3.37}\\
& =\frac{M}{N}
\end{align*}
$$

Again all the complications cancel out. The robot's probability for red at any draw, if it does not know the result of any other draw, is always the same as the Bernoulli urn result (3.5). This is the first nonobvious symmetry. We shall not prove this in generality here, because it is contained as a special case of a still more general result; see Eq. (3.118) below.

The method of calculation illustrated by (3.32) and (3.36) is as follows: resolve the quantity whose probability is wanted into mutually exclusive subpropositions, then apply the sum rule and the product rule. If the subpropositions are well chosen (i.e. if they have some simple meaning in the context of the problem), their probabilities are often calculable. If they are not well chosen (as in the example of the penguins at the end of Chapter 2), then of course this procedure cannot help us.

### 3.2 Logic vs. propensity

The results of Section 3.1 present us with a new question. In finding the probability for red at the $k$ th draw, knowledge of what color was found at some earlier draw is clearly relevant because an earlier draw affects the number $M_{k}$ of red balls in the urn for the $k$ th draw. Would knowledge of the color for a later draw be relevant? At first glance, it seems that it could not be, because the result of a later draw cannot influence the value of $M_{k}$. For example, a well-known exposition of statistical mechanics (Penrose, 1979) takes it as a fundamental axiom that probabilities referring to the present time can depend only on what happened earlier, not on what happens later. The author considers this to be a necessary physical condition of 'causality'.

Therefore we stress again, as we did in Chapter 1, that inference is concerned with logical connections, which may or may not correspond to causal physical influences. To show why knowledge of later events is relevant to the probabilities of earlier ones, consider an urn which is known (background information $B$ ) to contain only one red and one white ball: $N=2, M=1$. Given only this information, the probability for red on the first draw is $P\left(R_{1} \mid B\right)=1 / 2$. But then if the robot learns that red occurs on the second draw, it becomes
certain that it did not occur on the first:

$$
\begin{equation*}
P\left(R_{1} \mid R_{2} B\right)=0 \tag{3.38}
\end{equation*}
$$

More generally, the product rule gives us

$$
\begin{equation*}
P\left(R_{j} R_{k} \mid B\right)=P\left(R_{j} \mid R_{k} B\right) P\left(R_{k} \mid B\right)=P\left(R_{k} \mid R_{j} B\right) P\left(R_{j} \mid B\right) \tag{3.39}
\end{equation*}
$$

But we have just seen that $P\left(R_{j} \mid B\right)=P\left(R_{k} \mid B\right)=M / N$ for all $j, k$, so

$$
\begin{equation*}
P\left(R_{j} \mid R_{k} B\right)=P\left(R_{k} \mid R_{j} B\right), \quad \text { all } j, k \tag{3.40}
\end{equation*}
$$

Probability theory tells us that the results of later draws have precisely the same relevance as do the results of earlier ones! Even though performing the later draw does not physically affect the number $M_{k}$ of red balls in the urn at the $k$ th draw, information about the result of a later draw has the same effect on our state of knowledge about what could have been taken on the $k$ th draw, as does information about an earlier one. This is our second nonobvious symmetry.

This result will be quite disconcerting to some schools of thought about the 'meaning of probability'. Although it is generally recognized that logical implication is not the same as physical causation, nevertheless there is a strong inclination to cling to the idea anyway, by trying to interpret a probability $P(A \mid B)$ as expressing some kind of partial causal influence of $B$ on $A$. This is evident not only in the aforementioned work of Penrose, but more strikingly in the 'propensity' theory of probability expounded by the philosopher Karl Popper. ${ }^{1}$

It appears to us that such a relation as (3.40) would be quite inexplicable from a propensity viewpoint, although the simple example (3.38) makes its logical necessity obvious. In any event, the theory of logical inference that we are developing here differs fundamentally, in outlook and in results, from the theory of physical causation envisaged by Penrose and Popper. It is evident that logical inference can be applied in many problems where assumptions of physical causation would not make sense.

This does not mean that we are forbidden to introduce the notion of 'propensity' or physical causation; the point is rather that logical inference is applicable and useful whether or not a propensity exists. If such a notion (i.e. that some such propensity exists) is formulated as a well-defined hypothesis, then our form of probability theory can analyze its implications. We shall do this in Section 3.10 below. Also, we can test that hypothesis against alternatives

[^11]in the light of the evidence, just as we can test any well-defined hypothesis. Indeed, one of the most common and important applications of probability theory is to decide whether there is evidence for a causal influence: is a new medicine more effective, or a new engineering design more reliable? Does a new anticrime law reduce the incidence of crime? Our study of hypothesis testing starts in Chapter 4.

In all the sciences, logical inference is more generally applicable. We agree that physical influences can propagate only forward in time; but logical inferences propagate equally well in either direction. An archaeologist uncovers an artifact that changes his knowledge of events thousands of years ago; were it otherwise, archaeology, geology, and paleontology would be impossible. The reasoning of Sherlock Holmes is also directed to inferring, from presently existing evidence, what events must have transpired in the past. The sounds reaching your ears from a marching band 600 meters distant change your state of knowledge about what the band was playing two seconds earlier. Listening to a Toscanini recording of a Beethoven symphony changes your state of knowledge about the sounds Toscanini elicited from his orchestra many years ago.

As this suggests, and as we shall verify later, a fully adequate theory of nonequilibrium phenomena, such as sound propagation, also requires that backward logical inferences be recognized and used, although they do not express physical causes. The point is that the best inferences we can make about any phenomenon - whether in physics, biology, economics, or any other field - must take into account all the relevant information we have, regardless of whether that information refers to times earlier or later than the phenomenon itself; this ought to be considered a platitude, not a paradox. At the end of this chapter (Exercise 3.6), the reader will have an opportunity to demonstrate this directly, by calculating a backward inference that takes into account a forward causal influence.

More generally, consider a probability distribution $p\left(x_{1} \cdots x_{n} \mid B\right)$, where $x_{i}$ denotes the result of the $i$ th trial, and could take on not just two values (red or white) but, say, the values $x_{i}=(1,2, \ldots, k)$ labeling $k$ different colors. If the probability is invariant under any permutation of the $x_{i}$, then it depends only on the sample numbers ( $n_{1} \cdots n_{k}$ ) denoting how many times the result $x_{i}=1$ occurs, how many times $x_{i}=2$ occurs, etc. Such a distribution is called exchangeable; as we shall find later, exchangeable distributions have many interesting mathematical properties and important applications.

Returning to our urn problem, it is clear already from the fact that the hypergeometric distribution is exchangeable that every draw must have just the same relevance to every other draw, regardless of their time order and regardless of whether they are near or far apart in the sequence. But this is not limited to the hypergeometric distribution; it is true of any exchangeable distribution (i.e. whenever the probability for a sequence of events is independent of their order). So, with a little more thought, these symmetries, so inexplicable from the standpoint of physical causation, become obvious after all as propositions of logic.

Let us calculate this effect quantitatively. Supposing $j<k$, the proposition $R_{j} R_{k}$ (red at both draws $j$ and $k$ ) is in Boolean algebra the same as

$$
\begin{equation*}
R_{j} R_{k}=\left(R_{1}+W_{1}\right) \cdots\left(R_{j-1}+W_{j-1}\right) R_{j}\left(R_{j+1}+W_{j+1}\right) \cdots\left(R_{k-1}+W_{k-1}\right) R_{k} \tag{3.41}
\end{equation*}
$$

which we could expand in the manner of (3.36) into a logical sum of

$$
\begin{equation*}
2^{j-1} \times 2^{k-j-1}=2^{k-2} \tag{3.42}
\end{equation*}
$$

propositions, each specifying a full sequence, such as

$$
\begin{equation*}
W_{1} R_{2} W_{3} \cdots R_{j} \cdots R_{k} \tag{3.43}
\end{equation*}
$$

of $k$ results. The probability $P\left(R_{j} R_{k} \mid B\right)$ is the sum of all their probabilities. But we know that, given $B$, the probability for any one sequence is independent of the order in which red and white appear. Therefore we can permute each sequence, moving $R_{j}$ to the first position, and $R_{k}$ to the second. That is, we can replace the sequence ( $W_{1} \cdots R_{j} \cdots$ ) by ( $R_{1} \cdots W_{j} \cdots$ ), etc. Recombining them, we have ( $R_{1} R_{2}$ ) followed by every possible result for draws $(3,4, \ldots, k)$. In other words, the probability for $R_{j} R_{k}$ is the same as that of

$$
\begin{equation*}
R_{1} R_{2}\left(R_{3}+W_{3}\right) \cdots\left(R_{k}+W_{k}\right)=R_{1} R_{2} \tag{3.44}
\end{equation*}
$$

and we have

$$
\begin{equation*}
P\left(R_{j} R_{k} \mid B\right)=P\left(R_{1} R_{2} \mid B\right)=\frac{M(M-1)}{N(N-1)} \tag{3.45}
\end{equation*}
$$

and likewise

$$
\begin{equation*}
P\left(W_{j} R_{k} \mid B\right)=P\left(W_{1} R_{2} \mid B\right)=\frac{(N-M) M}{N(N-1)} . \tag{3.46}
\end{equation*}
$$

Therefore by the product rule

$$
\begin{equation*}
P\left(R_{k} \mid R_{j} B\right)=\frac{P\left(R_{j} R_{k} \mid B\right)}{P\left(R_{j} \mid B\right)}=\frac{M-1}{N-1} \tag{3.47}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(R_{k} \mid W_{j} B\right)=\frac{P\left(W_{j} R_{k} \mid B\right)}{P\left(W_{j} \mid B\right)}=\frac{M}{N-1} \tag{3.48}
\end{equation*}
$$

for all $j<k$. By (3.40), the results (3.47) and (3.48) are true for all $j \neq k$.
Since as noted this conclusion appears astonishing to many people, we shall belabor the point by explaining it still another time in different words. The robot knows that the urn originally contained $M$ red balls and $(N-M)$ white ones. Then, learning that an earlier draw gave red, it knows that one less red ball is available for the later draws. The problem becomes the same as if we had started with an urn of $(N-1)$ balls, of which $(M-1)$ are red; (3.47) corresponds just to the solution (3.37) adapted to this different problem.

But why is knowing the result of a later draw equally cogent? Because if the robot knows that red will be drawn at any later time, then in effect one of the red balls in the urn must be 'set aside' to make this possible. The number of red balls which could have been taken in earlier draws is reduced by one, as a result of having this information. The above example (3.38) is an extreme special case of this, where the conclusion is particularly obvious.

### 3.3 Reasoning from less precise information

Now let us try to apply this understanding to a more complicated problem. Suppose the robot learns that red will be found at least once in later draws, but not at which draw or draws this will occur. That is, the new information is, as a proposition of Boolean algebra,

$$
\begin{equation*}
R_{\mathrm{later}} \equiv R_{k+1}+R_{k+2}+\cdots+R_{n} \tag{3.49}
\end{equation*}
$$

This information reduces the number of red available for the $k$ th draw by at least one, but it is not obvious whether $R_{\text {later }}$ has exactly the same implications as does $R_{n}$. To investigate this we appeal again to the symmetry of the product rule:

$$
\begin{equation*}
P\left(R_{k} R_{\text {later }} \mid B\right)=P\left(R_{k} \mid R_{\text {later }} B\right) P\left(R_{\text {later }} \mid B\right)=P\left(R_{\text {later }} \mid R_{k} B\right) P\left(R_{k} \mid B\right), \tag{3.50}
\end{equation*}
$$

which gives us

$$
\begin{equation*}
P\left(R_{k} \mid R_{\text {later }} B\right)=P\left(R_{k} \mid B\right) \frac{P\left(R_{\text {later }} \mid R_{k} B\right)}{P\left(R_{\text {later }} \mid B\right)}, \tag{3.51}
\end{equation*}
$$

and all quantities on the right-hand side are easily calculated.
Seeing (3.49), one might be tempted to reason as follows:

$$
\begin{equation*}
P\left(R_{\text {later }} \mid B\right)=\sum_{j=k+1}^{n} P\left(R_{j} \mid B\right) \tag{3.52}
\end{equation*}
$$

but this is not correct because, unless $M=1$, the events $R_{j}$ are not mutually exclusive, and, as we see from (2.82), many more terms would be needed. This method of calculation would be very tedious.

To organize the calculation better, note that the denial of $R_{\text {later }}$ is the statement that white occurs at all the later draws:

$$
\begin{equation*}
\bar{R}_{\text {later }}=W_{k+1} W_{k+2} \cdots W_{n} \tag{3.53}
\end{equation*}
$$

So $P\left(\bar{R}_{\text {later }} \mid B\right)$ is the probability for white at all the later draws, regardless of what happens at the earlier ones (i.e. when the robot does not know what happens at the earlier ones). By exchangeability this is the same as the probability for white at the first $(n-k)$ draws, regardless of what happens at the later ones; from (3.13),

$$
\begin{equation*}
P\left(\bar{R}_{\text {later }} \mid B\right)=\frac{(N-M)!(N-n+k)!}{N!(N-M-n+k)!}=\binom{N-M}{n-k}\binom{N}{n-k}^{-1} \tag{3.54}
\end{equation*}
$$

Likewise, $P\left(\bar{R}_{\text {later }} \mid R_{k} B\right)$ is the same result for the case of $(N-1)$ balls, $(M-1)$ of which are red:

$$
\begin{equation*}
P\left(\bar{R}_{\text {later }} \mid R_{k} B\right)=\frac{(N-M)!}{(N-1)!} \frac{(N-n+k-1)!}{(N-M-n+k)!}=\binom{N-M}{n-k}\binom{N-1}{n-k}^{-1} \tag{3.55}
\end{equation*}
$$

Now (3.51) becomes

$$
\begin{equation*}
P\left(R_{k} \mid R_{\mathrm{later}} B\right)=\frac{M}{N-n+k} \times \frac{\binom{N-1}{n-k}-\binom{N-M}{n-k}}{\binom{N}{n-k}-\binom{N-M}{n-k}} \tag{3.56}
\end{equation*}
$$

As a check, note that if $n=k+1$, this reduces to $(M-1) /(N-1)$, as it should.
At the moment, however, our interest in (3.56) is not so much in the numerical values, but in understanding the logic of the result. So let us specialize it to the simplest case that is not entirely trivial. Suppose we draw $n=3$ times from an urn containing $N=4$ balls, $M=2$ of which are white, and ask how knowledge that red occurs at least once on the second and third draws affects the probability for red at the first draw. This is given by (3.56) with $N=4, M=2, n=3, k=1$ :

$$
\begin{equation*}
P\left(R_{1} \mid R_{2}+R_{3}, B\right)=\frac{6-2}{12-2}=\frac{2}{5}=\left(\frac{1}{2}\right) \frac{1-1 / 3}{1-1 / 6} \tag{3.57}
\end{equation*}
$$

the last form corresponding to (3.51). Compare this to the previously calculated probabilities:

$$
\begin{equation*}
P\left(R_{1} \mid B\right)=\frac{1}{2}, \quad P\left(R_{1} \mid R_{2} B\right)=P\left(R_{2} \mid R_{1} B\right)=\frac{1}{3} \tag{3.58}
\end{equation*}
$$

What seems surprising is that

$$
\begin{equation*}
P\left(R_{1} \mid R_{\text {later }} B\right)>P\left(R_{1} \mid R_{2} B\right) \tag{3.59}
\end{equation*}
$$

Most people guess at first that the inequality should go the other way; i.e. knowing that red occurs at least once on the later draws ought to decrease the chances of red at the first draw more than does the information $R_{2}$. But in this case the numbers are so small that we can check the calculation (3.51) directly. To find $P\left(R_{\text {later }} \mid B\right)$ by the extended sum rule (2.82) now requires only one extra term:

$$
\begin{align*}
P\left(R_{\text {later }} \mid B\right) & =P\left(R_{2} \mid B\right)+P\left(R_{3} \mid B\right)-P\left(R_{2} R_{3} \mid B\right) \\
& =\frac{1}{2}+\frac{1}{2}-\frac{1}{2} \times \frac{1}{3}=\frac{5}{6} . \tag{3.60}
\end{align*}
$$

We could equally well resolve $R_{\text {later }}$ into mutually exclusive propositions and calculate

$$
\begin{align*}
P\left(R_{\text {later }} \mid B\right) & =P\left(R_{2} W_{3} \mid B\right)+P\left(W_{2} R_{3} \mid B\right)+P\left(R_{2} R_{3} \mid B\right) \\
& =\frac{1}{2} \times \frac{2}{3}+\frac{1}{2} \times \frac{2}{3}+\frac{1}{2} \times \frac{1}{3}=\frac{5}{6} . \tag{3.61}
\end{align*}
$$

The denominator $(1-1 / 6)$ in (3.57) has now been calculated in three different ways, with the same result. If the three results were not the same, we would have found an inconsistency in our rules, of the kind we sought to prevent by Cox's functional equation arguments in Chapter 2. This is a good example of what 'consistency' means in practice, and it shows the trouble we would be in if our rules did not have it.

Likewise, we can check the numerator of (3.51) by an independent calculation:

$$
\begin{align*}
P\left(R_{\text {later }} \mid R_{1} B\right) & =P\left(R_{2} \mid R_{1} B\right)+P\left(R_{3} \mid R_{1} B\right)-P\left(R_{2} R_{3} \mid R_{1} B\right) \\
& =\frac{1}{3}+\frac{1}{3}-\frac{1}{3} \times 0=\frac{2}{3}, \tag{3.62}
\end{align*}
$$

and the result (3.57) is confirmed. So we have no choice but to accept the inequality (3.59) and try to understand it intuitively. Let us reason as follows. The information $R_{2}$ reduces the number of red balls available for the first draw by one, and it reduces the number of balls in the urn available for the first draw by one, giving $P\left(R_{1} \mid R_{2} B\right)=(M-1) /(N-1)=1 / 3$. The information $R_{\text {later }}$ reduces the 'effective number of red balls' available for the first draw by more than one, but it reduces the number of balls in the urn available for the first draw by two (because it assures the robot that there are two later draws in which two balls are removed). So let us try tentatively to interpret the result (3.57) as

$$
\begin{equation*}
P\left(R_{1} \mid R_{\mathrm{later}} B\right)=\frac{(M)_{\mathrm{eff}}}{N-2} \tag{3.63}
\end{equation*}
$$

although we are not quite sure what this means. Given $R_{\text {later }}$, it is certain that at least one red ball is removed, and the probability that two are removed is, by the product rule:

$$
\begin{align*}
P\left(R_{2} R_{3} \mid R_{\text {later }} B\right) & =\frac{P\left(R_{2} R_{3} R_{\text {later }} \mid B\right)}{P\left(R_{\text {later }} \mid B\right)}=\frac{P\left(R_{2} R_{3} \mid B\right)}{P\left(R_{\text {later }} \mid B\right)} \\
& =\frac{(1 / 2) \times(1 / 3)}{5 / 6}=\frac{1}{5} \tag{3.64}
\end{align*}
$$

because $R_{2} R_{3}$ implies $R_{\text {later }}$; i.e. a relation of Boolean algebra is $\left(R_{2} R_{3} R_{\text {later }}=R_{2} R_{3}\right)$. Intuitively, given $R_{\text {later }}$ there is probability $1 / 5$ that two red balls are removed, so the effective number removed is $1+(1 / 5)=6 / 5$. The 'effective' number remaining for draw one is $4 / 5$. Indeed, (3.63) then becomes

$$
\begin{equation*}
P\left(R_{1} \mid R_{\text {later }} B\right)=\frac{4 / 5}{2}=\frac{2}{5} \tag{3.65}
\end{equation*}
$$

in agreement with our better motivated, but less intuitive, calculation (3.57).

### 3.4 Expectations

Another way of looking at this result appeals more strongly to our intuition and generalizes far beyond the present problem. We can hardly suppose that the reader is not already familiar with the idea of expectation, but this is the first time it has appeared in the present work, so we pause to define it. If a variable quantity $X$ can take on the particular values $\left(x_{1}, \ldots, x_{n}\right)$ in $n$ mutually exclusive and exhaustive situations, and the robot assigns corresponding probabilities $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ to them, then the quantity

$$
\begin{equation*}
\langle X\rangle=E(X)=\sum_{i=1}^{n} p_{i} x_{i} \tag{3.66}
\end{equation*}
$$

is called the expectation (in the older literature, mathematical expectation or expectation value) of $X$. It is a weighted average of the possible values, weighted according to their probabilities. Statisticians and mathematicians generally use the notation $E(X)$; but physicists, having already pre-empted $E$ to stand for energy and electric field, use the bracket notation $\langle X\rangle$. We shall use both notations here; they have the same meaning, but sometimes one is easier to read than the other.

Like most of the standard terms that arose out of the distant past, the term 'expectation' seems singularly inappropriate to us; for it is almost never a value that anyone 'expects' to find. Indeed, it is often known to be an impossible value. But we adhere to it because of centuries of precedent.

Given $R_{\text {later }}$, what is the expectation of the number of red balls in the urn for draw number one? There are three mutually exclusive possibilities compatible with $R_{\text {later }}$ :

$$
\begin{equation*}
R_{2} W_{3}, W_{2} R_{3}, R_{2} R_{3} \tag{3.67}
\end{equation*}
$$

for which $M$ is $(1,1,0)$, respectively, and for which the probabilities are as in (3.64) and (3.65):

$$
\begin{gather*}
P\left(R_{2} W_{3} \mid R_{\text {later }} B\right)=\frac{P\left(R_{2} W_{3} \mid B\right)}{P\left(R_{\text {later }} \mid B\right)}=\frac{(1 / 2) \times(2 / 3)}{(5 / 6)}=\frac{2}{5},  \tag{3.68}\\
P\left(W_{2} R_{3} \mid R_{\mathrm{later}} B\right)=\frac{2}{5},  \tag{3.69}\\
P\left(R_{2} R_{3} \mid R_{\mathrm{later}} B\right)=\frac{1}{5} . \tag{3.70}
\end{gather*}
$$

So

$$
\begin{equation*}
\langle M\rangle=1 \times \frac{2}{5}+1 \times \frac{2}{5}+0 \times \frac{1}{5}=\frac{4}{5} \tag{3.71}
\end{equation*}
$$

Thus, what we called intuitively the 'effective' value of $M$ in (3.63) is really the expectation of $M$.

We can now state (3.63) in a more cogent way: when the fraction $F=M / N$ of red balls is known, then the Bernoulli urn rule applies and $P\left(R_{1} \mid B\right)=F$. When $F$ is unknown, the probability for red is the expectation of $F$ :

$$
\begin{equation*}
P\left(R_{1} \mid B\right)=\langle F\rangle \equiv E(F) \tag{3.72}
\end{equation*}
$$

If $M$ and $N$ are both unknown, the expectation is over the joint probability distribution for $M$ and $N$.

That a probability is numerically equal to the expectation of a fraction will prove to be a general rule that holds as well in thousands of far more complicated situations, providing one of the most useful and common rules for physical prediction. We leave it as an exercise for the reader to show that the more general result (3.56) can also be calculated in the way suggested by (3.72).

### 3.5 Other forms and extensions

The hypergeometric distribution (3.22) can be written in various ways. The nine factorials can be organized into binomial coefficients also as follows:

$$
\begin{equation*}
h(r \mid N, M, n)=\frac{\binom{n}{r}\binom{N-n}{M-r}}{\binom{N}{M}} \tag{3.73}
\end{equation*}
$$

But the symmetry under exchange of $M$ and $n$ is still not evident; to see it we must write out (3.22) or (3.73) in full, displaying all the individual factorials.

We may also rewrite (3.22), as an aid to memory, in a more symmetric form: the probability for drawing exactly $r$ red balls and $w$ white ones in $n=r+w$ draws, from an urn containing $R$ red and $W$ white, is

$$
\begin{equation*}
h(r)=\frac{\binom{R}{r}\binom{W}{w}}{\binom{R+W}{r+w}} \tag{3.74}
\end{equation*}
$$

and in this form it is easily generalized. Suppose that, instead of only two colors, there are $k$ different colors of balls in the urn, $N_{1}$ of color $1, N_{2}$ of color $2, \ldots, N_{k}$ of color $k$. The probability for drawing $r_{1}$ balls of color $1, r_{2}$ of color $2, \ldots, r_{k}$ of color $k$ in $n=\sum r_{i}$ draws is, as the reader may verify, the generalized hypergeometric distribution:

$$
\begin{equation*}
h\left(r_{1} \cdots r_{k} \mid N_{1} \cdots N_{k}\right)=\frac{\binom{N_{1}}{r_{1}} \cdots\binom{N_{k}}{r_{k}}}{\binom{\sum N_{i}}{\sum r_{i}}} \tag{3.75}
\end{equation*}
$$

### 3.6 Probability as a mathematical tool

From the result (3.75) one may obtain a number of identities obeyed by the binomial coefficients. For example, we may decide not to distinguish between colors 1 and 2; i.e. a ball of either color is declared to have color ' $a$ '. Then from (3.75) we must have, on the one hand,

$$
\begin{equation*}
h\left(r_{a}, r_{3}, \ldots, r_{k} \mid N_{a}, N_{3}, \ldots, N_{k}\right)=\frac{\binom{N_{a}}{r_{a}}\binom{N_{3}}{r_{3}} \cdots\binom{N_{k}}{r_{k}}}{\binom{\sum N_{i}}{\sum r_{i}}} \tag{3.76}
\end{equation*}
$$

with

$$
\begin{equation*}
N_{a}=N_{1}+N_{2}, \quad r_{a}=r_{1}+r_{2} \tag{3.77}
\end{equation*}
$$

But the event $r_{a}$ can occur for any values of $r_{1}, r_{2}$ satisfying (3.77), and so we must have also, on the other hand,

$$
\begin{equation*}
h\left(r_{a}, r_{3}, \ldots, r_{k} \mid N_{a}, N_{3}, \ldots, N_{k}\right)=\sum_{r_{1}=0}^{r_{a}} h\left(r_{1}, r_{a}-r_{1}, r_{3}, \ldots, r_{k} \mid N_{1}, \ldots, N_{k}\right) \tag{3.78}
\end{equation*}
$$

Then, comparing (3.76) and (3.78), we have the identity

$$
\begin{equation*}
\binom{N_{a}}{r_{a}}=\sum_{r_{1}=0}^{r_{a}}\binom{N_{1}}{r_{1}}\binom{N_{2}}{r_{a}-r_{1}} . \tag{3.79}
\end{equation*}
$$

Continuing in this way, we can derive a multitude of more complicated identities obeyed by the binomial coefficients. For example,

$$
\begin{equation*}
\binom{N_{1}+N_{2}+N_{3}}{r_{a}}=\sum_{r_{1}=0}^{r_{a}} \sum_{r_{2}=0}^{r_{1}}\binom{N_{1}}{r_{1}}\binom{N_{2}}{r_{2}}\binom{N_{3}}{r_{a}-r_{1}-r_{2}} . \tag{3.80}
\end{equation*}
$$

In many cases, probabilistic reasoning is a powerful tool for deriving purely mathematical results; more examples of this are given by Feller (1950, Chap. 2 \& 3) and in later chapters of the present work.

### 3.7 The binomial distribution

Although somewhat complicated mathematically, the hypergeometric distribution arises from a problem that is very clear and simple conceptually; there are only a finite number of possibilities and all the above results are exact for the problems as stated. As an introduction to a mathematically simpler, but conceptually far more difficult, problem, we examine a limiting form of the hypergeometric distribution.

The complication of the hypergeometric distribution arises because it is taking into account the changing contents of the urn; knowing the result of any draw changes the probability for red for any other draw. But if the number $N$ of balls in the urn is very large compared with the number drawn $(N \gg n)$, then this probability changes very little, and in the limit $N \rightarrow \infty$ we should have a simpler result, free of such dependencies. To verify this, we write the hypergeometric distribution (3.22) as

$$
\begin{equation*}
h(r \mid N, M, n)=\frac{\left[\frac{1}{N^{r}}\binom{M}{r}\right]\left[\frac{1}{N^{n-r}}\binom{N-M}{n-r}\right]}{\left[\frac{1}{N^{n}}\binom{N}{n}\right]} \tag{3.81}
\end{equation*}
$$

The first factor is

$$
\begin{equation*}
\frac{1}{N^{r}}\binom{M}{r}=\frac{1}{r!} \frac{M}{N}\left(\frac{M}{N}-\frac{1}{N}\right)\left(\frac{M}{N}-\frac{2}{N}\right) \cdots\left(\frac{M}{N}-\frac{r-1}{N}\right) \tag{3.82}
\end{equation*}
$$

and in the limit $N \rightarrow \infty, M \rightarrow \infty, M / N \rightarrow f$, we have

$$
\begin{equation*}
\frac{1}{N^{r}}\binom{M}{r} \rightarrow \frac{f^{r}}{r!} \tag{3.83}
\end{equation*}
$$

Likewise,

$$
\begin{align*}
\frac{1}{N^{n-r}}\binom{M-1}{n-r} & \rightarrow \frac{(1-f)^{n-r}}{(n-r)!}  \tag{3.84}\\
\frac{1}{N^{n}}\binom{N}{n} & \rightarrow \frac{1}{n!} \tag{3.85}
\end{align*}
$$

In principle, we should, of course, take the limit of the product in (3.81), not the product of the limits. But in (3.81) we have defined the factors so that each has its own independent limit, so the result is the same; the hypergeometric distribution goes into

$$
\begin{equation*}
h(r \mid N, M, n) \rightarrow b(r \mid n, f) \equiv\binom{n}{r} f^{r}(1-f)^{n-r} \tag{3.86}
\end{equation*}
$$

called the binomial distribution, because evaluation of the generating function (3.24) now reduces to

$$
\begin{equation*}
G(t) \equiv \sum_{r=0}^{n} b(r \mid n, f) t^{r}=(1-f+f t)^{n} \tag{3.87}
\end{equation*}
$$

an example of Newton's binomial theorem.
Figure 3.1 compares three hypergeometric distributions with $N=15,30,100$ and $M / N=0.4, n=10$ to the binomial distribution with $n=10, f=0.4$. All have their peak


Fig. 3.1. The hypergeometric distribution for $N=15,30,100, \infty$.
at $r=4$, and all distributions have the same first moment $\langle r\rangle=E(r)=4$, but the binomial distribution is broader.

The $N=15$ hypergeometric distribution is zero for $r=0$ and $r>6$, since on drawing ten balls from an urn containing only six red and nine white, it is not possible to get fewer than one or more than six red balls. When $N>100$ the hypergeometric distribution agrees so closely with the binomial that for most purposes it would not matter which one we used. Analytical properties of the binomial distribution are collected in Chapter 7. In Chapter 9 we find, in connection with significance tests, situations where the binomial distribution is exact for purely combinatorial reasons in a finite sample space, Eq. (9.46).

We can carry out a similar limiting process on the generalized hypergeometric distribution (3.75). It is left as an exercise to show that in the limit where all $N_{i} \rightarrow \infty$ in such a way that the fractions

$$
\begin{equation*}
f_{i} \equiv \frac{N_{i}}{\sum N_{j}} \tag{3.88}
\end{equation*}
$$

tend to constants, (3.75) goes into the multinomial distribution

$$
\begin{equation*}
m\left(r_{1} \cdots r_{k} \mid f_{1} \cdots f_{k}\right)=\frac{r!}{r_{1}!\cdots r_{k}!} f_{1}^{r_{1}} \cdots f_{k}^{r_{k}} \tag{3.89}
\end{equation*}
$$

where $r \equiv \sum r_{i}$. And, as in (3.87), we can define a generating function of $(k-1)$ variables, from which we can prove that (3.89) is correctly normalized and derive many other useful results.

Exercise 3.2. Suppose an urn contains $N=\sum N_{i}$ balls, $N_{1}$ of color $1, N_{2}$ of color $2, \ldots, N_{k}$ of color $k$. We draw $m$ balls without replacement; what is the probability that we have at least one of each color? Supposing $k=5$, all $N_{i}=10$, how many do we need to draw in order to have at least a $90 \%$ probability for getting a full set?

Exercise 3.3. Suppose that in the previous exercise $k$ is initially unknown, but we know that the urn contains exactly 50 balls. Drawing out 20 of them, we find three different colors; now what do we know about $k$ ? We know from deductive reasoning (i.e. with certainty) that $3 \leq k \leq 33$; but can you set narrower limits $k_{1} \leq k \leq k_{2}$ within which it is highly likely to be?
Hint: This question goes beyond the sampling theory of this chapter because, like most real scientific problems, the answer depends to some degree on our common sense judgments; nevertheless, our rules of probability theory are quite capable of dealing with it, and persons with reasonable common sense cannot differ appreciably in their conclusions.

Exercise 3.4. The $M$ urns are now numbered 1 to $M$, and $M$ balls, also numbered 1 to $M$, are thrown into them, one in each urn. If the numbers of a ball and its urn are the same, we have a match. Show that the probability for at least one match is

$$
\begin{equation*}
h=\sum_{k=1}^{M}(-1)^{k+1} / k! \tag{3.90}
\end{equation*}
$$

As $M \rightarrow \infty$, this converges to $1-1 / e=0.632$. The result is surprising to many, because, however large $M$ is, there remains an appreciable probability for no match at all.

Exercise 3.5. $N$ balls are tossed into $M$ urns; there are evidently $M^{N}$ ways this can be done. If the robot considers them all equally likely, what is the probability that each urn receives at least one ball?

### 3.8 Sampling with replacement

Up to now, we have considered only the case where we sample without replacement; and that is evidently appropriate for many real situations. For example, in a quality control application, what we have called simply 'drawing a ball' might consist of taking a manufactured item, such as an electric light bulb, from a carton of similar light bulbs and testing it to destruction. In a chemistry experiment, it might consist of weighing out a sample of an unknown protein, then dissolving it in hot sulfuric acid to measure its nitrogen content. In either case, there can be no thought of 'drawing that same ball' again.

But suppose now that, being less destructive, we sample balls from the urn and, after recording the 'color' (i.e. the relevant property) of each, we replace it in the urn before drawing the next ball. This case, of sampling with replacement, is enormously more complicated conceptually, but, with some assumptions usually made, ends up being simpler mathematically than sampling without replacement. Let us go back to the probability for drawing two red balls in succession. Denoting by $B^{\prime}$ the same background information as before, except for the added stipulation that the balls are to be replaced, we still have an equation like (3.9):

$$
\begin{equation*}
P\left(R_{1} R_{2} \mid B^{\prime}\right)=P\left(R_{1} \mid B^{\prime}\right) P\left(R_{2} \mid R_{1} B^{\prime}\right) \tag{3.91}
\end{equation*}
$$

and the first factor is still, evidently, $(M / N)$; but what is the second one?
Answering this would be, in general, a very difficult problem, requiring much additional analysis if the background information $B^{\prime}$ includes some simple but highly relevant common sense information that we all have. What happens to that red ball that we put back in the urn? If we merely dropped it into the urn, and immediately drew another ball, then it was
left lying on the top of the other balls (or in the top layer of balls), and so it is more likely to be drawn again than any other specified ball whose location in the urn is unknown. But this upsets the whole basis of our calculation, because the probability for drawing any particular ( $i$ th) ball is no longer given by the Bernoulli urn rule which led to (3.11).

### 3.8.1 Digression: a sermon on reality vs. models

The difficulty we face here is that many things which were irrelevant from symmetry, as long as the robot's state of knowledge was invariant under any permutation of the balls, suddenly become relevant, and, by one of our desiderata of rationality, the robot must take into account all the relevant information it has. But the probability for drawing any particular ball now depends on such details as the exact size and shape of the urn, the size of the balls, the exact way in which the first one was tossed back in, the elastic properties of balls and urn, the coefficients of friction between balls and between ball and urn, the exact way you reach in to draw the second ball, etc. In a symmetric situation, all of these details are irrelevant.

Even if all these relevant data were at hand, we do not think that a team of the world's best scientists and mathematicians, backed up by all the world's computing facilities, would be able to solve the problem; or would even know how to get started on it. Still, it would not be quite right to say that the problem is unsolvable in principle; only so complicated that it is not worth anybody's time to think about it. So what do we do?

In probability theory there is a very clever trick for handling a problem that becomes too difficult. We just solve it anyway by:
(1) making it still harder;
(2) redefining what we mean by 'solving' it, so that it becomes something we can do;
(3) inventing a dignified and technical-sounding word to describe this procedure, which has the psychological effect of concealing the real nature of what we have done, and making it appear respectable.

In the case of sampling with replacement, we apply this strategy as follows.
(1) Suppose that, after tossing the ball in, we shake up the urn. However complicated the problem was initially, it now becomes many orders of magnitude more complicated, because the solution now depends on every detail of the precise way we shake it, in addition to all the factors mentioned above.
(2) We now assert that the shaking has somehow made all these details irrelevant, so that the problem reverts back to the simple one where the Bernoulli urn rule applies.
(3) We invent the dignified-sounding word randomization to describe what we have done. This term is, evidently, a euphemism, whose real meaning is: deliberately throwing away relevant information when it becomes too complicated for us to handle.

We have described this procedure in laconic terms, because an antidote is needed for the impression created by some writers on probability theory, who attach a kind of mystical significance to it. For some, declaring a problem to be 'randomized' is an incantation with
the same purpose and effect as those uttered by an exorcist to drive out evil spirits; i.e. it cleanses their subsequent calculations and renders them immune to criticism. We agnostics often envy the True Believer, who thus acquires so easily that sense of security which is forever denied to us.

However, in defense of this procedure, we have to admit that it often leads to a useful approximation to the correct solution; i.e. the complicated details, while undeniably relevant in principle, might nevertheless have little numerical effect on the answers to certain particularly simple questions, such as the probability for drawing $r$ red balls in $n$ trials when $n$ is sufficiently small. But from the standpoint of principle, an element of vagueness necessarily enters at this point; for, while we may feel intuitively that this leads to a good approximation, we have no proof of this, much less a reliable estimate of the accuracy of the approximation, which presumably improves with more shaking.

The vagueness is evident particularly in the fact that different people have widely divergent views about how much shaking is required to justify step (2). Witness the minor furor surrounding a US Government-sponsored and nationally televized game of chance some years ago, when someone objected that the procedure for drawing numbers from a fish bowl to determine the order of call-up of young men for Military Service was 'unfair' because the bowl hadn't been shaken enough to make the drawing 'truly random', whatever that means. Yet if anyone had asked the objector: 'To whom is it unfair?' he could not have given any answer except, 'To those whose numbers are on top; I don't know who they are.' But after any amount of further shaking, this will still be true! So what does the shaking accomplish?

Shaking does not make the result 'random', because that term is basically meaningless as an attribute of the real world; it has no clear definition applicable in the real world. The belief that 'randomness' is some kind of real property existing in Nature is a form of the mind projection fallacy which says, in effect, ‘I don't know the detailed causes - therefore Nature does not know them.' What shaking accomplishes is very different. It does not affect Nature's workings in any way; it only ensures that no human is able to exert any wilful influence on the result. Therefore, nobody can be charged with 'fixing' the outcome.

At this point, you may accuse us of nitpicking, because you know that after all this sermonizing, we are just going to go ahead and use the randomized solution like everybody else does. Note, however, that our objection is not to the procedure itself, provided that we acknowledge honestly what we are doing; i.e. instead of solving the real problem, we are making a practical compromise and being, of necessity, content with an approximate solution. That is something we have to do in all areas of applied mathematics, and there is no reason to expect probability theory to be any different.

Our objection is to the belief that by randomization we somehow make our subsequent equations exact; so exact that we can then subject our solution to all kinds of extreme conditions and believe the results, when applied to the real world. The most serious and most common error resulting from this belief is in the derivation of limit theorems (i.e. when sampling with replacement, nothing prevents us from passing to the limit $n \rightarrow \infty$ and obtaining the usual 'laws of large numbers'). If we do not recognize the approximate
nature of our starting equations, we delude ourselves into believing that we have proved things (such as the identity of probability and limiting frequency) that are just not true in real repetitive experiments.

The danger here is particularly great because mathematicians generally regard these limit theorems as the most important and sophisticated fruits of probability theory, and have a tendency to use language which implies that they are proving properties of the real world. Our point is that these theorems are valid properties of the abstract mathematical model that was defined and analyzed. The issue is: to what extent does that model resemble the real world? It is probably safe to say that no limit theorem is directly applicable in the real world, simply because no mathematical model captures every circumstance that is relevant in the real world. Anyone who believes that he is proving things about the real world, is a victim of the mind projection fallacy.

Let us return to the equations. What answer can we now give to the question posed after Eq. (3.91)? The probability $P\left(R_{2} \mid R_{1} B^{\prime}\right)$ of drawing a red ball on the second draw clearly depends not only on $N$ and $M$, but also on the fact that a red one has already been drawn and replaced. But this latter dependence is so complicated that we can't, in real life, take it into account; so we shake the urn to 'randomize' the problem, and then declare $R_{1}$ to be irrelevant: $P\left(R_{2} \mid R_{1} B^{\prime}\right)=P\left(R_{2} \mid B^{\prime}\right)=M / N$. After drawing and replacing the second ball, we again shake the urn, declare it 'randomized,' and set $P\left(R_{3} \mid R_{2} R_{1} B^{\prime}\right)=P\left(R_{3} \mid B^{\prime}\right)=M / N$, etc. In this approximation, the probability for drawing a red ball at any trial is $M / N$.

This is not just a repetition of what we learned in (3.37); what is new here is that the result now holds whatever information the robot may have about what happened in the other trials. This leads us to write the probability for drawing exactly $r$ red balls in $n$ trials, regardless of order, as

$$
\begin{equation*}
\binom{n}{r}\left(\frac{M}{N}\right)^{r}\left(\frac{N-M}{N}\right)^{n-r}, \tag{3.92}
\end{equation*}
$$

which is just the binomial distribution (3.86). Randomized sampling with replacement from an urn with finite $N$ has approximately the same effect as passage to the limit $N \rightarrow \infty$ without replacement.

Evidently, for small $n$, this approximation will be quite good; but for large $n$ these small errors can accumulate (depending on exactly how we shake the urn, etc.) to the point where (3.92) is misleading. Let us demonstrate this by a simple, but realistic, extension of the problem.

### 3.9 Correction for correlations

Suppose that, from an intricate logical analysis, drawing and replacing a red ball increases the probability for a red one at the next draw by some small amount $\epsilon>0$, while drawing and replacing a white one decreases the probability for a red one at the next draw by a (possibly equal) small quantity $\delta>0$; and that the influence of earlier draws than the last
one is negligible compared with $\epsilon$ or $\delta$. You may call this effect a small 'propensity' if you like; at least it expresses a physical causation that operates only forward in time. Then, letting $C$ stand for all the above background information, including the statements just made about correlations and the information that we draw $n$ balls, we have

$$
\begin{gather*}
P\left(R_{k} \mid R_{k-1} C\right)=p+\epsilon, \quad P\left(R_{k} \mid W_{k-1} C\right)=p-\delta,  \tag{3.93}\\
P\left(W_{k} \mid R_{k-1} C\right)=1-p-\epsilon, \quad P\left(W_{k} \mid W_{k-1} C\right)=1-p+\delta,
\end{gather*}
$$

where $p \equiv M / N$. From this, the probability for drawing $r$ red and $(n-r)$ white balls in any specified order is easily seen to be

$$
\begin{equation*}
p(p+\epsilon)^{c}(p-\delta)^{c^{\prime}}(1-p+\delta)^{w}(1-p-\epsilon)^{w^{\prime}} \tag{3.94}
\end{equation*}
$$

if the first draw is red; whereas, if the first is white, the first factor in (3.94) should be $(1-p)$. Here, $c$ is the number of red draws preceded by red ones, $c^{\prime}$ the number of red preceded by white, $w$ the number of white draws preceded by white, and $w^{\prime}$ the number of white preceded by red. Evidently,

$$
c+c^{\prime}=\left[\begin{array}{c}
r-1  \tag{3.95}\\
r
\end{array}\right], \quad w+w^{\prime}=\left[\begin{array}{c}
n-r \\
n-r-1
\end{array}\right]
$$

the upper and lower cases holding when the first draw is red or white, respectively.
When $r$ and $(n-r)$ are small, the presence of $\epsilon$ and $\delta$ in (3.94) makes little difference, and the equation reduces for all practical purposes to

$$
\begin{equation*}
p^{r}(1-p)^{n-r}, \tag{3.96}
\end{equation*}
$$

as in the binomial distribution (3.92). But, as these numbers increase, we can use relations of the form

$$
\begin{equation*}
\left(1+\frac{\epsilon}{p}\right)^{c} \simeq \exp \left\{\frac{\epsilon c}{p}\right\} \tag{3.97}
\end{equation*}
$$

and (3.94) goes into

$$
\begin{equation*}
p^{r}(1-p)^{n-r} \exp \left\{\frac{\epsilon c-\delta c^{\prime}}{p}+\frac{\delta w-\epsilon w^{\prime}}{1-p}\right\} . \tag{3.98}
\end{equation*}
$$

The probability for drawing $r$ red and $(n-r)$ white balls now depends on the order in which red and white appear, and, for a given $\epsilon$, when the numbers $c, c^{\prime}, w, w^{\prime}$ become sufficiently large, the probability can become arbitrarily large (or small) compared with (3.92).

We see this effect most clearly if we suppose that $N=2 M, p=1 / 2$, in which case we will surely have $\epsilon=\delta$. The exponential factor in (3.98) then reduces to

$$
\begin{equation*}
\exp \left\{2 \epsilon\left[\left(c-c^{\prime}\right)+\left(w-w^{\prime}\right)\right]\right\} \tag{3.99}
\end{equation*}
$$

This shows that (i) as the number $n$ of draws tends to infinity, the probability for results containing 'long runs' (i.e. long strings of red (or white) balls in succession), becomes arbitrarily large compared with the value given by the 'randomized' approximation; (ii) this
effect becomes appreciable when the numbers $(\epsilon c)$, etc., become of order unity. Thus, if $\epsilon=10^{-2}$, the randomized approximation can be trusted reasonably well as long as $n<$ 100; beyond that, we might delude ourselves by using it. Indeed, it is notorious that in real repetitive experiments where conditions appear to be the same at each trial, such runs - although extremely improbable on the randomized approximation - are nevertheless observed to happen.

Now let us note how the correlations expressed by (3.93) affect some of our previous calculations. The probabilities for the first draw are of course the same as (3.8); we now use the notation

$$
\begin{equation*}
p=P\left(R_{1} \mid C\right)=\frac{M}{N}, \quad q=1-p=P\left(W_{1} \mid C\right)=\frac{N-M}{N} \tag{3.100}
\end{equation*}
$$

But for the second trial we have instead of (3.35)

$$
\begin{align*}
P\left(R_{2} \mid C\right) & =P\left(R_{2} R_{1} \mid C\right)+P\left(R_{2} W_{1} \mid C\right) \\
& =P\left(R_{2} \mid R_{1} C\right) P\left(R_{1} \mid C\right)+P\left(R_{2} \mid W_{1} C\right) P\left(W_{1} \mid C\right)  \tag{3.101}\\
& =(p+\epsilon) p+(p-\delta) q \\
& =p+(p \epsilon-q \delta)
\end{align*}
$$

and continuing for the third trial

$$
\begin{align*}
P\left(R_{3} \mid C\right) & =P\left(R_{3} \mid R_{2} C\right) P\left(R_{2} \mid C\right)+P\left(R_{3} \mid W_{2} C\right) P\left(W_{2} \mid C\right) \\
& =(p+\epsilon)(p+p \epsilon-q \delta)+(p-\delta)(q-p \epsilon+q \delta)  \tag{3.102}\\
& =p+(1+\epsilon+\delta)(p \epsilon-q \delta) .
\end{align*}
$$

We see that $P\left(R_{k} \mid C\right)$ is no longer independent of $k$; the correlated probability distribution is no longer exchangeable. But does $P\left(R_{k} \mid C\right)$ approach some limit as $k \rightarrow \infty$ ?

It would be almost impossible to guess the general $P\left(R_{k} \mid C\right)$ by induction, following the method in (3.101) and (3.102) a few steps further. For this calculation we need a more powerful method. If we write the probabilities for the $k$ th trial as a vector,

$$
V_{k} \equiv\left[\begin{array}{l}
P\left(R_{k} \mid C\right)  \tag{3.103}\\
P\left(W_{k} \mid C\right)
\end{array}\right],
$$

then (3.93) can be expressed in matrix form:

$$
\begin{equation*}
V_{k}=M V_{k-1}, \tag{3.104}
\end{equation*}
$$

with

$$
M=\left(\begin{array}{cc}
{[p+\epsilon]} & {[p-\delta]}  \tag{3.105}\\
{[q-\epsilon]} & {[q+\delta]}
\end{array}\right) .
$$

This defines a Markov chain of probabilities, and $M$ is called the transition matrix. Now the slow induction of (3.101) and (3.102) proceeds instantly to any distance we please:

$$
\begin{equation*}
V_{k}=M^{k-1} V_{1} \tag{3.106}
\end{equation*}
$$

So, to have the general solution, we need only to find the eigenvectors and eigenvalues of $M$. The characteristic polynomial is

$$
\begin{equation*}
C(\lambda) \equiv \operatorname{det}\left(M_{i j}-\lambda \delta_{i j}\right)=\lambda^{2}-\lambda(1+\epsilon+\delta)+(\epsilon+\delta) \tag{3.107}
\end{equation*}
$$

so the roots of $C(\lambda)=0$ are the eigenvalues

$$
\begin{align*}
& \lambda_{1}=1 \\
& \lambda_{2}=\epsilon+\delta \tag{3.108}
\end{align*}
$$

Now, for any $2 \times 2$ matrix

$$
M=\left(\begin{array}{ll}
a & b  \tag{3.109}\\
c & d
\end{array}\right)
$$

with an eigenvalue $\lambda$, the corresponding (non-normalized) right eigenvector is

$$
\begin{equation*}
x=(b \lambda-a), \tag{3.110}
\end{equation*}
$$

for which we have at once $M x=\lambda x$. Therefore, our eigenvectors are

$$
\begin{equation*}
x_{1}=\binom{p-\delta}{q-\epsilon}, \quad x_{2}=\binom{1}{-1} \tag{3.111}
\end{equation*}
$$

These are not orthogonal, since $M$ is not a symmetric matrix. Nevertheless, if we use (3.111) to define the transformation matrix

$$
S=\left(\begin{array}{cc}
{[p-\delta]} & 1  \tag{3.112}\\
{[q-\epsilon]} & -1
\end{array}\right)
$$

we find its inverse to be

$$
S^{-1}=\frac{1}{1-\epsilon-\delta}\left(\begin{array}{cc}
1 & 1  \tag{3.113}\\
{[q-\epsilon]} & -[p-\delta]
\end{array}\right)
$$

and we can verify by direct matrix multiplication that

$$
S^{-1} M S=\Lambda=\left(\begin{array}{cc}
\lambda_{1} & 0  \tag{3.114}\\
0 & \lambda_{2}
\end{array}\right)
$$

where $\Lambda$ is the diagonalized matrix. Then we have for any $r$, positive, negative, or even complex:

$$
\begin{equation*}
M^{r}=S \Lambda^{r} S^{-1} \tag{3.115}
\end{equation*}
$$

or

$$
M^{r}=\frac{1}{1-\epsilon-\delta}\left(\begin{array}{cc}
p-\delta+[\epsilon+\delta]^{r}[q-\epsilon] & {[p-\delta]\left[1-(\epsilon+\delta)^{r}\right]}  \tag{3.116}\\
{[q-\epsilon]\left[1-(\epsilon+\delta)^{r}\right]} & q-\epsilon+[\epsilon+\delta]^{r}[p-\delta]
\end{array}\right),
$$

and since

$$
\begin{equation*}
V_{1}=\binom{p}{q} \tag{3.117}
\end{equation*}
$$

the general solution (3.106) sought is

$$
\begin{equation*}
P\left(R_{k} \mid C\right)=\frac{(p-\delta)-(\epsilon+\delta)^{k-1}(p \epsilon-q \delta)}{1-\epsilon-\delta} . \tag{3.118}
\end{equation*}
$$

We can check that this agrees with (3.100), (3.101) and (3.102). From examining (3.118) it is clear why it would have been almost impossible to guess the general formula by induction. When $\epsilon=\delta=0$, this reduces to $P\left(R_{k} \mid C\right)=p$, supplying the proof promised after Eq. (3.37).

Although we started this discussion by supposing that $\epsilon$ and $\delta$ were small and positive, we have not actually used that assumption, and so, whatever their values, the solution (3.118) is exact for the abstract model that we have defined. This enables us to include two interesting extreme cases. If not small, $\epsilon$ and $\delta$ must be at least bounded, because all quantities in (3.93) must be probabilities (i.e. in $[0,1]$ ). This requires that

$$
\begin{equation*}
-p \leq \epsilon \leq q, \quad-q \leq \delta \leq p \tag{3.119}
\end{equation*}
$$

or

$$
\begin{equation*}
-1 \leq \epsilon+\delta \leq 1 \tag{3.120}
\end{equation*}
$$

But from (3.119), $\epsilon+\delta=1$ if and only if $\epsilon=q, \delta=p$, in which case the transition matrix reduces to the unit matrix

$$
M=\left(\begin{array}{ll}
1 & 0  \tag{3.121}\\
0 & 1
\end{array}\right)
$$

and there are no 'transitions'. This is a degenerate case in which the positive correlations are so strong that whatever color happens to be drawn on the first trial is certain to be drawn also on all succeeding ones:

$$
\begin{equation*}
P\left(R_{k} \mid C\right)=p, \quad \text { all } k \tag{3.122}
\end{equation*}
$$

Likewise, if $\epsilon+\delta=-1$, then the transition matrix must be

$$
M=\left(\begin{array}{ll}
0 & 1  \tag{3.123}\\
1 & 0
\end{array}\right)
$$

and we have nothing but transitions; i.e. the negative correlations are so strong that the colors are certain to alternate after the first draw:

$$
P\left(R_{k} \mid C\right)=\left\{\begin{array}{ll}
p, & k \text { odd }  \tag{3.124}\\
q, & k \text { even }
\end{array}\right\}
$$

This case is unrealistic because intuition tells us rather strongly that $\epsilon$ and $\delta$ should be positive quantities; surely, whatever the logical analysis used to assign the numerical value of $\epsilon$, leaving a red ball in the top layer must increase, not decrease, the probability of red on the next draw. But if $\epsilon$ and $\delta$ must not be negative, then the lower bound in (3.120) is really zero, which is achieved only when $\epsilon=\delta=0$. Then $M$ in (3.105) becomes singular, and we revert to the binomial distribution case already discussed.

In the intermediate and realistic cases where $0<|\epsilon+\delta|<1$, the last term of (3.118) attenuates exponentially with $k$, and in the limit

$$
\begin{equation*}
P\left(R_{k} \mid C\right) \rightarrow \frac{p-\delta}{1-\epsilon-\delta} . \tag{3.125}
\end{equation*}
$$

But although these single-trial probabilities settle down to steady values as in an exchangeable distribution, the underlying correlations are still at work and the limiting distribution is not exchangeable. To see this, let us consider the conditional probabilities $P\left(R_{k} \mid R_{j} C\right)$. These are found by noting that the Markov chain relation (3.104) holds whatever the vector $V_{k-1}$; i.e. whether or not it is the vector generated from $V_{1}$ as in (3.106). Therefore, if we are given that red occurred on the $j$ th trial, then

$$
\begin{equation*}
V_{j}=\binom{1}{0} \tag{3.126}
\end{equation*}
$$

and we have from (3.104)

$$
\begin{equation*}
V_{k}=M^{k-j} V_{j}, \quad j \leq k \tag{3.127}
\end{equation*}
$$

from which, using (3.115),

$$
\begin{equation*}
P\left(R_{k} \mid R_{j} C\right)=\frac{(p-\delta)+(\epsilon+\delta)^{k-j}(q-\epsilon)}{1-\epsilon-\delta}, \quad j<k \tag{3.128}
\end{equation*}
$$

which approaches the same limit (3.125). The forward inferences are about what we might expect; the steady value (3.125) plus a term that decays exponentially with distance. But the backward inferences are different; note that the general product rule holds, as always:

$$
\begin{equation*}
P\left(R_{k} R_{j} \mid C\right)=P\left(R_{k} \mid R_{j} C\right) P\left(R_{j} \mid C\right)=P\left(R_{j} \mid R_{k} C\right) P\left(R_{k} \mid C\right) \tag{3.129}
\end{equation*}
$$

Therefore, since we have seen that $P\left(R_{k} \mid C\right) \neq P\left(R_{j} \mid C\right)$, it follows that

$$
\begin{equation*}
P\left(R_{j} \mid R_{k} C\right) \neq P\left(R_{k} \mid R_{j} C\right) \tag{3.130}
\end{equation*}
$$

The backward inference is still possible, but it is no longer the same formula as the forward inference as it would be in an exchangeable sequence.

As we shall see later, this example is the simplest possible 'baby' version of a very common and important physical problem: an irreversible process in the 'Markovian approximation'. Another common technical language would call it an autoregressive model of first order. It can be generalized greatly to the case of matrices of arbitrary dimension and many-step or continuous, rather than single-step, memory influences. But for reasons noted earlier (confusion of inference and causality in the literature of statistical mechanics), the backward inference part of the solution is almost always missed. Some try to do backward inference by extrapolating the forward solution backward in time, with quite bizarre and unphysical results. Therefore the reader is, in effect, conducting new research in doing the following exercise.

Exercise 3.6. Find the explicit formula $P\left(R_{j} \mid R_{k} C\right)$ for the backward inference corresponding to the result (3.128) by using (3.118) and (3.129). (a) Explain the reason for the difference between forward and backward inferences in simple intuitive terms. (b) In what way does the backward inference differ from the forward inference extrapolated backward? Which is more reasonable intuitively? (c) Do backward inferences also decay to steady values? If so, is a property somewhat like exchangeability restored for events sufficiently separated? For example, if we consider only every tenth draw or every hundredth draw, do we approach an exchangeable distribution on this subset?

### 3.10 Simplification

The above formulas (3.100)-(3.130) hold for any $\epsilon, \delta$ satisfying the inequalities (3.119). But, on surveying them, we note that a remarkable simplification occurs if they satisfy

$$
\begin{equation*}
p \epsilon=q \delta \tag{3.131}
\end{equation*}
$$

For then we have

$$
\begin{equation*}
\frac{p-\delta}{1-\epsilon-\delta}=p, \quad \frac{q-\epsilon}{1-\epsilon-\delta}=q, \quad \epsilon+\delta=\frac{\epsilon}{q} \tag{3.132}
\end{equation*}
$$

and our main results (3.118) and (3.128) collapse to

$$
\begin{gather*}
P\left(R_{k} \mid C\right)=p, \quad \text { all } k  \tag{3.133}\\
P\left(R_{k} \mid R_{j} C\right)=P\left(R_{j} \mid R_{k} C\right)=p+q\left(\frac{\epsilon}{q}\right)^{|k-j|}, \quad \text { all } k, j \tag{3.134}
\end{gather*}
$$

The distribution is still not exchangeable, since the conditional probabilities (3.134) still depend on the separation $|k-j|$ of the trials; but the symmetry of forward and backward inferences is restored, even though the causal influences $\epsilon, \delta$ operate only forward. Indeed, we see from our derivation of (3.40) that this forward-backward symmetry is a necessary consequence of (3.133), whether or not the distribution is exchangeable.

What is the meaning of this magic condition (3.131)? It does not make the matrix $M$ assume any particularly simple form, and it does not turn off the effect of the correlations. What it does is to make the solution (3.133) invariant; that is, the initial vector (3.117) is then equal but for normalization to the eigenvector $x_{1}$ in (3.111), so the initial vector remains unchanged by the matrix (3.105).

In general, of course, there is no reason why this simplifying condition should hold. Yet in the case of our urn, we can see a kind of rationale for it. Suppose that when the urn has initially $N$ balls, they are in $L$ layers. Then, after withdrawing one ball, there are about $n=(N-1) / L$ of them in the top layer, of which we expect about $n p$ to be red, $n q=n(1-p)$ white. Now we toss the drawn ball back in. If it was red, the probability of
getting red at the next draw if we do not shake the urn is about

$$
\begin{equation*}
\frac{n p+1}{n+1}=p+\frac{1-p}{n}+O\left(\frac{1}{n^{2}}\right) \tag{3.135}
\end{equation*}
$$

and if it is white the probability for getting white at the next draw is about

$$
\begin{equation*}
\frac{n(1-p)+1}{n+1}=1-p+\frac{p}{n}+O\left(\frac{1}{n^{2}}\right) \tag{3.136}
\end{equation*}
$$

Comparing with (3.93) we see that we could estimate $\epsilon$ and $\delta$ by

$$
\begin{equation*}
\epsilon \simeq q / n, \quad \delta \simeq p / n \tag{3.137}
\end{equation*}
$$

whereupon our magic condition (3.131) is satisfied. Of course, the argument just given is too crude to be called a derivation, but at least it indicates that there is nothing inherently unreasonable about (3.131). We leave it for the reader to speculate about what significance and use this curious fact might have, and whether it generalizes beyond the Markovian approximation.

We have now had a first glimpse of some of the principles and pitfalls of standard sampling theory. All the results we have found will generalize greatly, and will be useful parts of our 'toolbox' for the applications to follow.

### 3.11 Comments

In most real physical experiments we are not, literally, drawing from any 'urn'. Nevertheless, the idea has turned out to be a useful conceptual device, and in the 250 years since Bernoulli's Ars Conjectandi it has appeared to scientists that many physical measurements are very much like 'drawing from Nature's urn'. But to some the word 'urn' has gruesome connotations, and in much of the literature one finds such expressions as 'drawing from a population'.

In a few cases, such as recording counts from a radioactive source, survey sampling, and industrial quality control testing, one is quite literally drawing from a real, finite population, and the urn analogy is particularly apt. Then the probability distributions just found, and their limiting forms and generalizations noted in Chapter 7, will be appropriate and useful. In some cases, such as agricultural experiments or testing the effectiveness of a new medical procedure, our credulity can be strained to the point where we see a vague resemblance to the urn problem.

In other cases, such as flipping a coin, making repeated measurements of the temperature and wind velocity, the position of a planet, the weight of a baby, or the price of a commodity, the urn analogy seems so farfetched as to be dangerously misleading. Yet in much of the literature one still uses urn distributions to represent the data probabilities, and tries to justify that choice by visualizing the experiment as drawing from some 'hypothetical infinite population' which is entirely a figment of our imagination. Functionally, the main consequence of this is strict independence of successive draws, regardless of all other
circumstances. Obviously, this is not sound reasoning, and a price must be paid eventually in erroneous conclusions.

This kind of conceptualizing often leads one to suppose that these distributions represent not just our prior state of knowledge about the data, but the actual long-run variability of the data in such experiments. Clearly, such a belief cannot be justified; anyone who claims to know in advance the long-run results in an experiment that has not been performed is drawing on a vivid imagination, not on any fund of actual knowledge of the phenomenon. Indeed, if that infinite population is only imagined, then it seems that we are free to imagine any population we please.

From a mere act of the imagination we cannot learn anything about the real world. To suppose that the resulting probability assignments have any real physical meaning is just another form of the mind projection fallacy. In practice, this diverts our attention to irrelevancies and away from the things that really matter (such as information about the real world that is not expressible in terms of any sampling distribution, or does not fit into the urn picture, but which is nevertheless highly cogent for the inferences we want to make). Usually, the price paid for this folly is missed opportunities; had we recognized that information, more accurate and/or more reliable inferences could have been made.

Urn-type conceptualizing is capable of dealing with only the most primitive kind of information, and really sophisticated applications require us to develop principles that go far beyond the idea of urns. But the situation is quite subtle, because, as we stressed before in connection with Gödel's theorem, an erroneous argument does not necessarily lead to a wrong conclusion. In fact, as we shall find in Chapter 9, highly sophisticated calculations sometimes lead us back to urn-type distributions, for purely mathematical reasons that have nothing to do conceptually with urns or populations. The hypergeometric and binomial distributions found in this chapter will continue to reappear, because they have a fundamental mathematical status quite independent of arguments that we used to find them here. ${ }^{2}$

On the other hand, we could imagine a different problem in which we would have full confidence in urn-type reasoning leading to the binomial distribution, although it probably never arises in the real world. If we had a large supply $\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}$ of urns known to have identical contents, and those contents are known with certainty in advance - and then we used a fresh new urn for each draw - then we would assign $P(A)=M / N$ for every draw, strictly independently of what we know about any other draw. Such prior information would take precedence over any amount of data. If we did not know the contents ( $M, N$ ) of the urns - but we knew they all had identical contents - this strict independence would be lost, because then every draw from one urn would tell us something about the contents of the other urns, although it does not physically influence them.

From this we see once again that logical dependence is in general very different from causal physical dependence. We belabor this point so much because it is not recognized at all in most expositions of probability theory, and this has led to errors, as is suggested

[^12]by Exercise 3.6. In Chapter 4 we shall see a more serious error of this kind (see the discussion following Eq. (4.29)). But even when one manages to avoid actual error, to restrict probability theory to problems of physical causation is to lose its most important applications. The extent of this restriction - and the magnitude of the missed opportunity does not seem to be realized by those who are victims of this fallacy.

Indeed, most of the problems we have solved in this chapter are not considered to be within the scope of probability theory, and do not appear at all in those expositions which regard probability as a physical phenomenon. Such a view restricts one to a small subclass of the problems which can be dealt with usefully by probability theory as logic. For example, in the 'physical probability' theory it is not even considered legitimate to speak of the probability for an outcome at a specified trial; yet that is exactly the kind of thing about which it is necessary to reason in conducting scientific inference. The calculations of this chapter have illustrated this many times.

In summary: in each of the applications to follow, one must consider whether the experiment is really 'like' drawing from an urn; if it is not, then we must go back to first principles and apply the basic product and sum rules in the new context. This may or may not yield the urn distributions.

### 3.11.1 A look ahead

The probability distributions found in this chapter are called sampling distributions, or direct probabilities, which indicate that they are of the following form: Given some hypothesis $H$ about the phenomenon being observed (in the case just studied, the contents $(M, N)$ of the urn), what is the probability that we shall obtain some specified data $D$ (in this case, some sequence of red and white balls)? Historically, the term 'direct probability' has long had the additional connotation of reasoning from a supposed physical cause to an observable effect. But we have seen that not all sampling distributions can be so interpreted. In the present work we shall not use this term, but use 'sampling distribution' in the general sense of reasoning from some specified hypothesis to potentially observable data, whether the link between hypothesis and data is logical or causal.

Sampling distributions make predictions, such as the hypergeometric distribution (3.22), about potential observations (for example, the possible values and relative probabilities of different values of $r$ ). If the correct hypothesis is indeed known, then we expect the predictions to agree closely with the observations. If our hypothesis is not correct, they may be very different; then the nature of the discrepancy gives us a clue toward finding a better hypothesis. This is, very broadly stated, the basis for scientific inference. Just how wide the disagreement between prediction and observation must be in order to justify our rejecting the present hypothesis and seeking a new one, is the subject of significance tests. It was the need for such tests in astronomy that led Laplace and Gauss to study probability theory in the 18th and 19th centuries.

Although sampling theory plays a dominant role in conventional pedagogy, in the real world such problems are an almost negligible minority. In virtually all real problems of
scientific inference we are in just the opposite situation; the data $D$ are known but the correct hypothesis $H$ is not. Then the problem facing the scientist is of the inverse type: Given the data $D$, what is the probability that some specified hypothesis $H$ is true? Exercise 3.3 above was a simple introduction to this kind of problem. Indeed, the scientist's motivation for collecting data is usually to enable him to learn something about the phenomenon in this way.

Therefore, in the present work our attention will be directed almost exclusively to the methods for solving the inverse problem. This does not mean that we do not calculate sampling distributions; we need to do this constantly and it may be a major part of our computational job. But it does mean that for us the finding of a sampling distribution is almost never an end in itself.

Although the basic rules of probability theory solve such inverse problems just as readily as sampling problems, they have appeared quite different conceptually to many writers. A new feature seems present, because it is obvious that the question: 'What do you know about the hypothesis $H$ after seeing the data $D$ ?' cannot have any defensible answer unless we take into account: 'What did you know about $H$ before seeing $D$ ?' But this matter of previous knowledge did not figure in any of our sampling theory calculations. When we asked: 'What do you know about the data given the contents $(M, N)$ of the urn?' we did not seem to consider: 'What did you know about the data before you knew ( $M, N$ )?'

This apparent dissymmetry, it will turn out, is more apparent than real; it arises mostly from some habits of notation that we have slipped into, which obscure the basic unity of all inference. But we shall need to understand this very well before we can use probability theory effectively for hypothesis tests and their special cases, significance tests. In the next chapter we turn to this problem.

## 4

## Elementary hypothesis testing

I conceive the mind as a moving thing, and arguments as the motive forces driving it in one direction or the other.

John Craig (1699)

John Craig was a Scottish mathematician, and one of the first scholars to recognize the merit in Isaac Newton's new invention of 'the calculus'. The above sentence, written some 300 years ago in one of the early attempts to create a mathematical model of reasoning, requires changing by only one word in order to describe our present attitude. We would like to think that our minds are swayed not by arguments, but by evidence. And if fallible humans do not always achieve this objectivity, our desiderata were chosen with the aim of achieving it in our robot. Therefore to see how our robot's mind is 'driven in one direction or the other' by new evidence, we examine some applications that, although simple mathematically, have proved to have practical importance in several different fields.

As is clear from the basic desiderata listed in Chapter 1, the fundamental principle underlying all probabilistic inference is:

To form a judgment about the likely truth or falsity of any proposition $A$, the correct procedure is to calculate the probability that A is true:

$$
\begin{equation*}
P\left(A \mid E_{1} E_{2} \cdots\right) \tag{4.1}
\end{equation*}
$$

conditional on all the evidence at hand.
In a sampling context (i.e. when $A$ stands for some data set), this principle has seemed obvious to everybody from the start. We used it implicitly throughout Chapter 3 without feeling any need to state it explicitly. But when we turn to a more general context, the principle needs to be stressed because it has not been obvious to all workers (as we shall see repeatedly in later chapters).

The essence of 'honesty' or 'objectivity' demands that we take into account all the evidence we have, not just some arbitrarily chosen subset of it. Any such choice would amount either to ignoring evidence that we have, or presuming evidence that we do not have. This leads us to recognize at the outset that some information is always available to the robot.

### 4.1 Prior probabilities

Generally, when we give the robot its current problem, we will give it also some new information or 'data' $D$ pertaining to the specific matter at hand. But almost always the robot will have other information which we denote, for the time being, by $X$. This includes, at the very least, all its past experience, from the time it left the factory to the time it received its current problem. That is always part of the information available, and our desiderata do not allow the robot to ignore it. If we humans threw away what we knew yesterday in reasoning about our problems today, we would be below the level of wild animals; we could never know more than we can learn in one day, and education and civilization would be impossible.

So to our robot there is no such thing as an 'absolute' probability; all probabilities are necessarily conditional on $X$ at least. In solving a problem, its inferences should, according to the principle (4.1), take the form of calculating probabilities of the form $P(A \mid D X)$. Usually, part of $X$ is irrelevant to the current problem, in which case its presence is unnecessary but harmless; if it is irrelevant, it will cancel out mathematically. Indeed, that is what we really mean by 'irrelevant'.

Any probability $P(A \mid X)$ that is conditional on $X$ alone is called a prior probability. But we caution that the term 'prior' is another of those terms from the distant past that can be inappropriate and misleading today. In the first place, it does not necessarily mean 'earlier in time'. Indeed, the very concept of time is not in our general theory (although we may of course introduce it in a particular problem). The distinction is a purely logical one; any additional information beyond the immediate data $D$ of the current problem is by definition 'prior information'.

For example, it has happened more than once that a scientist has gathered a mass of data, but before getting around to the data analysis he receives some surprising new information that completely changes his ideas of how the data should be analyzed. That surprising new information is, logically, 'prior information' because it is not part of the data. Indeed, the separation of the totality of the evidence into two components called 'data' and 'prior information' is an arbitrary choice made by us, only for our convenience in organizing a chain of inferences. Although all such organizations must lead to the same final results if they succeed at all, some may lead to much easier calculations than others. Therefore, we do need to consider the order in which different pieces of information shall be taken into account in our calculations.

Because of some strange things that have been thought about prior probabilities in the past, we point out also that it would be a big mistake to think of $X$ as standing for some hidden major premise, or some universally valid proposition about Nature. Old misconceptions about the origin, nature, and proper functional use of prior probabilities are still common among those who continue to use the archaic term 'a-priori probabilities'. The term 'a-priori' was introduced by Immanuel Kant to denote a proposition whose truth can be known independently of experience; which is most emphatically what we do not mean here. $X$ denotes simply whatever additional information the robot has beyond what we have
chosen to call 'the data'. Those who are actively familiar with the use of prior probabilities in current real problems usually abbreviate further, and instead of saying 'the prior probability' or 'the prior probability distribution', they say simply, 'the prior'.

There is no single universal rule for assigning priors - the conversion of verbal prior information into numerical prior probabilities is an open-ended problem of logical analysis, to which we shall return many times. At present, four fairly general principles are known group invariance, maximum entropy, marginalization, and coding theory - which have led to successful solutions of many different kinds of problems. Undoubtedly, more principles are waiting to be discovered, which will open up new areas of application.

In conventional sampling theory, the only scenario considered is essentially that of 'drawing from an urn', and the only probabilities that arise are those that presuppose the contents of the 'urn' or the 'population' already known, and seek to predict what 'data' we are likely to get as a result. Problems of this type can become arbitrarily complicated in the details, and there is a highly developed mathematical literature dealing with them. For example, the massive two-volume work of Feller $(1950,1966)$ and the weighty compendium of Kendall and Stuart (1977) are restricted entirely to the calculation of sampling distributions. These works contain hundreds of nontrivial solutions that are useful in all parts of probability theory, and every worker in the field should be familiar with what is available in them.

However, as noted in the preceding chapter, almost all real problems of scientific inference involve us in the opposite situation; we already know the data $D$, and want probability theory to help us decide on the likely contents of the 'urn'. Stated more generally, we want probability theory to indicate which of a given set of hypotheses $\left\{H_{1}, H_{2}, \ldots\right\}$ is most likely to be true in the light of the data and any other evidence at hand. For example, the hypotheses may be various suppositions about the physical mechanism that is generating the data. But fundamentally, as in Chapter 3, physical causation is not an essential ingredient of the problem; what is essential is only that there be some kind of logical connection between the hypotheses and the data.

To solve this problem does not require any new principles beyond the product rule (3.1) that we used to find conditional sampling distributions; we need only to make a different choice of the propositions. Let us now use the notation

$$
\begin{aligned}
& X=\text { prior information } \\
& H=\text { some hypothesis to be tested } \\
& D=\text { the data }
\end{aligned}
$$

and write the product rule in the form

$$
\begin{equation*}
P(D H \mid X)=P(D \mid H X) P(H \mid X)=P(H \mid D X) P(D \mid X) \tag{4.2}
\end{equation*}
$$

We recognize $P(D \mid H X)$ as the sampling distribution which we studied in Chapter 3, but now written in a more flexible notation. In Chapter 3 we did not need to take any particular note of the prior information $X$, because all probabilities were conditional on $H$, and so we could suppose implicitly that the general verbal prior information defining the problem was included in $H$. This is the habit of notation that we have slipped into, which has obscured
the unified nature of all inference. Throughout all of sampling theory one can get away with this, and as a result the very term 'prior information' is absent from the literature of sampling theory.

Now, however, we are advancing to probabilities that are not conditional on $H$, but are still conditional on $X$, so we need separate notations for them. We see from (4.2) that to judge the likely truth of $H$ in the light of the data, we need not only the sampling probability $P(D \mid H X)$ but also the prior probabilities for $D$ and $H$ :

$$
\begin{equation*}
P(H \mid D X)=P(H \mid X) \frac{P(D \mid H X)}{P(D \mid X)} \tag{4.3}
\end{equation*}
$$

Although the derivation (4.2)-(4.3) is only the same mathematical result as (3.50)-(3.51), it has appeared to many workers to have a different logical status. From the start it has seemed clear how one determines numerical values of sampling probabilities, but not what determines the prior probabilities. In the present work we shall see that this was only an artifact of an unsymmetrical way of formulating problems, which left them ill-posed. One could see clearly how to assign sampling probabilities because the hypothesis $H$ was stated very specifically; had the prior information $X$ been specified equally well, it would have been equally clear how to assign prior probabilities.

When we look at these problems on a sufficiently fundamental level and realize how careful one must be to specify the prior information before we have a well-posed problem, it becomes evident that there is in fact no logical difference between (3.51) and (4.3); exactly the same principles are needed to assign either sampling probabilities or prior probabilities, and one man's sampling probability is another man's prior probability.

The left-hand side of (4.3), $P(H \mid D X)$, is generally called a 'posterior probability', with the same caveat that this means only 'logically later in the particular chain of inference being made', and not necessarily 'later in time'. And again the distinction is conventional, not fundamental; one man's prior probability is another man's posterior probability. There is really only one kind of probability; our different names for them refer only to a particular way of organizing a calculation.

The last factor in (4.3) also needs a name, and it is called the likelihood $L(H)$. To explain current usage, we may consider a fixed hypothesis and its implications for different data sets; as we have noted before, the term $P(D \mid H X)$, in its dependence on $D$ for fixed $H$, is called the 'sampling distribution'. But we may consider a fixed data set in the light of various different hypotheses $\left\{H, H^{\prime}, \ldots\right\}$; in its dependence on $H$ for fixed $D, P(D \mid H X)$ is called the 'likelihood'.

A likelihood $L(H)$ is not itself a probability for $H$; it is a dimensionless numerical function which, when multiplied by a prior probability and a normalization factor, may become a probability. Because of this, constant factors are irrelevant, and may be struck out. Thus, the quantity $L\left(H_{i}\right)=y(D) P\left(D \mid H_{i} X\right)$ is equally deserving to be called the likelihood, where $y$ is any positive number which may depend on $D$ but is independent of the hypotheses $\left\{H_{i}\right\}$.

Equation (4.3) is then the fundamental principle underlying a wide class of scientific inferences in which we try to draw conclusions from data. Whether we are trying to learn
the character of a chemical bond from nuclear magnetic resonance data, the effectiveness of a medicine from clinical data, the structure of the earth's interior from seismic data, the elasticity of a demand from economic data, or the structure of a distant galaxy from telescopic data, (4.3) indicates what probabilities we need to find in order to see what conclusions are justified by the totality of our evidence. If $P(H \mid D X)$ is very close to one (zero), then we may conclude that $H$ is very likely to be true (false) and act accordingly. But if $P(H \mid D X)$ is not far from $1 / 2$, then the robot is warning us that the available evidence is not sufficient to justify any very confident conclusion, and we need to obtain more and better evidence.

### 4.2 Testing binary hypotheses with binary data

The simplest nontrivial problem of hypothesis testing is the one where we have only two hypotheses to test and only two possible data values. Surprisingly, this turns out to be a realistic and valuable model of many important inference and decision problems. Firstly, let us adapt (4.3) to this binary case. It gives us the probability that $H$ is true, but we could have written it equally well for the probability that $H$ is false:

$$
\begin{equation*}
P(\bar{H} \mid D X)=P(\bar{H} \mid X) \frac{P(D \mid \bar{H} X)}{P(D \mid X)} \tag{4.4}
\end{equation*}
$$

and if we take the ratio of the two equations,

$$
\begin{equation*}
\frac{P(H \mid D X)}{P(\bar{H} \mid D X)}=\frac{P(H \mid X)}{P(\bar{H} \mid X)} \frac{P(D \mid H X)}{P(D \mid \bar{H} X)}, \tag{4.5}
\end{equation*}
$$

the term $P(D \mid X)$ will drop out. This may not look like any particular advantage, but the quantity that we have here, the ratio of the probability that $H$ is true to the probability that it is false, has a technical name. We call it the 'odds' on the proposition $H$. So if we write the 'odds on $H$, given $D$ and $X^{\prime}$, as the symbol

$$
\begin{equation*}
O(H \mid D X) \equiv \frac{P(H \mid D X)}{P(\bar{H} \mid D X)} \tag{4.6}
\end{equation*}
$$

then we can combine (4.3) and (4.4) into the following form:

$$
\begin{equation*}
O(H \mid D X)=O(H \mid X) \frac{P(D \mid H X)}{P(D \mid \bar{H} X)} \tag{4.7}
\end{equation*}
$$

The posterior odds on $H$ is (are?) equal to the prior odds multiplied by a dimensionless factor, which is also called a likelihood ratio. The odds are (is?) a strict monotonic function of the probability, so we could equally well calculate this quantity. ${ }^{1}$

[^13]In many applications it is convenient to take the logarithm of the odds because of the fact that we can then add up terms. Now we could take logarithms to any base we please, and this cost the writer some trouble. Our analytical expressions always look neater in terms of natural (base e) logarithms. But back in the 1940s and 1950s when this theory was first developed, we used base 10 logarithms because they were easier to find numerically; the four-figure tables would fit on a single page. Finding a natural logarithm was a tedious process, requiring leafing through enormous old volumes of tables.

Today, thanks to hand calculators, all such tables are obsolete and anyone can find a tendigit natural logarithm just as easily as a base 10 logarithm. Therefore, we started happily to rewrite this section in terms of the aesthetically prettier natural logarithms. But the result taught us that there is another, even stronger, reason for using base 10 logarithms. Our minds are thoroughly conditioned to the base 10 number system, and base 10 logarithms have an immediate, clear intuitive meaning to all of us. However, we just don't know what to make of a conclusion that is stated in terms of natural logarithms, until it is translated back into base 10 terms. Therefore, we re-rewrote this discussion, reluctantly, back into the old, ugly base 10 convention.

We define a new function, which we will call the evidence for $H$ given $D$ and $X$ :

$$
\begin{equation*}
e(H \mid D X) \equiv 10 \log _{10} O(H \mid D X) \tag{4.8}
\end{equation*}
$$

This is still a monotonic function of the probability. By using the base 10 and putting the factor 10 in front, we are now measuring evidence in decibels (hereafter abbreviated to db ). The evidence for $H$, given $D$, is equal to the prior evidence plus the number of db provided by working out the log likelihood in the last term below:

$$
\begin{equation*}
e(H \mid D X)=e(H \mid X)+10 \log _{10}\left[\frac{P(D \mid H X)}{P(D \mid \bar{H} X)}\right] \tag{4.9}
\end{equation*}
$$

Now suppose that this new information $D$ actually consisted of several different propositions:

$$
\begin{equation*}
D=D_{1} D_{2} D_{3} \cdots \tag{4.10}
\end{equation*}
$$

Then we could expand the likelihood ratio by successive applications of the product rule:

$$
\begin{equation*}
e(H \mid D X)=e(H \mid X)+10 \log _{10}\left[\frac{P\left(D_{1} \mid H X\right)}{P\left(D_{1} \mid \bar{H} X\right)}\right]+10 \log _{10}\left[\frac{P\left(D_{2} \mid D_{1} H X\right)}{P\left(D_{2} \mid D_{1} \bar{H} X\right)}\right]+\cdots \tag{4.11}
\end{equation*}
$$

But, in many cases, the probability for getting $D_{2}$ is not influenced by knowledge of $D_{1}$ :

$$
\begin{equation*}
P\left(D_{2} \mid D_{1} H X\right)=P\left(D_{2} \mid H X\right) \tag{4.12}
\end{equation*}
$$

One then says conventionally that $D_{1}$ and $D_{2}$ are independent. Of course, we should really say that the probabilities which the robot assigns to them are independent. It is a semantic confusion to attribute the property of 'independence' to propositions or events; for that implies, in common language, physical causal independence. We are concerned here with the very different quality of logical independence.

To emphasize this, note that neither kind of independence implies the other. Two events may be in fact causally dependent (i.e. one influences the other); but for a scientist who has not yet discovered this, the probabilities representing his state of knowledge - which determine the only inferences he is able to make - might be independent. On the other hand, two events may be causally independent in the sense that neither exerts any causal influence on the other (for example, the apple crop and the peach crop); yet we perceive a logical connection between them, so that new information about one changes our state of knowledge about the other. Then for us their probabilities are not independent.

Quite generally, as the robot's state of knowledge represented by $H$ and $X$ changes, probabilities conditional on them may change from independent to dependent or vice versa; yet the real properties of the events remain the same. Then one who attributed the property of dependence or independence to the events would be, in effect, claiming for the robot the power of psychokinesis. We must be vigilant against this confusion between reality and a state of knowledge about reality, which we have called the 'mind projection fallacy'.

The point we are making is not just pedantic nitpicking; we shall see presently (Eq. (4.29)) that it has very real, substantive consequences. In Chapter 3 we have discussed some of the conditions under which these probabilities might be independent, in connection with sampling from a very large known population and sampling with replacement. In the closing Comments section, we noted that whether urn probabilities do or do not factor can depend on whether we do or do not know that the contents of several urns are the same. In our present problem, as in Chapter 3, to interpret causal independence as logical independence, or to interpret logical dependence as causal dependence, has led some to nonsensical conclusions in fields ranging from psychology to quantum theory.

In case these several pieces of data are logically independent given ( $H$ ) and also given ( $\bar{H} X$ ), (4.11) becomes

$$
\begin{equation*}
e(H \mid D X)=e(H \mid X)+10 \sum_{i} \log _{10}\left[\frac{P\left(D_{i} \mid H X\right)}{P\left(D_{i} \mid \bar{H} X\right)}\right] \tag{4.13}
\end{equation*}
$$

where the sum is over all the extra pieces of information that we obtain.
To get some feeling for numerical values here, let us construct Table 4.1. We have three different scales on which we can measure degrees of plausibility: evidence, odds, or probability; they are all monotonic functions of each other. Zero db of evidence corresponds to odds of 1 or to a probability of $1 / 2$. Now, every physicist or electrical engineer knows that 3 db means a factor of 2 (nearly) and 10 db is a factor of 10 (exactly); and so if we go in steps of 3 db , or 10 , we can construct this table very easily.

It is obvious from Table 4.1 why it is very cogent to give evidence in decibels. When probabilities approach one or zero, our intuition doesn't work very well. Does the difference between the probability of 0.999 and 0.9999 mean a great deal to you? It certainly doesn't to the writer. But after living with this for only a short while, the difference between evidence of plus 30 db and plus 40 db does have a clear meaning to us. It is now in a scale which our minds comprehend naturally. This is just another example of the Weber-Fechner law; intuitive human sensations tend to be logarithmic functions of the stimulus.

Table 4.1. Evidence, odds, and probability.

| $e$ | $O$ | $p$ |
| :---: | :---: | :---: |
| 0 | $1: 1$ | $1 / 2$ |
| 3 | $2: 1$ | $2 / 3$ |
| 6 | $4: 1$ | $4 / 5$ |
| 10 | $10: 1$ | $10 / 11$ |
| 20 | $100: 1$ | $100 / 101$ |
| 30 | $1000: 1$ | 0.999 |
| 40 | $10^{4}: 1$ | 0.9999 |
| $-e$ | $1 / O$ | $1-p$ |

Even the factor of 10 in (4.8) is appropriate. In the original acoustical applications, it was introduced so that a 1 db change in sound intensity would be, psychologically, about the smallest change perceptible to our ears. With a little familiarity and a little introspection, we think that the reader will agree that a 1 db change in evidence is about the smallest increment of plausibility that is perceptible to our intuition. Nobody claims that the Weber-Fechner law is a precise rule for all human sensations, but its general usefulness and appropriateness is clear; almost always it is not the absolute change, but more nearly the relative change, in some stimulus that we perceive. For an interesting account of the life and work of Gustav Theodor Fechner (1801-87), see Stigler (1986c).

Now let us apply (4.13) to a specific calculation, which we shall describe as a problem of industrial quality control (although it could be phrased equally well as a problem of cryptography, chemical analysis, interpretation of a physics experiment, judging two economic theories, etc.). Following the example of Good (1950), we assume numbers which are not very realistic in order to elucidate some points of principle. Let the prior information $X$ consist of the following statements:
$X \equiv$ We have 11 automatic machines turning out widgets, which pour out of the machines into 11 boxes. This example corresponds to a very early stage in the development of widgets, because ten of the machines produce one in six defective. The 11th machine is even worse; it makes one in three defective. The output of each machine has been collected in an unlabeled box and stored in the warehouse.

We choose one of the boxes and test a few of the widgets, classifying them as 'good' or 'bad'. Our job is to decide whether we chose a box from the bad machine or not; that is, whether we are going to accept this batch or reject it.

Let us turn this job over to our robot and see how it performs. Firstly, it must find the prior evidence for the various propositions of interest. Let
$A \equiv$ we chose a bad batch ( $1 / 3$ defective $)$
$B \equiv$ we chose a good batch ( $1 / 6$ defective $)$

The qualitative part of our prior information $X$ told us that there are only two possibilities; so in the 'logical environment' generated by $X$, these propositions are related by negation: given $X$, we can say that

$$
\begin{equation*}
\bar{A}=B, \quad \bar{B}=A . \tag{4.14}
\end{equation*}
$$

The only quantitative prior information is that there are 11 machines and we do not know which one made our batch, so, by the principle of indifference, $P(A \mid X)=1 / 11$, and

$$
\begin{equation*}
e(A \mid X)=10 \log _{10} \frac{P(A \mid X)}{P(\bar{A} \mid X)}=10 \log _{10} \frac{(1 / 11)}{(10 / 11)}=-10 \mathrm{db} \tag{4.15}
\end{equation*}
$$

whereupon we have necessarily $e(B \mid X)=+10 \mathrm{db}$.
Evidently, in this problem the only properties of $X$ that will be relevant for the calculation are just these numbers, $\pm 10 \mathrm{db}$. Any other kind of prior information which led to the same numbers would give us just the same mathematical problem from this point on. So, it is not necessary to say that we are talking only about a problem where there are 11 machines, and so on. There might be only one machine, and the prior information consists of our previous experience with it.

Our reason for stating the problem in terms of 11 machines was that we have, thus far, only one principle, indifference, by which we can convert raw information into numerical probability assignments. We interject this remark because of a famous statement by Feller (1950) about a single machine, which we consider in Chapter 17 after accumulating some more evidence pertaining to the issue he raised. To our robot, it makes no difference how many machines there are; the only thing that matters is the prior probability for a bad batch, however this information was arrived at. ${ }^{2}$

Now, from this box we take out a widget and test it to see whether it is defective. If we pull out a bad one, what will that do to the evidence for a bad batch? That will add to it

$$
\begin{equation*}
10 \log _{10} \frac{P(\operatorname{bad} \mid A X)}{P(\operatorname{bad} \mid \bar{A} X)} \mathrm{db} \tag{4.16}
\end{equation*}
$$

where $P(\operatorname{bad} \mid A X)$ represents the probability for getting a bad widget, given $A$, etc.; these are sampling probabilities, and we have already seen how to calculate them. Our procedure is very much 'like' drawing from an urn, and, as in Chapter 3, on one draw our datum $D$ now consists only of a binary choice: (good/bad). The sampling distribution $P(D \mid H X)$

[^14]reduces to
\[

$$
\begin{array}{ll}
P(\operatorname{bad} \mid A X)=\frac{1}{3}, & P(\operatorname{good} \mid A X)=\frac{2}{3}, \\
P(\operatorname{bad} \mid B X)=\frac{1}{6}, & P(\operatorname{good} \mid B X)=\frac{5}{6} . \tag{4.18}
\end{array}
$$
\]

Thus, if we find a bad widget on the first draw, this will increase the evidence for $A$ by

$$
\begin{equation*}
10 \log _{10} \frac{(1 / 3)}{(1 / 6)}=10 \log _{10} 2=3 \mathrm{db} \tag{4.19}
\end{equation*}
$$

What happens now if we draw a second bad one? We are sampling without replacement, so as we noted in (3.11), the factor $(1 / 3)$ in (4.19) should be updated to

$$
\begin{equation*}
\frac{(N / 3)-1}{N-1}=\frac{1}{3}-\frac{2}{3(N-1)}, \tag{4.20}
\end{equation*}
$$

where $N$ is the number of widgets in the batch. But, to avoid this complication, we suppose that $N$ is very much larger than any number that we contemplate testing; i.e. we are going to test such a negligible fraction of the batch that the proportion of bad and good ones in it is not changed appreciably by the drawing. Then the limiting form of the hypergeometric distribution (3.22) will apply, namely the binomial distribution (3.86). Thus we shall consider that, given $A$ or $B$, the probability for drawing a bad widget is the same at every draw regardless of what has been drawn previously; so every bad one we draw will provide +3 db of evidence in favor of hypothesis $A$.

Now suppose we find a good widget. Using (4.14), we get evidence for $A$ of

$$
\begin{equation*}
10 \log _{10} \frac{P(\operatorname{good} \mid A X)}{P(\operatorname{good} \mid B X)}=10 \log _{10} \frac{(2 / 3)}{(5 / 6)}=-0.97 \mathrm{db} \tag{4.21}
\end{equation*}
$$

but let's call it -1 db . Again, this will hold for any draw, if the number in the batch is sufficiently large. If we have inspected $n$ widgets, of which we found $n_{\mathrm{b}}$ bad ones and $n_{\mathrm{g}}$ good ones, the evidence that we have the bad batch will be

$$
\begin{equation*}
e(A \mid D X)=e(A \mid X)+3 n_{\mathrm{b}}-n_{\mathrm{g}} \tag{4.22}
\end{equation*}
$$

You see how easy this is to do once we have set up the logarithmic machinery. The robot's mind is 'driven in one direction or the other' in a very simple, direct way.

Perhaps this result gives us a deeper insight into why the Weber-Fechner law applies to intuitive plausible inference. Our 'evidence' function is related to the data that we have observed in about the most natural way imaginable; a given increment of evidence corresponds to a given increment of data. For example, if the first 12 widgets we test yield five bad ones, then

$$
\begin{equation*}
e(A \mid D X)=-10+3 \times 5-7=-2 \mathrm{db} \tag{4.23}
\end{equation*}
$$

or, the probability for a bad batch is raised by the data from $(1 / 11)=0.09$ to $P(A \mid D X) \simeq 0.4$.

In order to get at least 20 db of evidence for proposition $A$, how many bad widgets would we have to find in a certain sequence of $n=n_{\mathrm{b}}+n_{\mathrm{g}}$ tests? This requires

$$
\begin{equation*}
3 n_{\mathrm{b}}-n_{\mathrm{g}}=4 n_{\mathrm{b}}-n=n\left(4 f_{\mathrm{b}}-1\right) \geq 20 \tag{4.24}
\end{equation*}
$$

so, if the fraction $f_{\mathrm{b}} \equiv n_{\mathrm{b}} / n$ of bad ones remains greater than $1 / 4$, we shall accumulate eventually 20 db , or any other positive amount, of evidence for $A$. It appears that $f_{\mathrm{b}}=1 / 4$ is the threshold value at which the test can provide no evidence for either $A$ or $B$ over the other; but note that the +3 and -1 in (4.22) are only approximate. The exact threshold fraction of bad ones is, from (4.19) and (4.21),

$$
\begin{equation*}
f_{\mathrm{t}}=\frac{\log \left(\frac{5}{4}\right)}{\log (2)+\log \left(\frac{5}{4}\right)}=0.2435292 \tag{4.25}
\end{equation*}
$$

in which the base of the logarithms does not matter. Sampling fractions greater (less) than this give evidence for $A$ over $B(B$ over $A)$; but if the observed fraction is close to the threshold, it will require many tests to accumulate enough evidence.

Now all we have here is the probability or odds or evidence, whatever you wish to call it, of the proposition that we chose the bad batch. Eventually, we have to make a decision: we're going to accept it, or we're going to reject it. How are we going to do that? Well, we might decide beforehand: if the probability of proposition $A$ reaches a certain level, then we'll decide that $A$ is true. If it gets down to a certain value, then we'll decide that $A$ is false.

There is nothing in probability theory per se which can tell us where to put these critical levels at which we make our decision. This has to be based on value judgments: what are the consequences of making wrong decisions, and what are the costs of making further tests? This takes us into the realm of decision theory, considered in Chapters 13 and 14. But for now it is clear that making one kind of error (accepting a bad batch) might be more serious than making the other kind of error (rejecting a good batch). That would have an obvious effect on where we place our critical levels.

So we could give the robot some instructions such as 'If the evidence for $A$ is greater than +0 db , then reject this batch (it is more likely to be bad than good). If it goes as low as -13 db , then accept it (there is at least a $95 \%$ probability that it is good). Otherwise, continue testing.' We start doing the tests, and every time we find a bad widget the evidence for the bad batch goes up 3 db ; every time we find a good one, it goes down 1 db . The tests terminate as soon as we enter either the accept or reject region for the first time.

The way described above is how our robot would do it if we told it to reject or accept on the basis that the posterior probability of proposition $A$ reaches a certain level. This very useful and powerful procedure is called 'sequential inference' in the statistical literature, the term signifying that the number of tests is not determined in advance, but depends on the sequence of data values that we find; at each step in the sequence we make one of three choices: (a) stop with acceptance; (b) stop with rejection; (c) make another test. The term should not be confused with what has come to be called 'sequential analysis with nonoptional stopping', which is a serious misapplication of probability theory; see the discussions of optional stopping in Chapters 6 and 17.

### 4.3 Nonextensibility beyond the binary case

The binary hypothesis testing problem turned out to have such a beautifully simple solution that we might like to extend it to the case of more than two hypotheses. Unfortunately, the convenient independent additivity over data sets in (4.13) and the linearity in (4.22) do not generalize. By 'independent additivity' we mean that the increment of evidence from a given datum $D_{i}$ depends only on $D_{i}$ and $H$; not on what other data have been observed. As (4.11) shows, we always have additivity, but not independent additivity unless the probabilities are independent.

We state the reason for this nonextensibility in the form of an exercise for the reader; to prepare for it, suppose that we have $n$ hypotheses $\left\{H_{1}, \ldots, H_{n}\right\}$ which on prior information $X$ are mutually exclusive and exhaustive:

$$
\begin{equation*}
P\left(H_{i} H_{j} \mid X\right)=P\left(H_{i} \mid X\right) \delta_{i j}, \quad \sum_{i=1}^{n} P\left(H_{i} \mid X\right)=1 . \tag{4.26}
\end{equation*}
$$

Also, we have acquired $m$ data sets $\left\{D_{1}, \ldots, D_{m}\right\}$, and as a result the probabilities of the $H_{i}$ become updated in odds form by (4.7), which now becomes

$$
\begin{equation*}
O\left(H_{i} \mid D_{1}, \ldots, D_{m} X\right)=O\left(H_{i} \mid X\right) \frac{P\left(D_{1}, \ldots, D_{m} \mid H_{i} X\right)}{P\left(D_{1}, \ldots, D_{m} \mid \bar{H}_{i} X\right)} \tag{4.27}
\end{equation*}
$$

It is common that the numerator will factor because of the logical independence of the $D_{j}$, given $H_{i}$ :

$$
\begin{equation*}
P\left(D_{1}, \ldots, D_{m} \mid H_{i} X\right)=\prod_{j} P\left(D_{j} \mid H_{i} X\right), \quad 1 \leq i \leq n \tag{4.28}
\end{equation*}
$$

If the denominator should also factor,

$$
\begin{equation*}
P\left(D_{1}, \ldots, D_{m} \mid \bar{H}_{i} X\right)=\prod_{j} P\left(D_{j} \mid \bar{H}_{i} X\right), \quad 1 \leq i \leq n \tag{4.29}
\end{equation*}
$$

then (4.27) would split into a product of the updates produced by each $D_{j}$ separately, and the log-odds formula (4.9) would again take a form independently additive over the $D_{j}$ as in (4.13).

Exercise 4.1. Show that there is no such nontrivial extension of the binary case. More specifically, prove that if (4.28) and (4.29) hold with $n>2$, then at most one of the factors

$$
\begin{equation*}
\frac{P\left(D_{1} \mid H_{i} X\right)}{P\left(D_{1} \mid \bar{H}_{i} X\right)} \cdots \frac{P\left(D_{m} \mid H_{i} X\right)}{P\left(D_{m} \mid \bar{H}_{i} X\right)} \tag{4.30}
\end{equation*}
$$

is different from unity, therefore at most one of the data sets $D_{j}$ can produce any updating of the probability for $H_{i}$.

This has been a controversial issue in the literature of artificial intelligence (Glymour, 1985; R. W. Johnson, 1985). Those who fail to distinguish between logical independence and causal independence would suppose that (4.29) is always valid, provided only that no $D_{i}$ exerts a physical influence on any other $D_{j}$. But we have already noted the folly of such reasoning; this is an occasion when the semantic confusion can lead to serious numerical errors. When $n=2$, (4.29) follows from (4.28). But when $n>2$, (4.29) is such a strong condition that it would reduce the whole problem to a triviality not worth considering; we have left it (Exercise 4.1) for the reader to examine the equations to see why this is so. Because of Cox's theorems expounded in Chapter 2, the verdict of probability theory is that our conclusion about nonextensibility can be evaded only at the price of committing demonstrable inconsistencies in our reasoning.

To head off a possible misunderstanding of what is being said here, let us add the following. However many hypotheses we have in mind, it is of course always possible to pick out two of them and compare them only against each other. This reverts to the binary choice case already analyzed, and the independent additive property holds within that smaller problem (find the status of an hypothesis relative to a single alternative).

We could organize this by choosing $A_{1}$ as the standard 'null hypothesis' and comparing each of the others with it by solving $n-1$ binary problems; whereupon the relative status of any two propositions is determined. For example, if $A_{5}$ and $A_{7}$ are favored over $A_{1}$ by 22.3 db and 31.9 db , respectively, then $A_{7}$ is favored over $A_{5}$ by $31.9-22.3=9.6 \mathrm{db}$. If such binary comparisons provide all the information one wants, there is no need to consider multiple hypothesis testing at all.

But that would not solve our present problem; given the solutions of all these binary problems, it would still require a calculation as big as the one we are about to do to convert that information into the absolute status of any given hypothesis relative to the entire class of $n$ hypotheses. Here we are going after the solution of the larger problem directly.

In any event, we need not base our stance merely on claims of authoritarian finality for an abstract theorem; more constructively, we now show that probability theory does lead us to a definite, useful procedure for multiple hypothesis testing, which gives us a much deeper insight and makes it clear why the independent additivity cannot, and should not, hold when $n>2$. It would then ignore some very cogent information; that is the demonstrable inconsistency.

### 4.4 Multiple hypothesis testing

Suppose that something very remarkable happens in the sequential test just discussed: we tested 50 widgets and every one turned out to be bad. According to (4.22), that would give us 150 db of evidence for the proposition that we had the bad batch. $e(A \mid E)$ would end up at +140 db , which is a probability which differs from unity by one part in $10^{14}$. Now, our common sense rejects this conclusion; some kind of innate skepticism rises in us. If you test 50 widgets and you find that all 50 are bad, you are not willing to believe that you have
a batch in which only one in three are really bad. So what went wrong here? Why doesn't our robot work in this case?

We have to recognize that our robot is immature; it reasons like a four-year-old child does. The remarkable thing about small children is that you can tell them the most ridiculous things and they will accept it all with wide open eyes, open mouth, and it never occurs to them to question you. They will believe anything you tell them.

Adults learn to make mental allowance for the reliability of the source when told something hard to believe. One might think that, ideally, the information which our robot should have put into its memory was not that we had either $1 / 3 \mathrm{bad}$ or $1 / 6 \mathrm{bad}$; the information it should have put in was that some unreliable human said that we had either $1 / 3$ bad or 1/6 bad.

More generally, it might be useful in many problems if the robot could take into account the fact that the information it has been given may not be perfectly reliable to begin with. There is always a small chance that the prior information or data that we fed to the robot was wrong. In a real problem there are always hundreds of possibilities, and if you start out the robot with dogmatic initial statements which say that there are only two possibilities, then of course you must not expect its conclusions to make sense in every case.

To accomplish this skeptically mature behavior automatically in a robot is something that we can do, when we come to consider significance tests; but fortunately, after further reflection, we realize that for most problems the present immature robot is what we want after all, because we have better control over it.

We $d o$ want the robot to believe whatever we tell it; it would be dangerous to have a robot who suddenly became skeptical in a way not under our control when we tried to tell it some true but startling - and therefore highly important - new fact. But then the onus is on us to be aware of this situation, and when there is a good chance that skepticism will be needed, it is up to us to give the robot a hint about how to be skeptical for that particular problem.

In the present problem we can give the hint which makes the robot skeptical about $A$ when it sees 'too many' bad widgets, by providing it with one more possible hypothesis, which notes that possibility and therefore, in effect, puts the robot on the lookout for it. As before, let proposition $A$ mean that we have a box with $1 / 3$ defective, and proposition $B$ is the statement that we have a box with $1 / 6 \mathrm{bad}$. We add a third proposition, $C$, that something went entirely wrong with the machine that made our widgets, and it is turning out $99 \%$ defective.

Now we have to adjust our prior probabilities to take this new possibility into account. But we do not want this to be a major change in the nature of the problem; so let hypothesis $C$ have a very low prior probability $P(C \mid X)$ of $10^{-6}(-60 \mathrm{db})$. We could write out $X$ as a verbal statement which would imply this, but as in the previous footnote we can state what proposition $X$ is, with no ambiguity at all for the robot's purposes, simply by giving it the probabilities conditional on $X$, of all the propositions that we're going to use in this problem. In that way we don't state everything about $X$ that is important to us conceptually; but we state everything about $X$ that is relevant to the robot's current mathematical problem.

So, suppose we start out with these initial probabilities:

$$
\begin{align*}
& P(A \mid X)=\frac{1}{11}\left(1-10^{-6}\right), \\
& P(B \mid X)=\frac{10}{11}\left(1-10^{-6}\right),  \tag{4.31}\\
& P(C \mid X)=10^{-6},
\end{align*}
$$

where

$$
\begin{aligned}
& A \equiv \text { we have a box with } 1 / 3 \text { defective, } \\
& B \equiv \text { we have a box with } 1 / 6 \text { defective, } \\
& C \equiv \text { we have a box with } 99 / 100 \text { defective. }
\end{aligned}
$$

The factors $\left(1-10^{-6}\right)$ are practically negligible, and for all practical purposes we will start out with the initial values of evidence:

$$
\begin{align*}
& -10 \mathrm{db} \text { for } A, \\
& +10 \mathrm{db} \text { for } B,  \tag{4.32}\\
& -60 \mathrm{db} \text { for } C .
\end{align*}
$$

The data proposition $D$ stands for the statement that ' $m$ widgets were tested and every one was defective'. Now, from (4.9), the posterior evidence for proposition $C$ is equal to the prior evidence plus ten times the logarithm of this probability ratio:

$$
\begin{equation*}
e(C \mid D X)=e(C \mid X)+10 \log _{10} \frac{P(D \mid C X)}{P(D \mid \bar{C} X)} \tag{4.33}
\end{equation*}
$$

Our discussion of sampling with and without replacement in Chapter 3 shows that

$$
\begin{equation*}
P(D \mid C X)=\left(\frac{99}{100}\right)^{m} \tag{4.34}
\end{equation*}
$$

is the probability that the first $m$ are all bad, given that $99 \%$ of the machine's output is bad, under our assumption that the total number in the box is large compared with the number $m$ tested.

We also need the probability $P(D \mid \bar{C} X)$, which we can evaluate by two applications of the product rule (4.3):

$$
\begin{equation*}
P(D \mid \bar{C} X)=P(D \mid X) \frac{P(\bar{C} \mid D X)}{P(\bar{C} \mid X)} \tag{4.35}
\end{equation*}
$$

In this problem, the prior information states dogmatically that there are only three possibilities, and so the statement $\bar{C} \equiv$ ' $C$ is false' implies that either $A$ or $B$ must be true:

$$
\begin{equation*}
P(\bar{C} \mid D X)=P(A+B \mid D X)=P(A \mid D X)+P(B \mid D X) \tag{4.36}
\end{equation*}
$$

where we used the general sum rule (2.66), the negative term dropping out because $A$ and $B$ are mutually exclusive. Similarly,

$$
\begin{equation*}
P(\bar{C} \mid X)=P(A \mid X)+P(B \mid X) \tag{4.37}
\end{equation*}
$$

Now, if we substitute (4.36) into (4.35), the product rule will be applicable again in the form

$$
\begin{align*}
& P(A D \mid X)=P(D \mid X) P(A \mid D X)=P(A \mid X) P(D \mid A X) \\
& P(B D \mid X)=P(D \mid X) P(B \mid D X)=P(B \mid X) P(D \mid B X) \tag{4.38}
\end{align*}
$$

and so (4.35) becomes

$$
\begin{equation*}
P(D \mid \bar{C} X)=\frac{P(D \mid A X) P(A \mid X)+P(D \mid B X) P(B \mid X)}{P(A \mid X)+P(B \mid X)}, \tag{4.39}
\end{equation*}
$$

in which all probabilities are known from the statement of the problem.

### 4.4.1 Digression on another derivation

Although we have the desired result (4.39), let us note that there is another way of deriving it, which is often easier than direct application of (4.3). The principle was introduced in our derivation of (3.33): resolve the proposition whose probability is desired (in this case $D$ ) into mutually exclusive propositions, and calculate the sum of their probabilities. We can carry out this resolution in many different ways by 'introducing into the conversation' any set of mutually exclusive and exhaustive propositions $\{P, Q, R, \ldots\}$ and using the rules of Boolean algebra:

$$
\begin{equation*}
D=D(P+Q+R+\cdots)=D P+D Q+D R+\cdots \tag{4.40}
\end{equation*}
$$

But the success of the method depends on our cleverness at choosing a particular set for which we can complete the calculation. This means that the propositions introduced must have a known kind of relevance to the question being asked; the example of penguins at the end of Chapter 2 will not be helpful if that question has nothing to do with penguins.

In the present case, for evaluation of $P(D \mid \bar{C} X)$, it appears that propositions $A$ and $B$ have this kind of relevance. Again, we note that proposition $\bar{C}$ implies $(A+B)$; and so

$$
\begin{align*}
P(D \mid \bar{C} X) & =P(D(A+B) \mid \bar{C} X)=P(D A+D B \mid \bar{C} X) \\
& =P(D A \mid \bar{C} X)+P(D B \mid \bar{C} X) \tag{4.41}
\end{align*}
$$

These probabilities can be factored by the product rule:

$$
\begin{equation*}
P(D \mid \bar{C} X)=P(D \mid A \bar{C} X) P(A \mid \bar{C} X)+P(D \mid B \bar{C} X) P(B \mid \bar{C} X) \tag{4.42}
\end{equation*}
$$

But we can abbreviate: $P(D \mid A \bar{C} X) \equiv P(D \mid A X)$ and $P(D \mid B \bar{C} X) \equiv P(D \mid B X)$, because, in the way we set up this problem, the statement that either $A$ or $B$ is true implies that $C$ must be false. For this same reason, $P(\bar{C} \mid A X)=1$, and so, by the product rule,

$$
\begin{equation*}
P(A \mid \bar{C} X)=\frac{P(A \mid X)}{P(\bar{C} \mid X)} \tag{4.43}
\end{equation*}
$$

and similarly for $P(B \mid \bar{C} X)$. Substituting these results into (4.42) and using (4.37), we again arrive at (4.39). This agreement provides another illustration - and a rather severe test - of the consistency of our rules for extended logic.

Returning to (4.39), we have the numerical value

$$
\begin{equation*}
P(D \mid \bar{C} X)=\left(\frac{1}{3}\right)^{m}\left(\frac{1}{11}\right)+\left(\frac{1}{6}\right)^{m} \frac{10}{11} \tag{4.44}
\end{equation*}
$$

and everything in (4.33) is now at hand. If we put all these things together, we find that the evidence for proposition $C$ is:

$$
\begin{equation*}
e(C \mid D X)=-60+10 \log _{10}\left[\frac{\left(\frac{99}{100}\right)^{m}}{\frac{1}{11}\left(\frac{1}{3}\right)^{m}+\frac{10}{11}\left(\frac{1}{6}\right)^{m}}\right] \tag{4.45}
\end{equation*}
$$

If $m>5$, a good approximation is

$$
\begin{equation*}
e(C \mid D X) \simeq-49.6+4.73 m, \quad m>5 \tag{4.46}
\end{equation*}
$$

and if $m<3$, a crude approximation is

$$
\begin{equation*}
e(C \mid D X) \simeq-60+7.73 m, \quad m<3 \tag{4.47}
\end{equation*}
$$

Proposition $C$ starts out at -60 db , and the first few bad widgets we find will each give about 7.73 db of evidence in favor of $C$, so the graph of $e(C \mid D X)$ vs. $m$ will start upward at a slope of 7.73. But then the slope drops, when $m>5$, to 4.73 . The evidence for $C$ reaches 0 db when $m \simeq 49.6 / 4.73=10.5$. So, ten consecutive bad widgets would be enough to raise this initially very improbable hypothesis by 58 db , to the place where the robot is ready to consider it very seriously; and 11 consecutive bad ones would take it over the threshold, to where the robot considers it more likely to be true than false.

In the meantime, what is happening to our propositions $A$ and $B$ ? As before, $A$ starts off at $-10 \mathrm{db}, B$ starts off at +10 db , and the plausibility for $A$ starts going up 3 db per defective widget. But after we've found too many bad ones, that skepticism would set in, and you and I would begin to doubt whether the evidence really supports proposition $A$ after all; proposition $C$ is becoming a much easier way to explain what is observed. Has the robot also learned to be skeptical?

After $m$ widgets have been tested, and all proved to be bad, the evidence for propositions $A$ and $B$, and the approximate forms, are as follows:

$$
\begin{align*}
e(A \mid D X) & =-10+10 \log _{10}\left[\frac{\left(\frac{1}{3}\right)^{m}}{\left(\frac{1}{6}\right)^{m}+\frac{11}{10} \times 10^{-6}\left(\frac{99}{100}\right)^{m}}\right]  \tag{4.48}\\
& \simeq\left\{\begin{array}{ll}
-10+3 m & \text { for } m<7 \\
+49.6-4.73 m & \text { for } m>8
\end{array}\right\}
\end{align*}
$$

Evidence, db.


Fig. 4.1. A surprising multiple sequential test wherein a dead hypothesis $(C)$ is resurrected.

$$
\begin{align*}
e(B \mid D X) & =+10+10 \log _{10}\left[\frac{\left(\frac{1}{6}\right)^{m}}{\left(\frac{1}{3}\right)^{m}+11 \times 10^{-6}\left(\frac{99}{100}\right)^{m}}\right] \\
& \simeq\left\{\begin{array}{ll}
10-3 m & \text { for } m<10 \\
59.6-7.33 m & \text { for } m>11
\end{array}\right\} . \tag{4.49}
\end{align*}
$$

The exact results are summarized in Figure 4.1. We can learn quite a lot about multiple hypothesis testing from studying this diagram. The initial straight line part of the $A$ and $B$ curves represents the solution as we found it before we introduced proposition $C$; the change in plausibility for propositions $A$ and $B$ starts off just the same as in the previous problem. The effect of proposition $C$ does not appear until we have reached the place where $C$ crosses $B$. At this point, suddenly the character of the $A$ curve changes; instead of going on up, at $m=7$ it has reached its highest value of 10 db . Then it turns around and comes back down; the robot has indeed learned how to become skeptical. But the $B$ curve does not change at this point; it continues on linearly until it reaches the place where $A$ and $C$ have the same plausibility, and at this point it has a change in slope. From then on, it falls off more rapidly.

Most people find all this surprising and mysterious at first glance; but then a little meditation is enough to make us perceive what is happening and why. The change in plausibility for $A$ due to one more test arises from the fact that we are now testing hypothesis $A$ against two alternatives: $B$ and $C$. But, initially, $B$ is so much more plausible than $C$, that for all
practical purposes we are simply testing $A$ against $B$, and reproducing our previous solution (4.22). After enough evidence has accumulated to bring the plausibility for $C$ up to the same level as $B$, then from that point on $A$ is essentially being tested against $C$ instead of $B$, which is a very different situation.

All of these changes in slope can be interpreted in this way. Once we see this principle, it is clear that the same thing is going to be true more generally. As long as we have a discrete set of hypotheses, a change in plausibility for any one of them will be approximately the result of a test of this hypothesis against a single alternative - the single alternative being that one of the remaining hypotheses which is most plausible at that time. As the relative plausibilities of the alternatives change, the slope of the $A$ curve must also change; this is the cogent information that would be lost if we tried to retain the independent additive form (4.13) when $n>2$.

Whenever the hypotheses are separated by about 10 db or more, then multiple hypothesis testing reduces approximately to testing each hypothesis against a single alternative. So, seeing this, you can construct curves of the sort shown in Fig. 4.1 very rapidly without even writing down the equations, because what would happen in the two-hypothesis case is easily seen once and for all. The diagram has a number of other interesting geometrical properties, suggested by drawing the six asymptotes and noting their vertical alignment (dotted lines), which we leave for the reader to explore.

All the information needed to construct fairly accurate charts resulting from any sequence of good and bad tests is contained in the 'plausibility flow diagrams' of Figure 4.2, which summarize the solutions of all those binary problems; every possible way to test one proposition against a single alternative. It indicates, for example, that finding a good widget raises the evidence for $B$ by 1 db if $B$ is being tested against $A$, and by 19.22 db if it is being tested against $C$. Similarly, finding a bad widget raises the evidence for $A$ by 3 db if $A$ is being tested against $B$, but lowers it by 4.73 db if it is being tested against $C$. Likewise, we see that finding a single good widget lowers the evidence for $C$ by an amount that cannot be recovered by two bad ones; so there is a 'threshold of skepticism'. $C$ will never attain an appreciable probability; i.e. the robot will never become skeptical about propositions $A$ and $B$, as long as the observed fraction $f$ of bad ones remains less than 2/3.

More precisely, we define a threshold fraction $f_{\mathrm{t}}$ thus: as the number of tests $m \rightarrow \infty$ with $f=m_{\mathrm{b}} / m \rightarrow$ const., $e(C \mid D X)$ tends to $+\infty$ if $f>f_{\mathrm{t}}$, and to $-\infty$ if $f<f_{\mathrm{t}}$. The exact threshold turns out to be greater than 2/3: $f_{\mathrm{t}}=0.793951$ (Exercise 4.2). If the observed


Fig. 4.2. Plausibility flow diagrams.
fraction of bad widgets remains above this value, the robot will be led eventually to prefer proposition $C$ over $A$ and $B$.

Exercise 4.2. Calculate the exact threshold of skepticism $f_{\mathrm{t}}(x, y)$, supposing that proposition $C$ has instead of $10^{-6}$ an arbitrary prior probability $P(C \mid X)=x$, and specifies instead of 99/100 an arbitrary fraction $y$ of bad widgets. Then discuss how the dependence on $x$ and $y$ corresponds - or fails to correspond - to human common sense. Hint: In problems like this, always try first to get an analytic solution in closed form. If you are unable to do this, then you must write a short computer program which will display the correct numerical values in tables or graphs.


#### Abstract

Exercise 4.3. Show how to make the robot skeptical about both unexpectedly high and unexpectedly low numbers of bad widgets in the observed sample. Give the full equations. Note particularly the following: if $A$ is true, then we would expect, according to the binomial distribution (3.86), that the observed fraction of bad ones would tend to about $1 / 3$ with many tests, while if $B$ is true it should tend to $1 / 6$. Suppose that it is found to tend to the threshold value (4.24), close to $1 / 4$. On sufficiently large $m$, you and I would then become skeptical about $A$ and $B$; but intuition tells us that this would require a much larger $m$ than ten, which was enough to make us and the robot skeptical when we find them all bad. Do the equations agree with our intuition here, if a new hypothesis $F$ is introduced which specifies $P(\operatorname{bad} \mid F X) \simeq 1 / 4$ ?


In summary, the role of our new hypothesis $C$ was only to be held in abeyance until needed, like a fire extinguisher. In a normal testing situation it is 'dead', playing no part in the inference because its probability is and remains far below that of the other hypotheses. But a dead hypothesis can be resurrected to life by very unexpected data. Exercises 4.2 and 4.3 ask the reader to explore the phenomenon of resurrection of dead hypotheses in more detail than we do in this chapter, but we return to the subject in Chapter 5.

Figure 4.1 shows an interesting thing. Suppose we had decided to stop the test and accept hypothesis $A$ if the evidence for it reached +6 db . As we see, it would overshoot that value at the sixth trial. If we stopped the testing at that point, then we would never see the rest of this curve and see that it really goes down again. If we had continued the testing beyond this point, then we would have changed our minds again.

At first glance this seems disconcerting, but notice that it is inherent in all problems of hypothesis testing. If we stop the test at any finite number of trials, then we can never be absolutely sure that we have made the right decision. It is always possible that still more tests would have led us to change our decision. But note also that probability theory as logic has automatic built-in safety devices that can protect us against unpleasant surprises. Although it is always possible that our decision is wrong, this is extremely improbable if
our critical level for decision requires $e(A \mid D X)$ to be large and positive. For example, if $e(A \mid D X) \geq 20 \mathrm{db}$, then $P(A \mid D X)>0.99$, and the total probability for all the alternatives is less than 0.01 ; then few of us would hesitate to decide confidently in favor of $A$.

In a real problem we may not have enough data to give such good evidence, and we might suppose that we could decide safely if the most likely hypothesis $A$ is well separated from the alternatives, even though $e(A \mid D X)$ is itself not large. Indeed, if there are 1000 alternatives but the separation of $A$ from the most likely alternative is more than 20 db , then the odds favor $A$ by more than 100:1 over any one of the alternatives, and if we were obliged to make a definite choice of one hypothesis here and now, there could still be no hesitation in choosing $A$; it is clearly the best we can do with the information we have. Yet we cannot do it so confidently, for it is now very plausible that the decision is wrong, because the class of alternatives as a whole is about as probable as $A$. But probability theory warns us, by the numerical value of $e(A \mid D X)$, that this is the case; we need not be surprised by it.

In scientific inference our job is always to do the best we can with whatever information we have; there is no advance guarantee that our information will be sufficient to lead us to the truth. But many of the supposed difficulties arise from an inexperienced user's failure to recognize and use the safety devices that probability theory as logic always provides. Unfortunately, the current literature offers little help here because its viewpoint, concentrated mainly on sampling theory, directs attention to other things such as assumed sampling frequencies, as the following exercises illustrate.

Exercise 4.4. Suppose that $B$ is in fact true; estimate how many tests it will probably require in order to accumulate an additional 20 db of evidence (above the prior 10 db ) in favor of $B$. Show that the sampling probability that we could ever obtain 20 db of evidence for $A$ is negligibly small, even if we sample millions of times. In other words it is, for all practical purposes, impossible for a doctrinaire zealot to sample to a foregone false conclusion merely by continuing until he finally gets the evidence he wants. Note: The calculations called for here are called 'random walk' problems; they are sampling theory exercises. Of course, the results are not wrong, only incomplete. Some essential aspects of inference in the real world are not recognized by sampling theory.

[^15]Evidently, we could extend this example in many different directions. Introducing more 'discrete' hypotheses would be perfectly straightforward, as we have seen. More interesting would be the introduction of a continuous range of hypotheses, such as

$$
H_{f} \equiv \text { the machine is putting out a fraction } f \text { bad. }
$$

Then, instead of a discrete prior probability distribution, our robot would have a continuous distribution in $0 \leq f \leq 1$, and it would calculate the posterior probabilities for various values of $f$ on the basis of the observed samples, from which various decisions could be made. In fact, although we have not yet given a formal discussion of continuous probability distributions, the extension is so easy that we can give it as an introduction to this example.

### 4.5 Continuous probability distribution functions

Our rules for inference were derived in Chapter 2 only for the case of finite sets of discrete propositions $(A, B, \ldots)$. But this is all we ever need in practice. Suppose that $f$ is any continuously variable real parameter of interest, then the propositions

$$
\begin{align*}
F^{\prime} & \equiv(f \leq q) \\
F^{\prime \prime} & \equiv(f>q) \tag{4.50}
\end{align*}
$$

are discrete, mutually exclusive, and exhaustive; so our rules will surely apply to them. Given some information $Y$, the probability for $F^{\prime}$ will in general depend on $q$, defining a function

$$
\begin{equation*}
G(q) \equiv P\left(F^{\prime} \mid Y\right) \tag{4.51}
\end{equation*}
$$

which is evidently monotonic increasing. Then what is the probability that $f$ lies in any specified interval ( $a<f \leq b$ )? The answer is probably obvious intuitively, but it is worth noting that it is determined uniquely by the sum rule of probability theory, as follows. Define the propositions

$$
\begin{equation*}
A \equiv(f \leq a), \quad B \equiv(f \leq b), \quad W \equiv(a<f \leq b) \tag{4.52}
\end{equation*}
$$

Then a relation of Boolean algebra is $B=A+W$, and since $A$ and $W$ are mutually exclusive, the sum rule reduces to

$$
\begin{equation*}
P(B \mid Y)=P(A \mid Y)+P(W \mid Y) . \tag{4.53}
\end{equation*}
$$

But $P(B \mid Y)=G(b)$, and $P(A \mid Y)=G(a)$, so we have the result

$$
\begin{equation*}
P(a<f \leq b \mid Y)=P(W \mid Y)=G(b)-G(a) \tag{4.54}
\end{equation*}
$$

In the present case, $G(q)$ is continuous and differentiable, so we may write also

$$
\begin{equation*}
P(a<f \leq b \mid Y)=\int_{a}^{b} \mathrm{~d} f g(f) \tag{4.55}
\end{equation*}
$$

where $g(f)=G^{\prime}(f) \geq 0$ is the derivative of $G$, generally called the probability distribution function, or the probability density function for $f$, given $Y$; either reading is consistent with the abbreviation pdf which we use henceforth, following the example of Zellner (1971). Its integral $G(f)$ may be called the cumulative distribution function for $f$.

Thus, limiting our basic theory to finite sets of propositions has not in any way hindered our ability to deal with continuous probability distributions; we have applied the basic product and sum rules only to discrete propositions in finite sets. As long as continuous distributions are defined as above (Eqs. (4.54), (4.55)) from a basis of finite sets of propositions, we are protected from inconsistencies by Cox's theorems. But if we become overconfident and try to operate directly on infinite sets without considering how they are to be generated from finite sets, this protection is lost and we stand at the mercy of all the paradoxes of infinite-set theory, as discussed in Chapter 15; we can then derive sense and nonsense with equal ease.

We must warn the reader about another semantic confusion which has caused error and controversy in probability theory for many decades. It would be quite wrong and misleading to call $g(f)$ the 'posterior distribution of $f$ ', because that verbiage would imply to the unwary that $f$ itself is varying and is 'distributed' in some way. This would be another form of the mind projection fallacy, confusing reality with a state of knowledge about reality. In the problem we are discussing, $f$ is simply an unknown constant parameter; what is 'distributed' is not the parameter, but the probability. Use of the terminology 'probability distribution for $f$ ' will be followed, in order to emphasize this constantly.

Of course, nothing in probability theory forbids us to consider the possibility that $f$ might vary with time or with circumstance; indeed, probability theory enables us to analyze that case fully, as we shall see later. But then we should recognize that we are considering a different problem than the one just discussed; it involves different quantities with different states of knowledge about them, and requires a different calculation. Confusion of these two problems is perhaps the major occupational disease of those who fool themselves by using the above misleading terminology. The pragmatic consequence is that one is led to quite wrong conclusions about the accuracy and range of validity of the results.

Questions about what happens when $G(q)$ is discontinuous at a point $q_{0}$ are discussed further in Appendix B; for the present it suffices to note that, of course, approaching a discontinuous $G(q)$ as the limit of a sequence of continuous functions leads us to the correct results. As Gauss stressed long ago, any kind of singular mathematics acquires a meaning only as a limiting form of some kind of well-behaved mathematics, and it is ambiguous until we specify exactly what limiting process we propose to use. In this sense, singular mathematics has necessarily a kind of anthropomorphic character; the question is not what is it, but rather how shall we define it so that it is in some way useful to us?

In the present case, we approach the limit in such a way that the density function develops a sharper and sharper peak, going in the limit into a delta function $p_{0} \delta\left(q-q_{0}\right)$ signifying a discrete hypothesis $H_{0}$, and enclosing a limiting area equal to the probability $p_{0}$ of that hypothesis; Eq. (4.65) below is an example.

But, in fact, if we become pragmatic we note that $f$ is not really a continuously variable parameter. In its working lifetime, a machine will produce only a finite number of widgets; if it is so well built that it makes $10^{8}$ of them, then the possible values of $f$ are a finite set of integer multiples of $10^{-8}$. Then our finite-set theory will apply, and consideration of a continuously variable $f$ is only an approximation to the exact discrete theory. There is never any need to consider infinite sets or measure theory in the real, exact problem. Likewise, any data set that can actually be recorded and analyzed is digitized into multiples of some smallest element. Most cases of allegedly continuously variable quantities are like this when one takes note of the actual, real-world situation.

### 4.6 Testing an infinite number of hypotheses

In spite of the pragmatic argument just given, thinking of continuously variable parameters is often a natural and convenient approximation to a real problem (only we should not take it so seriously that we get bogged down in the irrelevancies for the real world that infinite sets and measure theory generate). So, suppose that we are now testing simultaneously an uncountably infinite number of hypotheses about the machine. As often happens in mathematics, this actually makes things simpler because analytical methods become available. However, the logarithmic form of the previous equations is now awkward, and so we will go back to the original probability form (4.3):

$$
\begin{equation*}
P(A \mid D X)=P(A \mid X) \frac{P(D \mid A X)}{P(D \mid X)} \tag{4.56}
\end{equation*}
$$

Letting $A$ now stand for the proposition 'The fraction of bad widgets is in the range $(f, f+\mathrm{d} f)^{\prime}$, there is a prior pdf

$$
\begin{equation*}
P(A \mid X)=g(f \mid X) \mathrm{d} f \tag{4.57}
\end{equation*}
$$

which gives the probability that the fraction of bad widgets is in the range $\mathrm{d} f$; and let $D$ stand for the results thus far of our experiment,
$D \equiv N$ widgets were tested and we found the results $G G B G B B G \cdots$, containing in all $n$ bad ones and $(N-n)$ good ones.

Then the posterior pdf for $f$ is given by

$$
\begin{equation*}
P(A \mid D X)=P(A \mid X) \frac{P(D \mid A X)}{P(D \mid X)}=g(f \mid D X) \mathrm{d} f \tag{4.58}
\end{equation*}
$$

so the prior and posterior pdfs are related by

$$
\begin{equation*}
g(f \mid D X)=g(f \mid X) \frac{P(D \mid A X)}{P(D \mid X)} \tag{4.59}
\end{equation*}
$$

The denominator is just a normalizing constant, which we could calculate directly; but usually it is easier to determine (if it is needed at all) from requiring that the posterior pdf
satisfy the normalization condition

$$
\begin{equation*}
P(0 \leq f \leq 1 \mid D X)=\int_{0}^{1} \mathrm{~d} f g(f \mid D X)=1 \tag{4.60}
\end{equation*}
$$

which we should think of as an extremely good approximation to the exact formula, which has a sum over an enormous number of discrete values of $f$, instead of an integral.

The evidence of the data thus lies entirely in the $f$ dependence of $P(D \mid A X)$. At this point, let us be very careful, in view of some errors that have trapped the unwary. In this probability, the conditioning statement $A$ specifies an interval $\mathrm{d} f$, not a point value of $f$. Are we justified in taking an implied limit $\mathrm{d} f \rightarrow 0$ and replacing $P(D \mid A X)$ with $P\left(D \mid H_{f} X\right)$ ? Most writers have not hesitated to do this.

Mathematically, the correct procedure would be to evaluate $P(D \mid A X)$ exactly for positive $\mathrm{d} f$, and pass to the limit $\mathrm{d} f \rightarrow 0$ only afterward. But a tricky point is that if the problem contains another parameter $\theta$ in addition to $f$, then this procedure is ambiguous until we take the warning of Gauss very seriously, and specify exactly how the limit is to be approached (does $\mathrm{d} f$ tend to zero at the same rate for all values of $\theta$ ?). For example, if we set $\mathrm{d} f=\epsilon h(\theta)$ and pass to the limit $\epsilon \rightarrow 0$, our final conclusions may depend on which function $h(\theta)$ was used. Those who fail to notice this fall into the famous Borel-Kolmogorov paradox, in which a seemingly well-posed problem appears to have many different correct solutions. We shall discuss this in more detail later (Chapter 15), and show that the paradox is averted by strict adherence to our Chapter 2 rules.

In the present relatively simple problem, $f$ is the only parameter present and $P\left(D \mid H_{f} X\right)$ is a continuous function of $f$; this is surely enough to guarantee that the limit is wellbehaved and uneventful. But, just to be sure, let us take the trouble to demonstrate this by direct application of our Chapter 2 rules, keeping in mind that this continuum treatment is really an approximation to an exact discrete one. Then with $\mathrm{d} f>0$, we can resolve $A$ into a disjunction of a finite number of discrete propositions:

$$
\begin{equation*}
A=A_{1}+A_{2}+\cdots+A_{n}, \tag{4.61}
\end{equation*}
$$

where $A_{1}=H_{f}$ ( $f$ being one of the possible discrete values) and the $A_{i}$ specify the discrete values of $f$ in the interval $(f, f+\mathrm{d} f)$. They are mutually exclusive, so, as we noted in Chapter 2, Eq. (2.67), application of the product rule and the sum rule gives the general result

$$
\begin{equation*}
P(D \mid A X)=P\left(D \mid A_{1}+A_{2}+\cdots+A_{n}, X\right)=\frac{\sum_{i} P\left(A_{i} \mid X\right) P\left(D \mid A_{i} X\right)}{\sum_{i} P\left(A_{i} \mid X\right)} \tag{4.62}
\end{equation*}
$$

which is a weighted average of the separate probabilities $P\left(D \mid A_{i} X\right)$. This may be regarded also as a generalization of (4.39).

Then if all the $P\left(D \mid A_{i} X\right)$ were equal, (4.62) would become independent of their prior probabilities $P\left(A_{i} \mid X\right)$ and equal to $P\left(D \mid A_{1} X\right)=P\left(D \mid H_{f} X\right)$; the fact that the conditioning statement on the left-hand side of (4.62) is a logical sum makes no difference, and $P(D \mid A X)$ would be rigorously equal to $P\left(D \mid H_{f} X\right)$. Even if the $P\left(D \mid A_{i} X\right)$ are not equal, as $\mathrm{d} f \rightarrow 0$, we have $n \rightarrow 1$ and eventually $A=A_{1}$, with the same result.

It may appear that we have gone to extraordinary lengths to argue for an almost trivially simple conclusion. But the story of the schoolboy who made a mistake in his sums and concluded that the rules of arithmetic are all wrong, is not fanciful. There is a long history of workers who did seemingly obvious things in probability theory without bothering to derive them by strict application of the basic rules, obtained nonsensical results - and concluded that probability theory as logic was at fault. The greatest, most respected mathematicians and logicians have fallen into this trap momentarily, and some philosophers spend their entire lives mired in it; we shall see some examples in the next chapter.

Such a simple operation as passing to the limit $\mathrm{d} f \rightarrow 0$ may produce results that seem to us obvious and trivial; or it may generate a Borel-Kolmogorov paradox. We have learned from much experience that this care is needed whenever we venture into a new area of applications; we must go back to the beginning and derive everything directly from first principles applied to finite sets. If we obey the Chapter 2 rules prescribed by Cox's theorems, we are rewarded by finding beautiful and useful results, free of contradictions.

Now, if we were given that $f$ is the correct fraction of bad widgets, then the probability for getting a bad one at each trial would be $f$, and the probability for getting a good one would be $(1-f)$. The probabilities at different trials are, by hypothesis (i.e. one of the many statements hidden there in $X$ ), logically independent given $f$, and so, as in our derivation of the binomial distribution (3.86),

$$
\begin{equation*}
P\left(D \mid H_{f} X\right)=f^{n}(1-f)^{N-n} \tag{4.63}
\end{equation*}
$$

(note that the experimental data $D$ told us not only how many good and bad widgets were found, but also the order in which they appeared). Therefore, we have the posterior pdf

$$
\begin{equation*}
g(f \mid D X)=\frac{f^{n}(1-f)^{N-n} g(f \mid X)}{\int_{0}^{1} \mathrm{~d} f f^{n}(1-f)^{N-n} g(f \mid X)} \tag{4.64}
\end{equation*}
$$

You may be startled to realize that all of our previous discussion in this chapter is contained in this simple looking equation, as special cases. For example, the multiple hypothesis test starting with (4.43) and including the final results (4.45)-(4.49) is all contained in (4.64) corresponding to the particular choice of prior pdf:

$$
\begin{equation*}
g(f \mid X)=\frac{10}{11}\left(1-10^{-6}\right) \delta\left(f-\frac{1}{6}\right)+\frac{1}{11}\left(1-10^{-6}\right) \delta\left(f-\frac{1}{3}\right)+10^{-6} \delta\left(f-\frac{99}{100}\right) . \tag{4.65}
\end{equation*}
$$

This is a case where the cumulative pdf, $G(f)$, is discontinuous. The three delta-functions correspond to the three discrete hypotheses $B, A, C$, respectively, of that example. They appear in the prior pdf (4.65) with coefficients which are the prior probabilities (4.31); and in the posterior $\operatorname{pdf}$ (4.64) with altered coefficients, which are just the posterior probabilities (4.45), (4.48) and (4.49).

Readers who have been taught to mistrust delta-functions as 'nonrigorous' are urged to read Appendix B at this point. The issue has nothing to do with mathematical rigor; it is
simply one of notation appropriate to the problem. It would be difficult and awkward to express the information conveyed in (4.65) by a single equation in Lebesgue-Stieltjes type notation. Indeed, failure to use delta-functions where they are clearly called for has led mathematicians into elementary errors, as noted in Appendix B.

Suppose that at the start of this test our robot was fresh from the factory; it had no prior knowledge about the machines at all, except for our assurance that it is possible for a machine to make a good widget, and also possible for it to make a bad one. In this state of ignorance, what prior pdf $g(f \mid X)$ should it assign? If we have definite prior knowledge about $f$, this is the place to put it in; but we have not yet seen the principles needed to assign such priors. Even the problem of assigning priors to represent 'ignorance' will need much discussion later; but, for a simple result now, it may seem to the reader, as it did to Laplace 200 years ago, that in the present case the robot has no basis for assigning to any particular interval $\mathrm{d} f$ a higher probability than to any other interval of the same size. Thus, the only honest way it can describe what it knows is to assign a uniform prior probability density, $g(f \mid X)=$ const. This will receive a better theoretical justification later; to normalize it correctly as in (4.60) we must take

$$
\begin{equation*}
g(f \mid X)=1, \quad 0 \leq f \leq 1 \tag{4.66}
\end{equation*}
$$

The integral in (4.64) is then the well-known Eulerian integral of the first kind, today more commonly called the complete beta-function; and (4.64) reduces to

$$
\begin{equation*}
g(f \mid D X)=\frac{(N+1)!}{n!(N-n)!} f^{n}(1-f)^{N-n} \tag{4.67}
\end{equation*}
$$

### 4.6.1 Historical digression

It appears that this result was first found by an amateur mathematician, the Rev. Thomas Bayes (1763). For this reason, the kind of calculations we are doing are called 'Bayesian'. We shall follow this long-established custom, although it is misleading in several respects. The general result (4.3) is always called 'Bayes' theorem', although Bayes never wrote it; and it is really nothing but the product rule of probability theory which had been recognized by others, such as James Bernoulli and A. de Moivre (1718), long before the work of Bayes. Furthermore, it was not Bayes but Laplace (1774) who first saw the result in generality and showed how to use it in real problems of inference. Finally, the calculations we are doing the direct application of probability theory as logic - are more general than mere application of Bayes' theorem; that is only one of several items in our toolbox.

The right-hand side of (4.67) has a single peak in ( $0 \leq f \leq 1$ ), located by differentiation at

$$
\begin{equation*}
f=\hat{f} \equiv \frac{n}{N}, \tag{4.68}
\end{equation*}
$$

just the observed proportion, or relative frequency, of bad widgets. To find the sharpness of the peak, we write

$$
\begin{equation*}
L(f) \equiv \log g(f \mid D X)=n \log (f)+(N-n) \log (1-f)+\text { const. } \tag{4.69}
\end{equation*}
$$

and expand $L(f)$ in a power series about $\hat{f}$. The first terms are

$$
\begin{equation*}
L(f)=L(\hat{f})-\frac{(f-\hat{f})^{2}}{2 \sigma^{2}}+\cdots \tag{4.70}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{2} \equiv \frac{\hat{f}(1-\hat{f})}{N} \tag{4.71}
\end{equation*}
$$

and so, to this approximation, (4.67) is a Gaussian, or normal, distribution:

$$
\begin{equation*}
g(f \mid D X) \simeq K \exp \left\{-\frac{(f-\hat{f})^{2}}{2 \sigma^{2}}\right\} \tag{4.72}
\end{equation*}
$$

and $K$ is a normalizing constant. Equations (4.71) and (4.72) constitute the de MoivreLaplace theorem. It is actually an excellent approximation to (4.67) in the entire interval $(0<f<1)$ in the sense that the difference of the two sides tends to zero (although their ratio does not tend to unity), provided that $n \gg 1$ and $(N-n) \gg 1$. Properties of the Gaussian distribution are discussed in depth in Chapter 7.

Thus, after observing $n$ bad widgets in $N$ trials, the robot's state of knowledge about $f$ can be described reasonably well by saying that it considers the most likely value of $f$ to be just the observed fraction of bad widgets, and it considers the accuracy of this estimate to be such that the interval $\hat{f} \pm \sigma$ is reasonably likely to contain the true value. The parameter $\sigma$ is called the standard deviation and $\sigma^{2}$ is the variance of the pdf (4.72). More precisely, from numerical analysis of (4.72), the robot assigns:
$50 \%$ probability that the true value of $f$ is contained in the interval $\hat{f} \pm 0.68 \sigma ;$
$90 \%$ probability that it is contained in $\hat{f} \pm 1.65 \sigma$;
$99 \%$ probability that it is contained in $\hat{f} \pm 2.57 \sigma$.
As the number $N$ of tests increases, these intervals shrink, according to (4.71), proportional to $1 / \sqrt{N}$, a common rule that arises repeatedly in probability theory.

In this way, we see that the robot starts in a state of 'complete ignorance' about $f$; but, as it accumulates information from the tests, it acquires more and more definite opinions about $f$, which correspond very nicely to common sense. Two cautions: (1) all this applies only to the case where, although the numerical value of $f$ is initially unknown, it was one of the conditions defining the problem that $f$ is known not to be changing with time, and (2) again we must warn against the error of calling $\sigma$ the 'variance of $f$ ', which would imply that $f$ is varying, and that $\sigma$ is a real (i.e. measurable) physical property of $f$. That is one of the most common forms of the mind projection fallacy.

It is really necessary to belabor this point: $\sigma$ is not a real property of $f$, but only a property of the probability distribution that the robot assigns to represent its state of knowledge about $f$. Two robots with different information would, naturally and properly, assign different pdfs for the same unknown quantity $f$, and the one which is better informed will probably - and deservedly - be able to estimate $f$ more accurately; i.e., to use a smaller $\sigma$.

But, as noted, we may consider a different problem in which $f$ is variable if we wish to do so. Then the mean-square variation $s^{2}$ of $f$ over some class of cases will become a 'real' property, in principle measurable, and the question of its relation, if any, to the $\sigma^{2}$ of the robot's pdf for that problem can be investigated mathematically, as we shall do later in connection with time series. The relation will prove to be: if we know $\sigma$ but have as yet no data and no other prior information about $s$, then the best prediction of $s$ that we can make is essentially equal to $\sigma$; and if we do have the data but do not know $\sigma$ and have no other prior information about $\sigma$, then the best estimate of $\sigma$ that we can make is nearly equal to $s$. These relations are mathematically derivable consequences of probability theory as logic.

Indeed, it would be interesting, and more realistic for some quality-control situations, to introduce the possibility that $f$ might vary with time, and the robot's job is to make the best possible inferences about whether a machine is drifting slowly out of adjustment, with the hope of correcting trouble before it became serious. Many other extensions of our problem occur to us: a simple classification of widgets as good and bad is not too realistic; there is likely a continuous gradation of quality, and by taking that into account we could refine these methods. There might be several important properties instead of just 'badness' and 'goodness' (for example, if our widgets are semiconductor diodes, forward resistance, noise temperature, rf impedance, low-level rectification efficiency, etc.), and we might also have to control the quality with respect to all of these. There might be a great many different machine characteristics, instead of just $H_{f}$, about which we need plausible inference.

It is clear that we could spend years and write volumes on all the further ramifications of this problem, and there is already a huge literature on it. Although there is no end to the complicated details that can be generated, there is in principle no difficulty in making whatever generalization we need. It requires no new principles beyond what we have given.

In the problem of detecting a drift in machine characteristics, we would want to compare our robot's procedure with the ones proposed long ago by Shewhart (1931). We would find that Shewhart's methods are intuitive approximations to what our robot would do; in some of the cases involving a normal distribution they are the same (but for the fact that Shewhart was not thinking sequentially; he considered the number of tests determined in advance). These are, incidentally, the only cases where Shewhart felt that his proposed methods were fully satisfactory.

This is really the same problem as that of detecting a signal in noise, which we shall study in more detail later on.

### 4.7 Simple and compound (or composite) hypotheses

The hypotheses $\left(A, B, C, H_{f}\right)$ that we have considered thus far refer to a single parameter $f=M / N$, the unknown fraction of bad widgets in our box, and specify a sharply defined value for $f$ (in $H_{f}$, it can be any prescribed number in $0 \leq f \leq 1$ ). Such hypotheses are called simple, because if we formalize this a bit more by defining an abstract 'parameter space' $\Omega$ consisting of all values of the parameter or parameters that we consider to be possible, such an hypothesis is represented by a single point in $\Omega$.

Testing all the simple hypotheses in $\Omega$, however, may be more than we need for our purposes. It may be that we care only whether our parameter lies in some subset $\Omega_{1} \in \Omega$ or in the complementary set $\Omega_{2}=\Omega-\Omega_{1}$, and the particular value of $f$ in that subset is uninteresting (i.e. it would make no difference for what we plan to do next). Can we proceed directly to the question of interest, instead of requiring our robot to test every simple hypothesis in $\Omega_{1}$ ?

The question is, to us, trivial; our starting point, Eq. (4.3), applies for all hypotheses $H$, simple or otherwise, so we have only to evaluate the terms in it for this case. But in (4.64) we have done almost all of that, and need only one more integration. Suppose that if $f>0.1$ then we need to take some action (stop the machine and readjust it), but if $f \leq 0.1$ we should allow it to continue running. The space $\Omega$ then consists of all $f$ in $[0,1]$, and we take $\Omega_{1}$ as comprising all $f$ in $[0.1,1], H$ as the hypothesis that $f$ is in $\Omega_{1}$. Since the actual value of $f$ is not of interest, $f$ is now called a nuisance parameter; and we want to get rid of it.

In view of the fact that the problem has no other parameter than $f$ and different intervals $\mathrm{d} f$ are mutually exclusive, the discrete sum rule $P\left(A_{1}+\cdots+A_{n} \mid B\right)=\sum_{i} P\left(A_{i} \mid B\right)$ will surely generalize to an integral as the $A_{i}$ become more and more numerous. Then the nuisance parameter $f$ is removed by integrating it out of (4.64):

$$
\begin{equation*}
P\left(\Omega_{1} \mid D X\right)=\frac{\int_{\Omega_{1}} \mathrm{~d} f f^{n}(1-f)^{N-n} g(f \mid X)}{\int_{\Omega} \mathrm{d} f f^{n}(1-f)^{N-n} g(f \mid X)} \tag{4.73}
\end{equation*}
$$

In the case of a uniform prior pdf for $f$, we may use (4.64) and the result is the incomplete beta-function: the posterior probability that $f$ is in any specified interval ( $a<f<b$ ) is

$$
\begin{equation*}
P(a<f<b \mid D X)=\frac{(N+1)!}{n!(N-n)!} \int_{a}^{b} \mathrm{~d} f f^{n}(1-f)^{N-n} \tag{4.74}
\end{equation*}
$$

and in this form computer evaluation is easy.
More generally, when we have any composite hypothesis to test, probability theory tells us that the proper procedure is simply to apply the principle (4.1) by summing or integrating out, with respect to appropriate priors, whatever nuisance parameters it contains. The conclusions thus found take fully into account all of the evidence contained in the data and in the prior information about the parameters. Probability theory used as logic enables us
to test, with a single principle, any number of hypotheses, simple or compound, in the light of the data and prior information. In later chapters we shall demonstrate these properties in many quantitatively worked out examples.

### 4.8 Comments

### 4.8.1 Etymology

Our opening quotation from John Craig (1699) is from a curious work on the probabilities of historical events, and how they change as the evidence changes. Craig's work was ridiculed mercilessly in the 19th century; and, indeed, his applications to religious issues do seem weird to us today. But Stigler (1986a) notes that Craig was writing at a time when the term 'probability' had not yet settled down to its present technical meaning, as referring to a (0-1) scale; and if we merely interpret Craig's 'probability for an hypothesis' as our log-odds measure (which we have seen to have in some respects a more primitive and intuitive meaning than probability), Craig's reasoning was actually quite good, and may be regarded as an anticipation of what we have done in this chapter.

Today, the logarithm-of-odds $\{u=\log [p /(1-p)]\}$ has proved to be such an important quantity that it deserves a shorter name; but we have had trouble finding one. Good (1950) was perhaps the first author to stress its importance in a published work, and he proposed the name lods, but the term has a leaden ring to our ears, as well as a nondescriptive quality, and it has never caught on.

Our same quantity (4.8) was used by Alan Turing and I. J. Good from 1941, in classified cryptographic work in England during World War II. Good (1980) later reminisced about this briefly, and noted that Turing coined the name 'deciban' for it. This has not caught on, presumably because nobody today can see any rationale for it.

The present writer, in his lectures of 1955-64 (for example, Jaynes, 1956), proposed the name evidence, which is intuitive and descriptive in the sense that, for given proportions, twice as many data provide twice as much evidence for an hypothesis. This was adopted by Tribus (1969), but it has not caught on either.

More recently, the term logit for $U \equiv \log [y /(a-y)]$, where $\left\{y_{i}\right\}$ are some items of data and $a$ is chosen by some convention such as $a=100$, has come into use. Likewise, graphs using $U$ for one axis are called logistic. For example, in one commercial software graphics program, an axis on which values of $U$ are plotted is called a 'logit axis' and regression on that graph is called 'logistic regression'. There is at least a mathematical similarity to what we do here, but not any very obvious conceptual relation because $U$ is not a measure of probability. In any event, the term 'logistic' had already an established usage dating back to Poincaré and Peano, as referring to the Russell-Whitehead attempt to reduce all mathematics to logic. ${ }^{3}$

[^16]In the face of this confusion, we propose and use the following terminology. Note that we need two terms: the name of the quantity, and the name of the units in which it is measured. For the former we have retained the name evidence, which has at least the merit that it has been defined, and used consistently with the definition, in previously published works. One can then use various different units, with different names. In this chapter we have measured evidence in decibels because of its familiarity to scientists, the ease of finding numerical values, and the connection with the base ten number system which makes the results intuitively clear.

### 4.8.2 What have we accomplished?

The things which we have done in such a simple way in this chapter have been, in one sense, deceptive. We have had an introduction, in an atmosphere of apparent triviality, into almost every kind of problem that arises in the hypothesis testing business. But do not be deceived by the simplicity of our calculations into thinking that we have not reached the real nontrivial problems of the field. Those problems are only straightforward mathematical generalizations of what we have done here, and mathematically mature readers who have understood this chapter can now solve them for themselves, probably with less effort than it would require to find and understand the solutions available in the literature.

In fact, the methods of solution that we have indicated have far surpassed, in power to yield useful results, the methods available in the conventional non-Bayesian literature of hypothesis testing. To the best of our knowledge, no comprehension of the facts of multiple hypothesis testing, as illustrated in Figure 4.1, can be found in the orthodox literature (which explains why the principles of multiple hypothesis testing have been controversial in that literature). Likewise, our form of solution of the compound hypothesis problem (4.73) will not be found in the 'orthodox' literature of the subject.

It was our use of probability theory as logic that has enabled us to do so easily what was impossible for those who thought of probability as a physical phenomenon associated with 'randomness'. Quite the opposite; we have thought of probability distributions as carriers of information. At the same time, under the protection of Cox's theorems, we have avoided the inconsistencies and absurdities which are generated inevitably by those who try to deal with the problems of scientific inference by inventing ad hoc devices instead of applying the rules of probability theory. For a devastating criticism of these devices, see the book review by Pratt (1961).

It is not only in hypothesis testing, however, that the foundations of the theory matter for applications. As indicated in Chapter 1 and Appendix A, our formulation was chosen with the aim of giving the theory the widest possible range of useful applications. To drive home how much the scope of solvable problems depends on the chosen foundations, the reader may try Exercise 4.6.

[^17]Exercise 4.6. In place of our product and sum rules, Ruelle (1991, p. 17) defines the 'mathematical presentation' of probability theory by three basic rules:

$$
\begin{align*}
& p(\bar{A})=1-p(A) ; \\
& \text { if } A \text { and } B \text { are mutually exclusive, }  \tag{4.75}\\
& \text { if } A \text { and } B \text { are independent, }
\end{align*}
$$

Survey the preceding two chapters, and determine how many of the applications that we solved in Chapters 3 and 4 could have been solved by application of these rules. Hint: If $A$ and $B$ are not independent, is $p(A B)$ determined by them? Is the notion of conditional probability defined? Ruelle makes no distinction between logical and causal independence; he defines 'independence' of $A$ and $B$ as meaning: 'the fact that one is realized has in the average no influence on the realization of the other'. It appears, then, that he would always accept (4.29) for all $n$.

This exercise makes it clear why conventional expositions do not consider scientific inference to be a part of probability theory. Indeed, orthodox statistical theory is helpless to deal with such problems because, thinking of probability as a physical phenomenon, it recognizes the existence only of sampling probabilities; thus it denies itself the technical tools needed to incorporate prior information, to eliminate nuisance parameters, or to recognize the information contained in a posterior probability. However, even most of the sampling theory results that we derived in Chapter 3 are beyond the scope of the mathematical and conceptual foundation given by Ruelle, as are virtually all of the parameter estimation results to be derived in Chapter 6.

We shall find later that our way of treating compound hypotheses illustrated here also generates automatically the conventional orthodox significance tests or superior ones; and at the same time gives a clear statement of what they are testing and their range of validity, previously lacking in the orthodox literature.

Now that we have seen the beginnings of this situation, before turning to more serious and mathematically more sophisticated problems, we shall relax and amuse ourselves in the next chapter by examining how probability theory as logic can clear up all kinds of weird errors, in the older literature, that arose from very simple misuse of probability theory, but whose consequences were relatively trivial. In Chapters 15 and 17 we consider some more complicated and serious errors that are causing major confusion in the current literature.

## 5

## Queer uses for probability theory

I cannot conceal the fact here that in the specific application of these rules, I foresee many things happening which can cause one to be badly mistaken if he does not proceed cautiously.

James Bernoulli (1713, Part 4, Chapter III)


#### Abstract

I. J. Good (1950) has shown how we can use probability theory backwards to measure our own strengths of belief about propositions. For example, how strongly do you believe in extrasensory perception?


### 5.1 Extrasensory perception

What probability would you assign to the hypothesis that Mr Smith has perfect extrasensory perception? More specifically, that he can guess right every time which number you have written down. To say zero is too dogmatic. According to our theory, this means that we are never going to allow the robot's mind to be changed by any amount of evidence, and we don't really want that. But where is our strength of belief in a proposition like this?

Our brains work pretty much the way this robot works, but we have an intuitive feeling for plausibility only when it's not too far from 0 db . We get fairly definite feelings that something is more than likely to be so or less than likely to be so. So the trick is to imagine an experiment. How much evidence would it take to bring your state of belief up to the place where you felt very perplexed and unsure about it? Not to the place where you believed it - that would overshoot the mark, and again we'd lose our resolving power. How much evidence would it take to bring you just up to the point where you were beginning to consider the possibility seriously?

So, we consider Mr Smith, who says he has extrasensory perception (ESP), and we will write down some numbers from one to ten on a piece of paper and ask him to guess which numbers we've written down. We'll take the usual precautions to make sure against other ways of finding out. If he guesses the first number correctly, of course we will all say 'you're a very lucky person, but I don't believe you have ESP'. And if he guesses two numbers correctly, we'll still say 'you're a very lucky person, but I still don't believe you have ESP'.

By the time he's guessed four numbers correctly - well, I still wouldn't believe it. So my state of belief is certainly lower than -40 db .

How many numbers would he have to guess correctly before you would really seriously consider the hypothesis that he has extrasensory perception? In my own case, I think somewhere around ten. My personal state of belief is, therefore, about -100 db . You could talk me into a $\pm 10 \mathrm{db}$ change, and perhaps as much as $\pm 30 \mathrm{db}$, but not much more than that.

After further thought, we see that, although this result is correct, it is far from the whole story. In fact, if he guessed 1000 numbers correctly, I still would not believe that he has ESP, for an extension of the same reason that we noted in Chapter 4 when we first encountered the phenomenon of resurrection of dead hypotheses. An hypothesis $A$ that starts out down at -100 db can hardly ever come to be believed, whatever the data, because there are almost sure to be alternative hypotheses ( $B_{1}, B_{2}, \ldots$ ) above it, perhaps down at -60 db . Then, when we obtain astonishing data that might have resurrected $A$, the alternatives will be resurrected instead. Let us illustrate this by two famous examples, involving telepathy and the discovery of Neptune. Also we note some interesting variants of this. Some are potentially useful, some are instructive case histories of probability theory gone wrong, in the way Bernoulli warned us about.

### 5.2 Mrs Stewart's telepathic powers

Before venturing into this weird area, the writer must issue a disclaimer. I was not there, and am not in a position to affirm that the experiment to be discussed actually took place; or, if it did, that the data were actually obtained in a valid way. Indeed, that is just the problem that you and I always face when someone tries to persuade us of the reality of ESP or some other marvellous thing - such things never happen to us or in our presence. All we are able to affirm is that the experiment and data have been reported in a real, verifiable reference (Soal and Bateman, 1954). This is the circumstance that we want to analyze now by probability theory. Lindley (1957) and Bernardo (1980) have also taken note of it from the standpoint of probability theory, and Boring (1955) discusses it from the standpoint of psychology.

In the reported experiment, from the experimental design the probability for guessing a card correctly should have been $p=0.2$, independently in each trial. Let $H_{p}$ be the 'null hypothesis' which states this, and supposes that only 'pure chance' is operating (whatever that means). According to the binomial distribution (3.86), $H_{p}$ predicts that if a subject has no ESP, the number $r$ of successful guesses in $n$ trials should be about (mean $\pm$ standard deviation)

$$
\begin{equation*}
(r)_{\mathrm{est}}=n p \pm \sqrt{n p(1-p)} \tag{5.1}
\end{equation*}
$$

For $n=37100$ trials, this is $7420 \pm 77$.
But, according to the report, Mrs Gloria Stewart guessed correctly $r=9410$ times in 37100 trials, for a fractional success rate of $f=0.2536$. These numbers constitute
our data $D$. At first glance, they may not look very sensational; note, however, that her score was

$$
\begin{equation*}
\frac{9410-7420}{77}=25.8 \tag{5.2}
\end{equation*}
$$

standard deviations away from the chance expectation.
The probability for getting these data, on hypothesis $H_{p}$, is then the binomial

$$
\begin{equation*}
P\left(D \mid H_{p}\right)=\binom{n}{r} p^{r}(1-p)^{n-r} . \tag{5.3}
\end{equation*}
$$

But the numbers $n, r$ are so large that we need the Stirling approximation to the binomial, derived in Chapter 9:

$$
\begin{equation*}
P\left(D \mid H_{p}\right)=A \exp \{n H(f, p)\} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
H(f, p)=f \log \left(\frac{p}{f}\right)+(1-f) \log \left[\frac{1-p}{1-f}\right]=-0.008452 \tag{5.5}
\end{equation*}
$$

is the entropy of the observed distribution $(f, 1-f)=(0.2536,0.7464)$ relative to the expected one, $(p, 1-p)=(0.2000,0.8000)$, and

$$
\begin{equation*}
A \equiv \sqrt{\left[\frac{n}{2 \pi r(n-r)}\right]}=0.00476 \tag{5.6}
\end{equation*}
$$

Then we may take as the likelihood $L_{p}$ of $H_{p}$, the sampling probability

$$
\begin{equation*}
L_{p}=P\left(D \mid H_{p}\right)=0.00476 \exp \{-313.6\}=3.15 \times 10^{-139} \tag{5.7}
\end{equation*}
$$

This looks fantastically small; however, before jumping to conclusions, the robot should ask: 'Are the data also fantastically improbable on the hypothesis that Mrs Stewart has telepathic powers?' If they are, then (5.7) may not be so significant after all.

Consider the Bernoulli class of alternative hypotheses $H_{q}(0 \leq q \leq 1)$, which suppose that the trials are independent, but that assign different probabilities of success $q$ to Mrs Stewart ( $q>0.2$ if the hypothesis considers her to be telepathic). Out of this class, the hypothesis $H_{f}$ that assigns $q=f=0.2536$ yields the greatest $P\left(D \mid H_{q}\right)$ that can be attained in the Bernoulli class, and for this the entropy (5.5) is zero, yielding a maximum likelihood of

$$
\begin{equation*}
L_{f}=P\left(D \mid H_{f}\right)=A=0.00476 \tag{5.8}
\end{equation*}
$$

So, if the robot knew for a fact that Mrs Stewart is telepathic to the extent of $q=0.2536$, then the probability that she could generate the observed data would not be particularly small. Therefore, the smallness of (5.7) is indeed highly significant; for then the likelihood ratio for the two hypotheses must be fantastically small. The relative likelihood depends
only on the entropy factor:

$$
\begin{equation*}
\frac{L_{p}}{L_{f}}=\frac{P\left(D \mid H_{p}\right)}{P\left(D \mid H_{f}\right)}=\exp \{n H\}=\exp \{-313.6\}=6.61 \times 10^{-137} \tag{5.9}
\end{equation*}
$$

and the robot would report: 'The data do indeed support $H_{f}$ over $H_{p}$ by an enormous factor.'

### 5.2.1 Digression on the normal approximation

Note, in passing, that in this calculation large errors could be made by unthinking use of the normal approximation to the binomial, also derived in Chapter 9 (or compare with (4.72)):

$$
\begin{equation*}
P\left(D \mid H_{p}, X\right) \simeq(\text { const. }) \times \exp \left\{\frac{-n(f-p)^{2}}{2 p(1-p)}\right\} \tag{5.10}
\end{equation*}
$$

To use it here instead of the entropy approximation (5.4), amounts to replacing the entropy $H(f, p)$ by the first term of its power series expansion about the peak. Then we would have found instead a likelihood ratio $\exp \{-333.1\}$. Thus, the normal approximation would have made Mrs Stewart appear even more marvellous than the data indicate, by an additional odds ratio factor of

$$
\begin{equation*}
\exp \{333.1-313.6\}=\exp \{19.5\}=2.94 \times 10^{8} \tag{5.11}
\end{equation*}
$$

This should warn us that, quite generally, normal approximations cannot be trusted far out in the tails of a distribution. In this case, we are 25.8 standard deviations out, and the normal approximation is in error by over eight orders of magnitude.

Unfortunately, this is just the approximation used by the chi-squared test discussed later, which can therefore lead us to wildly misleading conclusions when the 'null hypothesis' being tested fits the data very poorly. Those who use the chi-squared test to support their claims of marvels are usually helping themselves by factors such as (5.11). In practice, the entropy calculation (5.5) is just as easy and far more trustworthy (although the entropy and chi-squared test amount to the same thing within one or two standard deviations of the peak).

### 5.2.2 Back to Mrs Stewart

In any event, our present numbers are indeed fantastic; on the basis of such a result, ESP researchers would proclaim a virtual certainty that ESP is real. If we compare $H_{p}$ and $H_{f}$ by probability theory, the posterior probability that Mrs Stewart has ESP to the extent of $q=f=0.2536$ is

$$
\begin{equation*}
P\left(H_{f} \mid D X\right)=P\left(H_{f} \mid X\right) \frac{P\left(D \mid H_{f} X\right)}{P(D \mid X)}=\frac{P_{f} L_{f}}{P_{f} L_{f}+P_{p} L_{p}} \tag{5.12}
\end{equation*}
$$

where $P_{p}, P_{f}$ are the prior probabilities of $H_{p}, H_{f}$. But, because of (5.9), it hardly matters what these prior probabilities are; in the view of an ESP researcher who does not consider
the prior probability $P_{f}=P\left(H_{f} \mid X\right)$ particularly small, $P\left(H_{f} \mid D X\right)$ is so close to unity that its decimal expression starts with over 100 nines.

He will then react with anger and dismay when, in spite of what he considers this overwhelming evidence, we persist in not believing in ESP. Why are we, as he sees it, so perversely illogical and unscientific?

The trouble is that the above calculations, (5.9) and (5.12), represent a very naïve application of probability theory, in that they consider only $H_{p}$ and $H_{f}$, and no other hypotheses. If we really knew that $H_{p}$ and $H_{f}$ were the only possible ways the data (or, more precisely, the observable report of the experiment and data) could be generated, then the conclusions that follow from (5.9) and (5.12) would be perfectly all right. But, in the real world, our intuition is taking into account some additional possibilities that they ignore.

Probability theory gives us the results of consistent plausible reasoning from the information that was actually used in our calculation. It can lead us wildly astray, as Bernoulli noted in our opening quotation, if we fail to use all the information that our common sense tells us is relevant to the question we are asking. When we are dealing with some extremely implausible hypothesis, recognition of a seemingly trivial alternative possibility can make many orders of magnitude difference in the conclusions. Taking note of this, let us show how a more sophisticated application of probability theory explains and justifies our intuitive doubts.

Let $H_{p}, H_{f}$, and $L_{p}, L_{f}, P_{p}, P_{f}$ be as above; but now we introduce some new hypotheses about how this report of the experiment and data might have come about, which will surely be entertained by the readers of the report even if they are discounted by its writers.

These new hypotheses $\left(H_{1}, H_{2}, \ldots, H_{k}\right)$ range all the way from innocent possibilities, such as unintentional error in the record keeping, through frivolous ones (perhaps Mrs Stewart was having fun with those foolish people, with the aid of a little mirror that they did not notice), to less innocent possibilities such as selection of the data (not reporting the days when Mrs Stewart was not at her best), to deliberate falsification of the whole experiment for wholly reprehensible motives. Let us call them all, simply, 'deception'. For our purposes, it does not matter whether it is we or the researchers who are being deceived, or whether the deception was accidental or deliberate. Let the deception hypotheses have likelihoods and prior probabilities $L_{i}, P_{i}, i=(1,2, \ldots, k)$.

There are, perhaps, 100 different deception hypotheses that we could think of and are not too far-fetched to consider, although a single one would suffice to make our point.

In this new logical environment, what is the posterior probability for the hypothesis $H_{f}$ that was supported so overwhelmingly before? Probability theory now tells us that

$$
\begin{equation*}
P\left(H_{f} \mid D X\right)=\frac{P_{f} L_{f}}{P_{f} L_{f}+P_{p} L_{p}+\sum P_{i} L_{i}} . \tag{5.13}
\end{equation*}
$$

Introduction of the deception hypotheses has changed the calculation greatly; in order for $P\left(H_{f} \mid D X\right)$ to come anywhere near unity it is now necessary that

$$
\begin{equation*}
P_{p} L_{p}+\sum_{i} P_{i} L_{i} \ll P_{f} L_{f} \tag{5.14}
\end{equation*}
$$

Let us suppose that the deception hypotheses have likelihoods $L_{i}$ of the same order as $L_{f}$ in (5.8); i.e. a deception mechanism could produce the reported data about as easily as could a truly telepathic Mrs Stewart. From (5.7), $P_{p} L_{p}$ is completely negligible, so (5.14) is not greatly different from

$$
\begin{equation*}
\sum P_{i} \ll P_{f} \tag{5.15}
\end{equation*}
$$

But each of the deception hypotheses is, in my judgment, more likely than $H_{f}$, so there is not the remotest possibility that the inequality (5.15) could ever be satisfied.

Therefore, this kind of experiment can never convince me of the reality of Mrs Stewart's ESP; not because I assert $P_{f}=0$ dogmatically at the start, but because the verifiable facts can be accounted for by many alternative hypotheses, every one of which I consider inherently more plausible than $H_{f}$, and none of which is ruled out by the information available to me.

Indeed, the very evidence which the ESP'ers throw at us to convince us, has the opposite effect on our state of belief; issuing reports of sensational data defeats its own purpose. For if the prior probability for deception is greater than that of ESP, then the more improbable the alleged data are on the null hypothesis of no deception and no ESP, the more strongly we are led to believe, not in ESP, but in deception. For this reason, the advocates of ESP (or any other marvel) will never succeed in persuading scientists that their phenomenon is real, until they learn how to eliminate the possibility of deception in the mind of the reader. As (5.15) shows, the reader's total prior probability for deception by all mechanisms must be pushed down below that of ESP.

It is interesting that Laplace perceived this phenomenon long ago. His Essai Philosophique sur les Probabilités $(1814,1819)$ has a long chapter on the 'Probabilities of testimonies', in which he calls attention to 'the immense weight of testimonies necessary to admit a suspension of natural laws'. He notes that those who make recitals of miracles,
decrease rather than augment the belief which they wish to inspire; for then those recitals render very probable the error or the falsehood of their authors. But that which diminishes the belief of educated men often increases that of the uneducated, always avid for the marvellous.

We observe the same phenomenon at work today, not only in the ESP enthusiast, but in the astrologer, reincarnationist, exorcist, fundamentalist preacher or cultist of any sort, who attracts a loyal following among the uneducated by claiming all kinds of miracles, but has zero success in converting educated people to his teachings. Educated people, taught to believe that a cause-effect relation requires a physical mechanism to bring it about, are scornful of arguments which invoke miracles; but the uneducated seem actually to prefer them.

Note that we can recognize the clear truth of this psychological phenomenon without taking any stand about the truth of the miracle; it is possible that the educated people are wrong. For example, in Laplace's youth educated persons did not believe in meteorites, but dismissed them as ignorant folklore because they are so rarely observed. For one familiar
with the laws of mechanics the notion that 'stones fall from the sky' seemed preposterous, while those without any conception of mechanical law saw no difficulty in the idea. But the fall at Laigle in 1803, which left fragments studied by Biot and other French scientists, changed the opinions of the educated - including Laplace himself. In this case, the uneducated, avid for the marvellous, happened to be right: c'est la vie.

Indeed, in the course of writing this chapter, the writer found himself a victim of this phenomenon. In the 1987 Ph.D. thesis of G. L. Bretthorst, and more fully in Bretthorst (1988), we applied Bayesian analysis to estimation of frequencies of nonstationary sinusoidal signals, such as exponential decay in nuclear magnetic resonance (NMR) data, or chirp in oceanographic waves. We found - as was expected on theoretical grounds - an improved resolution over the previously used Fourier transform methods.

If we had claimed a $50 \%$ improvement, we would have been believed at once, and other researchers would have adopted this method eagerly. But, in fact, we found orders of magnitude improvement in resolution. It was, in retrospect, foolish of us to mention this at the outset, for in the minds of others the prior probability that we were irresponsible charlatans was greater than the prior probability that a new method could possibly be that good; and we were not at first believed.

Fortunately, we were able, by presenting many numerical analyses of data and distributing free computer programs so that doubters could check our claims for themselves on whatever data they chose, to eliminate the possibility of deception in the minds of our audience, and the method did find acceptance after all. The Bayesian analyses of free decay NMR signals now permits experimentalists to extract much more information from their data than was possible by taking Fourier transforms.

The reader should be warned, however, that our probability analysis (5.13) of Mrs Stewart's performance is still rather naïve in that it neglects correlations; having seen a persistent deviation from the chance expectation $p=0.2$ in the first few hundred trials, common sense would lead us to form the hypothesis that some unknown systematic cause is at work, and we would come to expect the same deviation in the future. This would alter the numerical values given above, but not enough to change our general conclusions. More sophisticated probability models which are able to take such things into account are given in our discussions of advanced applications later; relevant topics are Dirichlet priors, exchangeable sequences, and autoregressive models.

Now let us return to that original device of I. J. Good, which started this train of thought. After all this analysis, why do we still hold that naïve first answer of -100 db for my prior probability for ESP, as recorded above, to be correct? Because Jack Good's imaginary device can be applied to whatever state of knowledge we choose to imagine; it need not be the real one. If I knew that true ESP and pure chance were the only possibilities, then the device would apply and my assignment of -100 db would hold. But, knowing that there are other possibilities in the real world does not change my state of belief about ESP; so the figure of -100 db still holds.

Therefore, in the present state of development of probability theory, the device of imaginary results is usable and useful in a very wide variety of situations, where we might not at
first think it applicable. We shall find it helpful in many cases where our prior information seems at first too vague to lead to any definite prior probabilities; it stimulates our thinking and tells us how to assign them after all. Perhaps in the future we shall have more formal principles that make it unnecessary.

Exercise 5.1. By applying the device of imaginary results, find your own strength of belief in any three of the following propositions: (1) Julius Caesar is a real historical person (i.e. not a myth invented by later writers); (2) Achilles is a real historical person; (3) the Earth is more than a million years old; (4) dinosaurs did not die out; they are still living in remote places; (5) owls can see in total darkness; (6) the configuration of the planets influences our destiny; (7) automobile seat belts do more harm than good; (8) high interest rates combat inflation; (9) high interest rates cause inflation.

Hint: Try to imagine a situation in which the proposition $H_{0}$ being tested, and a single alternative $H_{1}$, would be the only possibilities, and you receive new 'data' $D$ consistent with $H_{0}: P\left(D \mid H_{0}\right) \simeq 1$. The imaginary alternative and data are to be such that you can calculate the probability $P\left(D \mid H_{1}\right)$. Always use an $H_{0}$ that you are inclined not to believe; if the proposition as stated seems highly plausible to you, then for $H_{0}$ choose its denial.

Much more has been written about the Soal experiments in ESP. The deception hypothesis, already strongly indicated by our probability analysis, is supported by additional evidence (Hansel, 1980; Kurtz, 1985). Altogether, an appalling amount of effort has been expended on this incident, and it might appear that the only result was to provide a pedagogical example of the use of probability theory with very unlikely hypotheses. Can anything more useful be salvaged from it?

We think that this incident has some lasting value both for psychology and for probability theory, because it has made us aware of an important general phenomenon, which has nothing to do with ESP; a person may tell the truth and not be believed, even though the disbelievers are reasoning in a rational, consistent way. To the best of our knowledge it has not been noted before that probability theory as logic automatically reproduces and explains this phenomenon. This leads us to conjecture that it may generalize to other more complex and puzzling psychological phenomena.

### 5.3 Converging and diverging views

Suppose that two people, $\mathrm{Mr} A$ and $\mathrm{Mr} B$ have differing views (due to their differing prior information) about some issue, say the truth or falsity of some controversial proposition $S$. Now we give them both a number of new pieces of information or 'data', $D_{1}, D_{2}, \ldots, D_{n}$, some favorable to $S$, some unfavorable. As $n$ increases, the totality of their information comes to be more nearly the same, therefore we might expect that their opinions about $S$ will converge toward a common agreement. Indeed, some authors consider this so obvious
that they see no need to demonstrate it explicitly, while Howson and Urbach (1989, p. 290) claim to have demonstrated it.

Nevertheless, let us see for ourselves whether probability theory can reproduce such phenomena. Denote the prior information by $I_{A}, I_{B}$, respectively, and let Mr $A$ be initially a believer, Mr $B$ a doubter:

$$
\begin{equation*}
P\left(S \mid I_{A}\right) \simeq 1, \quad P\left(S \mid I_{B}\right) \simeq 0 \tag{5.16}
\end{equation*}
$$

after receiving data $D$, their posterior probabilities are changed to

$$
\begin{align*}
& P\left(S \mid D I_{A}\right)=P\left(S \mid I_{A}\right) \frac{P\left(D \mid S I_{A}\right)}{P\left(D \mid I_{A}\right)}  \tag{5.17}\\
& P\left(S \mid D I_{B}\right)=P\left(S \mid I_{B}\right) \frac{P\left(D \mid S I_{B}\right)}{P\left(D \mid I_{B}\right)}
\end{align*}
$$

If $D$ supports $S$, then since $\mathrm{Mr} A$ already considers $S$ almost certainly true, we have $P\left(D \mid S I_{A}\right) \simeq P\left(D \mid I_{A}\right)$, and so

$$
\begin{equation*}
P\left(S \mid D I_{A}\right) \simeq P\left(S \mid I_{A}\right) \tag{5.18}
\end{equation*}
$$

Data $D$ have no appreciable effect on Mr $A$ 's opinion. But now one would think that if Mr $B$ reasons soundly, he must recognize that $P\left(D \mid S I_{B}\right)>P\left(D \mid I_{B}\right)$, and thus

$$
\begin{equation*}
P\left(S \mid D I_{B}\right)>P\left(S \mid I_{B}\right) \tag{5.19}
\end{equation*}
$$

Mr $B$ 's opinion should be changed in the direction of Mr A's. Likewise, if $D$ had tended to refute $S$, one would expect that $\mathrm{Mr} B$ 's opinions are little changed by it, whereas $\mathrm{Mr} A$ 's will move in the direction of $\mathrm{Mr} B$ 's. From this we might conjecture that, whatever the new information $D$, it should tend to bring different people into closer agreement with each other, in the sense that

$$
\begin{equation*}
\left|P\left(S \mid D I_{A}\right)-P\left(S \mid D I_{B}\right)\right|<\left|P\left(S \mid I_{A}\right)-P\left(S \mid I_{B}\right)\right| . \tag{5.20}
\end{equation*}
$$

Although this can be verified in special cases, it is not true in general.
Is there some other measure of 'closeness of agreement' such as $\log \left[P\left(S \mid D I_{A}\right) /\right.$ $\left.P\left(S \mid D I_{B}\right)\right]$, for which this converging of opinions can be proved as a general theorem? Not even this is possible; the failure of probability theory to give this expected result tells us that convergence of views is not a general phenomenon. For robots and humans who reason according to the consistency desiderata of Chapter 1 , something more subtle and sophisticated is at work.

Indeed, in practice we find that this convergence of opinions usually happens for small children; for adults it happens sometimes but not always. For example, new experimental evidence does cause scientists to come into closer agreement with each other about the explanation of a phenomenon.

Then it might be thought (and for some it is an article of faith in democracy) that open discussion of public issues would tend to bring about a general consensus on them. On the contrary, we observe repeatedly that when some controversial issue has been discussed
vigorously for a few years, society becomes polarized into opposite extreme camps; it is almost impossible to find anyone who retains a moderate view. The Dreyfus affair in France, which tore the nation apart for 20 years, is one of the most thoroughly documented examples of this (Bredin, 1986). Today, such issues as nuclear power, abortion, criminal justice, etc., are following the same course. New information given simultaneously to different people may cause a convergence of views; but it may equally well cause a divergence.

This divergence phenomenon is observed also in relatively well-controlled psychological experiments. Some have concluded that people reason in a basically irrational way; prejudices seem to be strengthened by new information which ought to have the opposite effect. Kahneman and Tversky (1972) draw the opposite conclusion from such psychological tests, and consider them an argument against Bayesian methods.

But now, in view of the above ESP example, we wonder whether probability theory might also account for this divergence and indicate that people may be, after all, thinking in a reasonably rational, Bayesian way (i.e. in a way consistent with their prior information and prior beliefs). The key to the ESP example is that our new information was not
$S \equiv$ fully adequate precautions against error or deception were taken,
and Mrs Stewart did in fact deliver that phenomenal performance.

It was that some ESP researcher has claimed that $S$ is true. But if our prior probability for $S$ is lower than our prior probability that we are being deceived, hearing this claim has the opposite effect on our state of belief from what the claimant intended.

The same is true in science and politics; the new information a scientist gets is not that an experiment did in fact yield this result, with adequate protection against error. It is that some colleague has claimed that it did. The information we get from the TV evening news is not that a certain event actually happened in a certain way; it is that some news reporter has claimed that it did. ${ }^{1}$

Scientists can reach agreement quickly because we trust our experimental colleagues to have high standards of intellectual honesty and sharp perception to detect possible sources of error. And this belief is justified because, after all, hundreds of new experiments are reported every month, but only about once in a decade is an experiment reported that turns out later to have been wrong. So our prior probability for deception is very low; like trusting children, we believe what experimentalists tell us.

In politics, we have a very different situation. Not only do we doubt a politician's promises, few people believe that news reporters deal truthfully and objectively with economic, social, or political topics. We are convinced that virtually all news reporting is selective and distorted, designed not to report the facts, but to indoctrinate us in the reporter's socio-political views. And this belief is justified abundantly by the internal evidence in the reporter's own product - every choice of words and inflection of voice shifting the bias invariably in the same direction.

[^18]Not only in political speeches and news reporting, but wherever we seek for information on political matters, we run up against this same obstacle; we cannot trust anyone to tell us the truth, because we perceive that everyone who wants to talk about it is motivated either by self-interest or by ideology. In political matters, whatever the source of information, our prior probability for deception is always very high. However, it is not obvious whether this alone can prevent us from coming to agreement.

With this in mind, let us re-examine the equations of probability theory. To compare the reasoning of $\mathrm{Mr} A$ and $\mathrm{Mr} B$, we could write Bayes' theorem (5.17) in the logarithmic form

$$
\begin{equation*}
\log \left[\frac{P\left(S \mid D I_{A}\right)}{P\left(S \mid D I_{B}\right)}\right]=\log \left[\frac{P\left(S \mid I_{A}\right)}{P\left(S \mid I_{B}\right)}\right]+\log \left[\frac{P\left(D \mid S I_{A}\right) P\left(D \mid I_{B}\right)}{P\left(D \mid I_{A}\right) P\left(D \mid S I_{B}\right)}\right] \tag{5.22}
\end{equation*}
$$

which might be described by a simple hand-waving mnemonic like

$$
\begin{equation*}
\log \text { posterior }=\log \text { prior }+\log \text { likelihood } . \tag{5.23}
\end{equation*}
$$

Note, however, that (5.22) differs from our log-odds equations of Chapter 4, which might be described by the same mnemonic. There we compared different hypotheses, given the same prior information, and some factors $P(D \mid I)$ cancelled out. Here we are considering a fixed hypothesis $S$, in the light of different prior information, and they do not cancel, so the 'likelihood' term is different.

In the above, we supposed $\mathrm{Mr} A$ to be the believer, so $\log$ (prior) $>0$. Then it is clear that on the $\log$ scale their views will converge as expected, the left-hand side of (5.22) tending to zero monotonically (i.e. Mr $A$ will remain a stronger believer than $\mathrm{Mr} B$ ) if

$$
\begin{equation*}
-\log (\text { prior })<\log (\text { likelihood })<0 \tag{5.24}
\end{equation*}
$$

and they will diverge monotonically if

$$
\begin{equation*}
\log (\text { likelihood })>0 \tag{5.25}
\end{equation*}
$$

But they will converge with reversal ( $\mathrm{Mr} B$ becomes a stronger believer than $\mathrm{Mr} A$ ) if

$$
\begin{equation*}
-2 \log (\text { prior })<\log (\text { likelihood })<-\log (\text { prior }) \tag{5.26}
\end{equation*}
$$

and they will diverge with reversal if

$$
\begin{equation*}
\log (\text { likelihood })<-2 \log \text { (prior }) \tag{5.27}
\end{equation*}
$$

Thus, probability theory appears to allow, in principle, that a single piece of new information $D$ could have every conceivable effect on their relative states of belief.

But perhaps there are additional restrictions, not yet noted, which make some of these outcomes impossible; can we produce specific and realistic examples of all four types of behavior? Let us examine only the monotonic convergence and divergence by the following scenario, leaving it as an exercise for the reader to make a similar examination of the reversal phenomena.

The new information $D$ is: ' $\mathrm{Mr} N$ has gone on TV with a sensational claim that a commonly used drug is unsafe', and three viewers, $\mathrm{Mr} A, \mathrm{Mr} B$, and $\mathrm{Mr} C$, see this. Their
prior probabilities $P(S \mid I)$ that the drug is safe are $(0.9,0.1,0.9)$, respectively; i.e. initially, $\mathrm{Mr} A$ and $\mathrm{Mr} C$ were believers in the safety of the drug, $\mathrm{Mr} B$ a disbeliever.

But they interpret the information $D$ very differently, because they have different views about the reliability of $\mathrm{Mr} N$. They all agree that, if the drug had really been proved unsafe, Mr $N$ would be right there shouting it: that is, their probabilities $P(D \mid \bar{S} I)$ are $(1,1,1)$; but Mr $A$ trusts his honesty while Mr $C$ does not. Their probabilities $P(D \mid S I)$ that, if the drug is safe, $\operatorname{Mr} N$ would say that it is unsafe, are $(0.01,0.3,0.99)$, respectively.

Applying Bayes' theorem $P(S \mid D I)=P(S \mid I) P(D \mid S I) / P(D \mid I)$, and expanding the denominator by the product and sum rules, $P(D \mid I)=P(S \mid I) P(D \mid S I)+P(\bar{S} \mid I) P(D \mid \bar{S} I)$, we find their posterior probabilities that the drug is safe to be $(0.083,0.032,0.899)$, respectively. Put verbally, they have reasoned as follows:
$A$ ' $\operatorname{Mr} N$ is a fine fellow, doing a notable public service. I had thought the drug to be safe from other evidence, but he would not knowingly misrepresent the facts; therefore hearing his report leads me to change my mind and think that the drug is unsafe after all. My belief in safety is lowered by 20.0 db , so I will not buy any more.'
$B{ }^{\prime} \mathrm{Mr} N$ is an erratic fellow, inclined to accept adverse evidence too quickly. I was already convinced that the drug is unsafe; but even if it is safe he might be carried away into saying otherwise. So, hearing his claim does strengthen my opinion, but only by 5.3 db . I would never under any circumstances use the drug.'
$C$ ' $\mathrm{Mr} N$ is an unscrupulous rascal, who does everything in his power to stir up trouble by sensational publicity. The drug is probably safe, but he would almost certainly claim it is unsafe whatever the facts. So hearing his claim has practically no effect (only 0.005 db ) on my confidence that the drug is safe. I will continue to buy it and use it.'

The opinions of $\mathrm{Mr} A$ and $\mathrm{Mr} B$ converge in about the way we conjectured in (5.20) because both are willing to trust $\mathrm{Mr} N$ 's veracity to some extent. But $\mathrm{Mr} A$ and $\mathrm{Mr} C$ diverge because their prior probabilities of deception are entirely different. So one cause of divergence is not merely that prior probabilities of deception are large, but that they are greatly different for different people.

This is not the only cause of divergence, however; to show this we introduce $\mathrm{Mr} X$ and $\mathrm{Mr} Y$, who agree in their judgment of $\mathrm{Mr} N$ :

$$
\begin{equation*}
P\left(D \mid S I_{X}\right)=P\left(D \mid S I_{Y}\right)=a, \quad P\left(D \mid \bar{S} I_{X}\right)=P\left(D \mid \bar{S} I_{Y}\right)=b \tag{5.28}
\end{equation*}
$$

If $a<b$, then they consider him to be more likely to be telling the truth than lying. But they have different prior probabilities for the safety of the drug:

$$
\begin{equation*}
P\left(S \mid I_{X}\right)=x, \quad P\left(S \mid I_{Y}\right)=y \tag{5.29}
\end{equation*}
$$

Their posterior probabilities are then

$$
\begin{equation*}
P\left(S \mid D I_{X}\right)=\frac{a x}{a x+b(1-x)}, \quad P\left(S \mid D I_{Y}\right)=\frac{a y}{a y+b(1-y)} \tag{5.30}
\end{equation*}
$$

from which we see that not only are their opinions always changed in the same direction, on the evidence scale they are always changed by the same amount, $\log (a / b)$ :

$$
\begin{align*}
& \log \left[\frac{P\left(S \mid D I_{X}\right)}{P\left(\bar{S} \mid D I_{X}\right)}\right]=\log \left[\frac{x}{1-x}\right]+\log \left[\frac{a}{b}\right] \\
& \log \left[\frac{P\left(S \mid D I_{Y}\right)}{P\left(\bar{S} \mid D I_{Y}\right)}\right]=\log \left[\frac{y}{1-y}\right]+\log \left[\frac{a}{b}\right] . \tag{5.31}
\end{align*}
$$

This means that, on the probability scale, they can either converge or diverge - see Exercise 5.2. These equations correspond closely to those in our sequential widget test in Chapter 4, but have now a different interpretation. If $a=b$, then they consider $\mathrm{Mr} N$ totally unreliable and their views are unchanged by his testimony. If $a>b$, they distrust $\mathrm{Mr} N$ so much that their opinions are driven in the opposite direction from what he intended. Indeed, if $b \rightarrow 0$, then $\log (a / b) \rightarrow \infty$; they consider it certain that he is lying, and so they are both driven to complete belief in the safety of the drug: $P\left(S \mid D I_{X}\right)=P\left(S \mid D I_{Y}\right)=1$, independently of their prior probabilities.

Exercise 5.2. From these equations, find the exact conditions on $(x, y, a, b)$ for divergence on the probability scale; that is,

$$
\begin{equation*}
\left|P\left(S \mid D I_{X}\right)-P\left(S \mid D I_{Y}\right)\right|>\left|P\left(S \mid I_{X}\right)-P\left(S \mid I_{Y}\right)\right| \tag{5.32}
\end{equation*}
$$

Exercise 5.3. It is evident from (5.31) that $\mathrm{Mr} X$ and $\mathrm{Mr} Y$ can never experience a reversal of viewpoint; that is, if initially $\mathrm{Mr} X$ believes more strongly than $\mathrm{Mr} Y$ in the safety of the drug, this will remain true whatever the values of $a, b$. Therefore, a necessary condition for reversal must be that they have different opinions about $\operatorname{Mr} N ; a_{x} \neq a_{y}$ and/or $b_{x} \neq b_{y}$. But this does not prove that reversal is actually possible, so more analysis is needed. If reversal is possible, find a sufficient condition on ( $x, y, a_{x}, a_{y}, b_{x}, b_{y}$ ) for this to take place, and illustrate it by a verbal scenario like the above. If it is not possible, prove this and explain the intuitive reason why reversal cannot happen.

We see that divergence of opinions is readily explained by probability theory as logic, and that it is to be expected when persons have widely different prior information. But where was the error in the reasoning that led us to conjecture (5.20)? We committed a subtle form of the mind projection fallacy by supposing that the relation ' $D$ supports $S$ ' is an absolute property of the propositions $D$ and $S$. We need to recognize the relativity of it; whether $D$ does or does not support $S$ depends on our prior information. The same $D$ that supports $S$ for one person may refute it for another. As soon as we recognize this, then we no longer
expect anything like (5.20) to hold in general. This error is very common; we shall see another example of it in Section 5.7.

Kahneman and Tversky (1972) claimed that we are not Bayesians, because in psychological tests people often commit violations of Bayesian principles. However, this claim is seen differently in view of what we have just noted. We suggest that people are reasoning according to a more sophisticated version of Bayesian inference than they had in mind.

This conclusion is strengthened by noting that similar things are found even in deductive logic. Wason and Johnson-Laird (1972) report psychological experiments in which subjects erred systematically in simple tests which amounted to applying a single syllogism. It seems that when asked to test the hypothesis ' $A$ implies $B$ ', they had a very strong tendency to consider it equivalent to ' $B$ implies $A$ ' instead of 'not- $B$ implies not- $A$ '. Even professional logicians could err in this way. ${ }^{2}$

Strangely enough, the nature of this error suggests a tendency toward Bayesianity, the opposite of the Kahneman-Tversky conclusion. For, if $A$ supports $B$ in the sense that for some $X, P(B \mid A X)>P(B \mid X)$, then Bayes' theorem states that $B$ supports $A$ in the same sense: $P(A \mid B X)>P(A \mid X)$. But it also states that $P(\bar{A} \mid \bar{B} X)>P(\bar{A} \mid X)$, corresponding to the syllogism. In the limit $P(B \mid A X) \rightarrow 1$, Bayes' theorem does not give $P(A \mid B X) \rightarrow 1$, but gives $P(\bar{A} \mid \bar{B} X) \rightarrow 1$, in agreement with the syllogism, as we noted in Chapter 2.

Errors made in staged psychological tests may indicate only that the subjects were pursuing different goals than the psychologists; they saw the tests as basically foolish, and did not think it worth making any mental effort before replying to the questions - or perhaps even thought that the psychologists would be more pleased to see them answer wrongly. Had they been faced with logically equivalent situations where their interests were strongly involved (for example, avoiding a serious accidental injury), they might have reasoned better. Indeed, there are stronger grounds - Darwinian natural selection - for expecting that we would reason in a basically Bayesian way.

### 5.4 Visual perception - evolution into Bayesianity?

Another class of psychological experiments fits nicely into this discussion. In the early 20th century, Adelbert Ames Jr was Professor of Physiological Optics at Dartmouth College. He devised ingenious experiments which fool one into 'seeing' something very different from the reality - one misjudges the size, shape, distance of objects. Some dismissed this as idle optical illusioning, but others who saw these demonstrations - notably including Alfred North Whitehead and Albert Einstein - saw their true importance as revealing surprising things about the mechanism of visual perception. ${ }^{3}$ His work was carried on by Professor Hadley Cantril of Princeton University, who discussed these phenomena and produced movie demonstrations of them (Cantril, 1950).

[^19]The brain develops in infancy certain assumptions about the world based on all the sensory information it receives. For example, nearer objects appear larger, have greater parallax, and occlude distant objects in the same line of sight; a straight line appears straight from whatever direction it is viewed, etc. These assumptions are incorporated into the artist's rules of perspective and in three-dimensional computer graphics programs. We hold tenaciously onto them because they have been successful in correlating many different experiences. We will not relinquish successful hypotheses as long as they work; the only way to make one change these assumptions is to put one in a situation where they don't work. For example, in that Ames room where perceived size and distance correlate in the wrong way, a child walking across the room doubles in height.

The general conclusion from all these experiments is less surprising to our relativist generation than it was to the absolutist generation which made the discoveries. Seeing is not a direct apprehension of reality, as we often like to pretend. Quite the contrary: seeing is inference from incomplete information, no different in nature from the inference that we are studying here. The information that reaches us through our eyes is grossly inadequate to determine what is 'really there' before us. The failures of perception revealed by the experiments of Ames and Cantrell are not mechanical failures in the lens, retina, or optic nerve; they are the reactions of the subsequent inference process in the brain when it receives new data that are inconsistent with its prior information. These are just the situations where one is obliged to resurrect some alternative hypothesis; and that is what we 'see'. We expect that detailed analysis of these cases would show an excellent correspondence with Bayesian inference, in much the same way as in our ESP and diverging opinions examples.

Active study of visual perception has continued, and volumes of new knowledge have accumulated, but we still have almost no conception of how this is accomplished at the level of the neurons. Workers note the seeming absence of any organizing principle; we wonder whether the principles of Bayesian inference might serve as a start. We would expect Darwinian natural selection to produce such a result; after all, any reasoning format whose results conflict with Bayesian inference will place a creature at a decided survival disadvantage. Indeed, as we noted long ago (Jaynes, 1957b), in view of Cox's theorems, to deny that we reason in a Bayesian way is to assert that we reason in a deliberately inconsistent way; we find this very hard to believe. Presumably, a dozen other examples of human and animal perception would be found to obey a Bayesian reasoning format as its 'high level' organizing principle, for the same reason. With this in mind, let us examine a famous case history.

### 5.5 The discovery of Neptune

Another potential application for probability theory, which has been discussed vigorously by philosophers for over a century, concerns the reasoning process of a scientist, by which he accepts or rejects his theories in the light of the observed facts. We noted in Chapter 1
that this consists largely of the use of two forms of syllogism,

$$
\text { one strong: }\left\{\begin{array}{c}
\text { if } A \text {, then } B  \tag{5.33}\\
\frac{B \text { false }}{A \text { false }}
\end{array}\right\} \quad \text { and one weak: }\left\{\begin{array}{c}
\text { if } A \text {, then } B \\
B \text { true } \\
A \text { more plausible }
\end{array}\right\}
$$

In Chapter 2 we noted that these correspond to the use of Bayes' theorem in the forms

$$
\begin{equation*}
P(A \mid \bar{B} X)=P(A \mid X) \frac{P(\bar{B} \mid A X)}{P(\bar{B} \mid X)}, \quad P(A \mid B X)=P(A \mid X) \frac{P(B \mid A X)}{P(B \mid X)} \tag{5.34}
\end{equation*}
$$

respectively, and that these forms do agree qualitatively with the syllogisms.
Interest here centers on the question of whether the second form of Bayes' theorem gives a satisfactory quantitative version of the weak syllogism, as scientists use it in practice. Let us consider a specific example given by Pólya (1954, Vol. II, pp. 130-132). This will give us a more useful example of the resurrection of alternative hypotheses.

The planet Uranus was discovered by Wm Herschel in 1781. Within a few decades (i.e. by the time Uranus had traversed about one-third of its orbit), it was clear that it was not following exactly the path prescribed for it by the Newtonian theory (laws of mechanics and gravitation). At this point, a naïve application of the strong syllogism might lead one to conclude that the Newtonian theory was demolished. However, its many other successes had established the Newtonian theory so firmly that in the minds of astronomers the probability for the hypothesis: 'Newton's theory is false' was already down at perhaps -50 db . Therefore, for the French astronomer Urbain Jean Joseph Leverrier (1811-1877) and the English scholar John Couch Adams (1819-1892) at St John's College, Cambridge, an alternative hypothesis down at perhaps -20 db was resurrected: there must be still another planet beyond Uranus, whose gravitational pull is causing the discrepancy.

Working unknown to each other and backwards, Leverrier and Adams computed the mass and orbit of a planet which could produce the observed deviation and predicted where the new planet would be found, with nearly the same results. The Berlin observatory received Leverrier's prediction on September 23, 1846, and, on the evening of the same day, the astronomer Johann Gottfried Galle (1812-1910) found the new planet (Neptune) within about one degree of the predicted position. For many more details, see Smart (1947) or Grosser (1979).

Instinctively, we feel that the plausibility for the Newtonian theory was increased by this little drama. The question is, how much? The attempt to apply probability theory to this problem will give us a good example of the complexity of actual situations faced by scientists, and also of the caution one needs in reading the rather confused literature on these problems.

Following Pólya's notation, let $T$ stand for the Newtonian theory, $N$ for the part of Leverrier's prediction that was verified. Then probability theory gives the posterior
probability for $T$ as

$$
\begin{equation*}
P(T \mid N X)=P(T \mid X) \frac{P(N \mid T X)}{P(N \mid X)} \tag{5.35}
\end{equation*}
$$

Suppose we try to evaluate $P(N \mid X)$. This is the prior probability for $N$, regardless of whether $T$ is true or not. As usual, denote the denial of $T$ by $\bar{T}$. Since $N=N(T+\bar{T})=N T+N \bar{T}$, we have, by applying the sum and product rules,

$$
\begin{align*}
P(N \mid X) & =P(N T+N \bar{T} \mid X)=P(N T \mid X)+P(N \bar{T} \mid X) \\
& =P(N \mid T X) P(T \mid X)+P(N \mid \bar{T} X) P(\bar{T} \mid X) \tag{5.36}
\end{align*}
$$

and $P(N \mid \bar{T} X)$ has intruded itself into the problem. But in the problem as stated this quantity is not defined; the statement $\bar{T} \equiv$ 'Newton's theory is false' has no definite implications until we specify what alternative we have to put in place of Newton's theory.

For example, if there were only a single possible alternative according to which there could be no planets beyond Uranus, then $P(N \mid \bar{T} X)=0$, and probability theory would again reduce to deductive reasoning, giving $P(T \mid N X)=1$, independently of the prior probability $P(T \mid X)$.

On the other hand, if Einstein's theory were the only possible alternative, its predictions do not differ appreciably from those of Newton's theory for this phenomenon, and we would have $P(N \mid \bar{T} X)=P(N \mid T X)$, whereupon $P(T \mid N X)=P(T \mid X)$.

Thus, verification of the Leverrier-Adams prediction might elevate the Newtonian theory to certainty, or it might have no effect at all on its plausibility. It depends entirely on this: against which specific alternatives are we testing Newton's theory?

Now, to a scientist who is judging his theories, this conclusion is the most obvious exercise of common sense. We have seen the mathematics of this in some detail in Chapter 4, but all scientists see the same thing intuitively without any mathematics.

For example, if you ask a scientist, 'How well did the Zilch experiment support the Wilson theory?' you may get an answer like this: 'Well, if you had asked me last week I would have said that it supports the Wilson theory very handsomely; Zilch's experimental points lie much closer to Wilson's predictions than to Watson's. But, just yesterday, I learned that this fellow Woffson has a new theory based on more plausible assumptions, and his curve goes right through the experimental points. So now I'm afraid I have to say that the Zilch experiment pretty well demolishes the Wilson theory.'

### 5.5.1 Digression on alternative hypotheses

In view of this, working scientists will note with dismay that statisticians have developed $a d$ hoc criteria for accepting or rejecting theories (chi-squared test, etc.) which make no reference to any alternatives. A practical difficulty of this was pointed out by Jeffreys (1939); there is not the slightest use in rejecting any hypothesis $H_{0}$ unless we can do it in favor of some definite alternative $H_{1}$ which better fits the facts.

Of course, we are concerned here with hypotheses which are not themselves statements of observable fact. If the hypothesis $H_{0}$ is merely that $x<y$, then a direct, error-free
measurement of $x$ and $y$ which confirms this inequality constitutes positive proof of the correctness of the hypothesis, independently of any alternatives. We are considering hypotheses which might be called 'scientific theories' in that they are suppositions about what is not observable directly; only some of their consequences - logical or causal - can be observed by us.

For such hypotheses, Bayes' theorem tells us this: Unless the observed facts are absolutely impossible on hypothesis $H_{0}$, it is meaningless to ask how much those facts tend 'in themselves' to confirm or refute $H_{0}$. Not only the mathematics, but also our innate common sense (if we think about it for a moment) tell us that we have not asked any definite, well-posed question until we specify the possible alternatives to $H_{0}$. Then, as we saw in Chapter 4, probability theory can tell us how our hypothesis fares relative to the alternatives that we have specified; it does not have the creative imagination to invent new hypotheses for us.

Of course, as the observed facts approach impossibility on hypothesis $H_{0}$, we are led to worry more and more about $H_{0}$; but mere improbability, however great, cannot in itself be the reason for doubting $H_{0}$. We almost noted this after Eq. (5.7); now we are laying stress on it because it will be essential for our later general formulation of significance tests.

Early attempts to devise such tests foundered on the point we are making. Arbuthnot (1710) noted that in 82 years of demographic data more boys than girls were born in every year. On the 'null hypothesis' $H_{0}$ that the probability for a boy is $1 / 2$, he considered the probability for this result to be $2^{-82}=10^{-24.7}$ (in our measure, -247 db ), so small as to make $H_{0}$ seem to him virtually impossible, and saw in this evidence for 'Divine Providence'. He was, apparently, the first person to reject a statistical hypothesis on the grounds that it renders the data improbable. However, we can criticize his reasoning on several grounds.

Firstly, the alternative hypothesis $H_{1} \equiv$ 'Divine Providence' does not seem usable in a probability calculation because it is not specific. That is, it does not make any definite predictions known to us, and so we cannot assign any probability for the data $P\left(D \mid H_{1}\right)$ conditional on $H_{1}$. (For this same reason, the mere logical denial $H_{1} \equiv \bar{H}_{0}$ is unusable as an alternative.) In fact, it is far from clear why Divine Providence would wish to generate more boys than girls; indeed, if the number of boys and girls were exactly equal every year in a large population, that would seem to us much stronger evidence that some supernatural control mechanism must be at work.

Secondly, on the null hypothesis (independent and equal probability for a boy or girl at each birth) the probability $P\left(D \mid H_{0}\right)$ of finding the observed sequence would have been just as small whatever the data, so by Arbuthnot's reasoning the hypothesis would have been rejected whatever the data! Without having the probability $P\left(D \mid H_{1}\right)$ of the data on the alternative hypothesis and the prior probabilities of the hypotheses, there is just no well-posed problem and no rational basis for passing judgment.

Finally, having observed more boys than girls for ten consecutive years, rational inference might have led Arbuthnot to anticipate it for the 11th year. Thus his hypothesis $H_{0}$ was not only the numerical value $p=1 / 2$; there was also an implicit assumption of logical independence for different years, of which he was probably unaware. On an hypothesis that
allows for positive correlations, for example $H_{\mathrm{ex}}$, which assigns an exchangeable sampling distribution, the probability $P\left(D \mid H_{\text {ex }}\right)$ for the aggregated data could be very much greater than $2^{-82}$. Thus, Arbuthnot took a small step in the right direction, but to get a usable significance test required a conceptual understanding of probability theory on a considerably higher level, as achieved by Laplace some 100 years later.

Another example occurred when Daniel Bernoulli won a French Academy prize of 1734 with an essay on the orbits of planets, in which he represented the orientation of each orbit by its polar point on the unit sphere and found them so close together as to make it very unlikely that the present distribution could result by chance. Although he too failed to state a specific alternative, we are inclined to accept his conclusion today because there seems to be a very clearly implied null hypothesis $H_{0}$ of 'chance' according to which the points should appear spread all over the sphere with no tendency to cluster together, and $H_{1}$ of 'attraction', which would make them tend to coincide; the evidence rather clearly supported $H_{1}$ over $H_{0}$.

Laplace (1812) did a similar analysis on comets, found their polar points much more scattered than those of the planets, and concluded that comets are not 'regular members' of the solar system like the planets. Here we finally had two fairly well-defined hypotheses being compared by a correct application of probability theory. ${ }^{4}$

Such tests need not be quantitative. Even when the application is only qualitative, probability theory is still useful to us in a normative sense; it is the means by which we can detect inconsistencies in our own qualitative reasoning. It tells us immediately what has not been intuitively obvious to all workers: that alternatives are needed before we have any rational criterion for testing hypotheses.

This means that if any significance test is to be acceptable to a scientist, we shall need to examine its rationale to see whether it has, like Daniel Bernoulli's test, some implied if unstated alternative hypotheses. Only when such hypotheses are identified are we in a position to say what the test accomplishes; i.e. what it is testing. But not to keep the reader in suspense: a statisticians' formal significance test can always be interpreted as a test of a specified hypothesis $H_{0}$ against a specified class of alternatives, and thus it is only a mathematical generalization of our treatment of multiple hypothesis tests in Chapter 4, Eqs. (4.31)-(4.49). However, the orthodox literature, which dealt with composite hypotheses by applying arbitrary ad hockeries instead of probability theory, never perceived this.

### 5.5.2 Back to Newton

Now we want to formulate a quantitative result about Newton's theory. In Pólya's discussion of the feat of Leverrier and Adams, once again no specific alternative to Newton's theory is stated; but from the numerical values used (Pólya, 1954, Vol. II, p. 131) we can infer that he had in mind a single possible alternative $H_{1}$ according to which it was known

[^20]that one more planet existed beyond Uranus, but all directions on the celestial sphere were considered equally likely. Then, since a cone of angle 1 degree fills in the sky a solid angle of about $\pi /(57.3)^{2}=10^{-3}$ steradian, $P\left(N \mid H_{1} X\right) \simeq 10^{-3} / 4 \pi=1 / 13000$ is the probability that Neptune would have been within 1 degree of the predicted position.

Unfortunately, in the calculation no distinction was made between $P(N \mid X)$ and $P(N \mid T X)$; that is, instead of the calculation (5.35) indicated by probability theory, the likelihood ratio actually calculated by Pólya was, in our notation,

$$
\begin{equation*}
\frac{P(N \mid T X)}{P(N \mid \bar{T} X)}=\frac{P(N \mid T X)}{P\left(N \mid H_{1} X\right)} \tag{5.37}
\end{equation*}
$$

Therefore, according to the analysis in Chapter 4, what Pólya obtained was not the ratio of posterior to prior probabilities, but the ratio of posterior to prior odds:

$$
\begin{equation*}
\frac{O(N \mid T X)}{O(N \mid X)}=\frac{P(N \mid T X)}{P(N \mid \bar{T} X)}=13000 . \tag{5.38}
\end{equation*}
$$

The conclusions are much more satisfactory when we notice this. Whatever prior probability $P(T \mid X)$ we assign to Newton's theory, if $H_{1}$ is the only alternative considered, then verification of the prediction increased the evidence for Newton's theory by $10 \log _{10}(13000)=$ 41 db .

Actually, if there were a new planet it would be reasonable, in view of the aforementioned investigations of Daniel Bernoulli and Laplace, to adopt a different alternative hypothesis $\mathrm{H}_{2}$, according to which its orbit would lie in the plane of the ecliptic, as Pólya again notes by implication rather than explicit statement. If, on hypothesis $H_{2}$, all values of longitude are considered equally likely, we might reduce this to about $10 \log _{10}(180)=23 \mathrm{db}$. In view of the great uncertainty as to just what the alternative is (i.e. in view of the fact that the problem has not been defined unambiguously), any value between these extremes seems more or less reasonable.

There was a difficulty which bothered Pólya: if the probability of Newton's theory were increased by a factor of 13000 , then the prior probability was necessarily lower than (1/13000); but this contradicts common sense, because Newton's theory was already very well established before Leverrier was born. Pólya interprets this in his book as revealing an inconsistency in Bayes' theorem, and the danger of trying to apply it numerically. Recognition that we are, in the above numbers, dealing with odds rather than probabilities, removes this objection and makes Bayes' theorem appear quite satisfactory in describing the inferences of a scientist.

This is a good example of the way in which objections to the Bayes-Laplace methods which you find in the literature disappear when you look at the problem more carefully. By an unfortunate slip in the calculation, Pólya was led to a misunderstanding of how Bayes’ theorem operates. But I am glad to be able to close the discussion of this incident with a happier personal reminiscence.

In 1956, two years after the appearance of Pólya's work, I gave a series of lectures on these matters at Stanford University, and George Pólya attended them, sitting in the first
row and paying the most strict attention to everything that was said. By then he understood this point very well - indeed, whenever a question was raised from the audience, Pólya would turn around and give the correct answer, before I could. It was very pleasant to have that kind of support, and I miss his presence today (George Pólya died, at the age of 97, in September 1985).

But the example also shows clearly that, in practice, the situation faced by the scientist is so complicated that there is little hope of applying Bayes' theorem to give quantitative results about the relative status of theories. Also there is no need to do this, because the real difficulty of the scientist is not in the reasoning process itself; his common sense is quite adequate for that. The real difficulty is in learning how to formulate new alternatives which better fit the facts. Usually, when one succeeds in doing this, the evidence for the new theory soon becomes so overwhelming that nobody needs probability theory to tell him what conclusions to draw.

Exercise 5.4. Our story has a curious sequel. In turn, it was noticed that Neptune was not following exactly its proper course, and so one naturally assumed that there is still another planet causing this. Percival Lowell, by a similar calculation, predicted its orbit, and Clyde Tombaugh proceeded to find the new planet (Pluto), although not so close to the predicted position. But now the story changes: modern data on the motion of Pluto's moon indicated that the mass of Pluto is too small to have caused the perturbation of Neptune which motivated Lowell's calculation. Thus, the discrepancies in the motions of Neptune and Pluto were unaccounted for. (We are indebted to Dr Brad Schaefer for this information.) Try to extend our probability analysis to take this new circumstance into account; at this point, where did Newton's theory stand? For more background information, see Hoyt (1980) or Whyte (1980). More recently, it appears that the mass of Pluto had been estimated wrongly and the discrepancies were after all not real; then it seems that the status of Newton's theory should revert to its former one. Discuss this sequence of pieces of information in terms of probability theory. Do we update by Bayes' theorem as each new fact comes in? Or do we just return to the beginning when we learn that a previous datum was false?

At present, we have no formal theory at all on the process of 'optimal hypothesis formulation', and we are dependent entirely on the creative imagination of individual persons such as Newton, Mendel, Einstein, Wegener, and Crick (1988). So, we would say that in principle the application of Bayes' theorem in the above way is perfectly legitimate; but in practice it is of very little use to a scientist.

However, we should not presume to give quick, glib answers to deep questions. The question of exactly how scientists do, in practice, pass judgment on their theories, remains complex and not well analyzed. Further comments on the validity of Newton's theory are offered in our closing Comments, Section 5.9.

### 5.6 Horse racing and weather forecasting

The preceding examples noted two different features common in problems of inference: (a) as in the ESP and psychological cases, the information we receive is often not a direct proposition like $S$ in (5.21), but is an indirect claim that $S$ is true, from some 'noisy' source that is itself not wholly reliable; (b) as in the example of Neptune, there is a long tradition of writers who have misapplied Bayes' theorem and concluded that Bayes' theorem is at fault. Both features are present simultaneously in a work of the Princeton philosopher Richard C. Jeffrey (1983), hereafter denoted by RCJ to avoid confusion with the Cambridge scholar Sir Harold Jeffreys.

RCJ considers the following problem. With only prior information $I$, we assign a probability $P(A \mid I)$ for $A$. Then we get new information $B$, and it changes as usual via Bayes' theorem to

$$
\begin{equation*}
P(A \mid B I)=P(A \mid I) P(B \mid A I) / P(B \mid I) . \tag{5.39}
\end{equation*}
$$

But then he decides that Bayes' theorem is not sufficiently general, because we often receive new information that is not certain; perhaps the probability for $B$ is not unity but, say, $q$. To this we would reply: 'If you do not accept $B$ as true, then why are you using it in Bayes' theorem this way?' But RCJ follows that long tradition and concludes, not that it is a misapplication of Bayes' theorem to use uncertain information as in (5.39), but that Bayes' theorem is itself faulty, and it needs to be generalized to take the uncertainty of new information into account.

His proposed generalization (denoting the denial of $B$ by $\bar{B}$ ) is that the updated probability for $A$ should be taken as a weighted average:

$$
\begin{equation*}
P(A)_{J}=q P(A \mid B I)+(1-q) P(A \mid \bar{B} I) . \tag{5.40}
\end{equation*}
$$

But this is an ad hockery that does not follow from the rules of probability theory unless we take $q$ to be the prior probability $P(B \mid I)$, just the case that RCJ excludes (for then $P(A)_{J}=P(A \mid I)$, and there is no updating).

Since (5.40) conflicts with the rules of probability theory, we know that it necessarily violates one of the desiderata that we discussed in Chapters 1 and 2. The source of the trouble is easy to find, because those desiderata tell us where to look. The proposed 'generalization' (5.40) cannot hold generally because we could learn many different things, all of which indicate the same probability $q$ for $B$; but which have different implications for $A$. Thus (5.40) violates desideratum (1.39b); it cannot take into account all of the new information, only the part of it that involves (i.e. is relevant to) $B$.

The analysis of Chapter 2 tells us that, if we are to salvage things and recover a well-posed problem with a defensible solution, we must not depart in any way from Bayes' theorem. Instead, we need to recognize the same thing that we stressed in the ESP example; if $B$ is not known with certainty to be true, then $B$ could not have been the new information; the actual information received must have been some proposition $C$ such that $P(B \mid C I)=q$. But then, of course, we should be considering Bayes' theorem conditional on $C$, rather than $B$ :

$$
\begin{equation*}
P(A \mid C I)=P(A \mid I) P(C \mid A I) / P(C \mid I) . \tag{5.41}
\end{equation*}
$$

If we apply it properly, Bayes' theorem automatically takes the uncertainty of new information into account. This result can be written, using the product and sum rules of probability theory, as

$$
\begin{equation*}
P(A \mid C I)=P(A B \mid C I)+P(A \bar{B} \mid C I)=P(A \mid B C I) P(B \mid C I)+P(A \mid \bar{B} C I) P(\bar{B} \mid C I), \tag{5.42}
\end{equation*}
$$

and if we define $q \equiv P(B \mid C I)$ to be the updated probability for $B$, this can be written in the form

$$
\begin{equation*}
P(A \mid C I)=q P(A \mid B C I)+(1-q) P(A \mid \bar{B} C I) \tag{5.43}
\end{equation*}
$$

which resembles (5.40), but is not in general equal to it, unless we add the restriction that the probabilities $P(A \mid B C I)$ and $P(A \mid \bar{B} C I)$ are to be independent of $C$. Intuitively, this would mean that the logic flows thus:

$$
\begin{equation*}
(C \rightarrow B \rightarrow A) \tag{5.44}
\end{equation*}
$$

rather than

$$
\begin{equation*}
(C \rightarrow A) . \tag{5.45}
\end{equation*}
$$

That is, $C$ is relevant to $A$ only through its intermediate relevance to $B$ ( $C$ is relevant to $B$ and $B$ is relevant to $A$ ).

RCJ shows by example that this logic flow may be present in a real problem, but fails to note that his proposed solution (5.40) is then the same as the Bayesian result. Without that logic flow, (5.40) will be unacceptable in general because it does not take into account all of the new information. The information which is lost is indicated by the lack of an arrow going directly $(C \rightarrow A)$ in the logic flow diagram (5.45); information in $C$ which is directly relevant to $A$, whether or not $B$ is true.

If we think of the logic flow as something like the flow of light, we might visualize it thus. At night we receive sunlight only through its intermediate reflection from the moon; this corresponds to the RCJ solution. But in the daytime we receive light directly from the sun, whether or not the moon is there; this is what the RCJ solution has missed. (In fact, when we study the maximum entropy formalism in statistical mechanics and the phenomenon of 'generalized scattering', we shall find that this is more than a loose analogy; the process of conditional information flow is in almost exact mathematical correspondence with the Huygens principle of optics.)

Exercise 5.5. We might expect intuitively that when $q \rightarrow 1$ this difference would disappear; i.e. $P(A \mid B I) \rightarrow P(A \mid C I)$. Determine whether this is or is not generally true. If it is, indicate how small $1-q$ must be in order to make the difference practically negligible. If it is not, illustrate by a verbal scenario the circumstances which can prevent this agreement.

We can illustrate this in a more down-to-earth way by one of RCJ's own scenarios:
$A \equiv$ my horse will win the race tomorrow,
$B \equiv$ the track will be muddy,
$I \equiv$ whatever I know about my horse and jockey in particular, and about horses, jockeys, races, and life in general,
and the probability $P(A \mid I)$ is updated as a result of receiving a weather forecast. Then some proposition $C$ such as:
$C \equiv$ the TV weather forecaster showed us today’s weather map, quoted some
of the current meteorological data, and then by means unexplained
assigned probability $q^{\prime}$ for rain tomorrow
is clearly present, but it is not recognized and stated by RCJ. Indeed, to do so would introduce much new detail, far beyond the gambit of propositions $(A, B)$ of interest to horse racers.

If we recognize proposition $C$ explicitly, then we must recall everything we know about the process of weather forecasting, what were the particular meteorological data leading to that forecast, how reliable weather forecasts are in the presence of such data, how the officially announced probability $q^{\prime}$ is related to what the forecaster really believes (i.e. what we think the forecaster perceives his own interest to be), etc.

If the above-defined $C$ is the new information, then we must consider also, in the light of all our prior information, how $C$ might affect the prospects for the race $A$ through other circumstances than the muddiness $B$ of the track; perhaps the jockey is blinded by bright sunlight, perhaps the rival horse runs poorly on cloudy days, whether or not the track is wet. These would be logical relations of the form $(C \rightarrow A)$ that (5.40) cannot take into account.

Therefore the full solution must be vastly more complicated than (5.40); but this is, of course, as it should be. Bayes' theorem, as always, is only telling us what common sense does; in general the updated probability for $A$ must depend on far more than just the updated probability $q$ for $B$.

### 5.6.1 Discussion

This example illustrates what we have noted before in Chapter 1; that familiar problems of everyday life may be more complicated than scientific problems, where we are often reasoning about carefully controlled situations. The most familiar problems may be so complicated - just because the result depends on so many unknown and uncontrolled factors - that a full Bayesian analysis, although correct in principle, is out of the question in practice. The cost of the computation is far more than we could hope to win on the horse.

Then we are necessarily in the realm of approximation techniques; but, since we cannot apply Bayes' theorem exactly, need we still consider it at all? Yes, because Bayes' theorem remains the normative principle telling us what we should aim for. Without it, we have nothing to guide our choices and no criterion for judging their success.

It also illustrates what we shall find repeatedly in later chapters: that generations of workers in this field have not comprehended the fact that Bayes' theorem is a valid theorem,
required by elementary desiderata of rationality and consistency, and have made unbelievably persistent attempts to replace it by all kinds of intuitive ad hockeries. Of course, we expect that any sincere intuitive effort will capture bits of the truth; yet all of these dozens of attempts have proved on analysis to be satisfactory only in those cases where they agree with Bayes' theorem after all.

We are at a loss, however, to understand what motivates these anti-Bayesian efforts, because we can see nothing unsatisfactory about Bayes' theorem, either in its theoretical foundations, its intuitive rationale, or its pragmatic results. The writer has devoted some 40 years to the analysis of thousands of separate problems by Bayes' theorem, and is still being impressed by the beautiful and important results it gives us, often in a few lines, and far beyond what those ad hockeries can produce. We have yet to find a case where it yields an unsatisfactory result (although the result is sometimes surprising at first glance, and it requires some meditation to educate our intuition and see that it is correct after all).

Needless to say, the cases where we are at first surprised are just the ones where Bayes' theorem is most valuable to us; because those are the cases where intuitive ad hockeries would never have found the result. Comparing Bayesian analysis with the ad hoc methods which saturate the literature, whenever there is any disagreement in the final conclusions, we have found it easy to exhibit the defect of the ad hockery, just as the analysis of Chapter 2 led us to expect, and as we saw in the above example.

In the past, many man-years of effort were wasted in futile attempts to square the circle; had Lindemann's theorem (that $\pi$ is transcendental) been known and its implications recognized, all of this might have been averted. Likewise, had Cox's theorems been known, and their implications recognized, 100 years ago, many wasted careers might have been turned instead to constructive activity. This is our answer to those who have suggested that Cox's theorems are unimportant, because they only confirm what James Bernoulli and Laplace had conjectured long before.

Today, we have five decades of experience confirming what Cox's theorems tell us. It is clear that, not only is the quantitative use of the rules of probability theory as extended logic the only sound way to conduct inference; it is the failure to follow those rules strictly that has for many years been leading to unnecessary errors, paradoxes, and controversies.

### 5.7 Paradoxes of intuition

A famous example of this situation, known as Hempel's paradox, starts with the premise: 'A case of an hypothesis supports the hypothesis.' Then it observes: 'Now the hypothesis that all crows are black is logically equivalent to the statement that all non-black things are non-crows, and this is supported by the observation of a white shoe.' An incredible amount has been written about this seemingly innocent argument, which leads to an intolerable conclusion.

The error in the argument is apparent at once when one examines the equations of probability theory applied to it: the premise, which was not derived from any logical analysis,
is not generally true, and he prevents himself from discovering that fact by trying to judge support of an hypothesis without considering any alternatives.

Good (1967), in a note entitled 'The white shoe is a red herring', demonstrated the error in the premise by a simple counterexample. In World 1 there are one million birds, of which 100 are crows, all black. In World 2 there are two million birds, of which 200000 are black crows and 1800000 are white crows. We observe one bird, which proves to be a black crow. Which world are we in?

Evidently, observation of a black crow gives evidence of

$$
\begin{equation*}
10 \log _{10}\left(\frac{200000 / 2000000}{100 / 1000000}\right)=30 \mathrm{db} \tag{5.46}
\end{equation*}
$$

or an odds ratio of 1000:1, against the hypothesis that all crows are black; that is, for World 2 against World 1. Whether an 'instance of an hypothesis' does or does not support the hypothesis depends on the alternatives being considered and on the prior information. We learned this in finding the error in the reasoning leading to (5.20). But, incredibly, Hempel (1967) proceeded to reject Good's clear and compelling argument on the grounds that it was unfair to introduce that background information about Worlds 1 and 2.

In the literature there are perhaps 100 'paradoxes' and controversies which are like this, in that they arise from faulty intuition rather than faulty mathematics. Someone asserts a general principle that seems to him intuitively right. Then, when probability analysis reveals the error, instead of taking this opportunity to educate his intuition, he reacts by rejecting the probability analysis. We shall see several more examples of this; in particular, the marginalization paradox in Chapter 15.

As a colleague of the writer once remarked, 'Philosophers are free to do whatever they please, because they don't have to do anything right.' But a responsible scientist does not have that freedom; he will not assert the truth of a general principle, and urge others to adopt it, merely on the strength of his own intuition. Some outstanding examples of this error, which are not mere philosophers' toys like the RCJ tampering with Bayes' theorem and the Hempel paradox, but have been actively harmful to Science and Society, are discussed in Chapters 15 and 17.

### 5.8 Bayesian jurisprudence

It is interesting to apply probability theory in various situations in which we can't always reduce it to numbers very well, but still it shows automatically what kind of information would be relevant to help us do plausible reasoning. Suppose someone in New York City has committed a murder, and you don't know at first who it is, but you know that there are 10 million people in New York City. On the basis of no knowledge but this, $e($ guilty $\mid X)=-70 \mathrm{db}$ is the plausibility that any particular person is the guilty one.

How much positive evidence for guilt is necessary before we decide that some man should be put away? Perhaps +40 db , although your reaction may be that this is not safe enough,
and the number ought to be higher. If we raise this number we give increased protection to the innocent, but at the cost of making it more difficult to convict the guilty; and at some point the interests of society as a whole cannot be ignored.

For example, if 1000 guilty men are set free, we know from only too much experience that 200 or 300 of them will proceed immediately to inflict still more crimes upon society, and their escaping justice will encourage 100 more to take up crime. So it is clear that the damage to society as a whole caused by allowing 1000 guilty men to go free, is far greater than that caused by falsely convicting one innocent man.

If you have an emotional reaction against this statement, I ask you to think: if you were a judge, would you rather face one man whom you had convicted falsely; or 100 victims of crimes that you could have prevented? Setting the threshold at +40 db will mean, crudely, that on the average not more than one conviction in 10000 will be in error; a judge who required juries to follow this rule would probably not make one false conviction in a working lifetime on the bench.

In any event, if we took +40 db starting out from -70 db , this means that in order to ensure a conviction you would have to produce about 110 db of evidence for the guilt of this particular person. Suppose now we learn that this person had a motive. What does that do to the plausibility for his guilt? Probability theory says

$$
\begin{align*}
e(\text { guilty } \mid \text { motive }) & =e(\text { guilty } \mid X)+10 \log _{10}\left[\frac{P(\text { motive } \mid \text { guilty })}{P(\text { motive } \mid \text { not guilty })}\right]  \tag{5.47}\\
& \simeq-70-10 \log _{10} P(\text { motive } \mid \text { not guilty })
\end{align*}
$$

since $P($ motive $\mid$ guilty $) \simeq 1$, i.e. we consider it quite unlikely that the crime had no motive at all. Thus, the significance of learning that the person had a motive depends almost entirely on the probability $P$ (motive|not guilty) that an innocent person would also have a motive.

This evidently agrees with our common sense, if we ponder it for a moment. If the deceased were kind and loved by all, hardly anyone would have a motive to do him in. Learning that, nevertheless, our suspect did have a motive, would then be very significant information. If the victim had been an unsavory character, who took great delight in all sorts of foul deeds, then a great many people would have a motive, and learning that our suspect was one of them is not so significant. The point of this is that we don't know what to make of the information that our suspect had a motive, unless we also know something about the character of the deceased. But how many members of juries would realize that, unless it was pointed out to them?

Suppose that a very enlightened judge, with powers not given to judges under present law, had perceived this fact and, when testimony about the motive was introduced, he directed his assistants to determine for the jury the number of people in New York City who had a motive. If this number is $N_{m}$ then

$$
\begin{equation*}
P(\text { motive } \mid \text { not guilty })=\frac{N_{m}-1}{(\text { number of people in New York })-1} \simeq 10^{-7}\left(N_{m}-1\right) \tag{5.48}
\end{equation*}
$$

and (5.47) reduces, for all practical purposes, to

$$
\begin{equation*}
e(\text { guilty } \mid \text { motive }) \simeq-10 \log _{10}\left(N_{m}-1\right) \tag{5.49}
\end{equation*}
$$

You see that the population of New York has cancelled out of the equation; as soon as we know the number of people who had a motive, then it doesn't matter any more how large the city was. Note that (5.49) continues to say the right thing even when $N_{m}$ is only 1 or 2.

You can go on this way for a long time, and we think you will find it both enlightening and entertaining to do so. For example, we now learn that the suspect was seen near the scene of the crime shortly before. From Bayes' theorem, the significance of this depends almost entirely on how many innocent persons were also in the vicinity. If you have ever been told not to trust Bayes' theorem, you should follow a few examples like this a good deal further, and see how infallibly it tells you what information would be relevant, what irrelevant, in plausible reasoning. ${ }^{5}$ In recent years there has grown up a considerable literature on Bayesian jurisprudence; for a review with many references, see Vignaux and Robertson (1996).

Even in situations where we would be quite unable to say that numerical values should be used, Bayes' theorem still reproduces qualitatively just what your common sense (after perhaps some meditation) tells you. This is the fact that George Pólya demonstrated in such exhaustive detail that the present writer was convinced that the connection must be more than qualitative.

### 5.9 Comments

There has been much more discussion of the status of Newton's theory than we indicated above. For example, it has been suggested by Charles Misner that we cannot apply a theory with full confidence until we know its limits of validity - where it fails.

Thus, relativity theory, in showing us the limits of validity of Newtonian mechanics, also confirmed its accuracy within those limits; so it should increase our confidence in Newtonian theory when applied within its proper domain (velocities small compared with that of light). Likewise, the first law of thermodynamics, in showing us the limits of validity of the caloric theory, also confirmed the accuracy of the caloric theory within its proper domain (processes where heat flows but no work is done). At first glance this seems an attractive idea, and perhaps this is the way scientists really should think.

[^21]Nevertheless, Misner's principle contrasts strikingly with the way scientists actually do think. We know of no case where anyone has avowed that his confidence in a theory was increased by its being, as we say, 'overthrown'. Furthermore, we apply the principle of conservation of momentum with full confidence, not because we know its limits of validity, but for just the opposite reason; we do not know of any such limits. Yet scientists believe that the principle of momentum conservation has real content; it is not a mere tautology.

Not knowing the answer to this riddle, we pursue it only one step further, with the observation that if we are trying to judge the validity of Newtonian mechanics, we cannot be sure that relativity theory showed us all its limitations. It is conceivable, for example, that it may fail not only in the limit of high velocities, but also in that of high accelerations. Indeed, there are theoretical reasons for expecting this; for Newton's $F=m a$ and Einstein's $E=m c^{2}$ can be combined into a perhaps more fundamental statement:

$$
\begin{equation*}
F=\left(E / c^{2}\right) a \tag{5.50}
\end{equation*}
$$

Why should the force required to accelerate a bundle of energy $E$ depend on the velocity of light?

We see a plausible reason at once, if we adopt the - almost surely true - hypothesis that our allegedly 'elementary' particles cannot occupy mere mathematical points in space, but are extended structures of some kind. Then the velocity of light determines how rapidly different parts of the structure can 'communicate' with each other. The more quickly all parts can learn that a force is being applied, the more quickly they can all respond to it. We leave it as an exercise for the reader to show that one can actually derive Eq. (5.50) from this premise. (Hint: the force is proportional to the deformation that the particle must suffer before all parts of it start to move.)

But this embryonic theory makes further predictions immediately. We would expect that, when a force is applied suddenly, a short transient response time would be required for the acceleration to reach its Newtonian value. If so, then Newton's $F=m a$ is not an exact relation, only a final steady state condition, approached after the time required for light to cross the structure. It is conceivable that such a prediction could be tested experimentally.

Thus, the issue of our confidence in Newtonian theory is vastly more subtle and complex than merely citing its past predictive successes and its relationship to relativity theory; it depends also on our whole theoretical outlook.

It appears to us that actual scientific practice is guided by instincts that have not yet been fully recognized, much less analyzed and justified. We must take into account not only the logic of science, but also the sociology of science (perhaps also its soteriology). But this is so complicated that we are not even sure whether the extremely skeptical conservatism with which new ideas are invariably received is, in the long run, a beneficial stabilizing influence, or a harmful obstacle to progress.

### 5.9.1 What is queer?

In this chapter we have examined some applications of probability theory that seem 'queer' to us today, in the sense of being 'off the beaten track'. Any completely new application must presumably pass through such an exploratory phase of queerness. But in many cases, particularly the Bayesian jurisprudence and psychological tests with a more serious purpose than ESP, we think that queer applications of today may become respectable and useful applications of tomorrow. Further thought and experience will make us more aware of the proper formulation of a problem - better connected to reality - and then future generations will come to regard Bayesian analysis as indispensable for discussing it. Now we return to the many applications that are already advanced beyond the stage of queerness, into that of respectability and usefulness.

## 6

## Elementary parameter estimation


#### Abstract

A distinction without a difference has been introduced by certain writers who distinguish 'Point estimation', meaning some process of arriving at an estimate without regard to its precision, from 'Interval estimation' in which the precision of the estimate is to some extent taken into account. R. A. Fisher (1956)


Probability theory as logic agrees with Fisher in spirit; that is, it gives us automatically both point and interval estimates from a single calculation. The distinction commonly made between hypothesis testing and parameter estimation is considerably greater than that which concerned Fisher; yet it too is, from our point of view, not a real difference. When we have only a small number of discrete hypotheses $\left\{H_{1}, \ldots, H_{n}\right\}$ to consider, we usually want to pick out a specific one of them as the most likely in that set, in the light of the prior information and data. The cases $n=2$ and $n=3$ were examined in some detail in Chapter 4, and larger $n$ is in principle a straightforward and rather obvious generalization.

When the hypotheses become very numerous, however, a different approach seems called for. A set of discrete hypotheses can always be classified by assigning one or more numerical indices which identify them, as in $H_{t}(1 \leq t \leq n)$, and if the hypotheses are very numerous one can hardly avoid doing this. Then, deciding between the hypotheses $H_{t}$ and estimating the index $t$ are practically the same thing, and it is a small step to regard the index, rather than the hypotheses, as the quantity of interest; then we are doing parameter estimation. We consider first the case where the index remains discrete.

### 6.1 Inversion of the urn distributions

In Chapter 3 we studied a variety of sampling distributions that arise in drawing from an urn. There the number $N$ of balls in the urn, and the number $R$ of red balls and $N-R$ white ones, were considered known in the statement of the problem, and we were to make 'pre-data' inferences about what kind of mix of $r$ red, $n-r$ white we were likely to get on drawing $n$ of them. Now we want to invert this problem, in the way envisaged by Bayes and Laplace, to the 'post-data' problem: the data $D \equiv(n, r)$ are known, but the contents
$(N, R)$ of the urn are not. From the data and our prior information about what is in the urn, what can we infer about its true contents? It is probably safe to say that every worker in probability theory is surprised by the results - almost trivial mathematically, yet deep and unexpected conceptually - that one finds in this inversion. In the following we note some of the surprises already well known in the literature, and add to them.

We found in Eq. (3.22) the sampling distribution for this problem; in our present notation this is the hypergeometric distribution

$$
\begin{equation*}
p(D \mid N R I)=h(r \mid N R, n)=\binom{N}{n}^{-1}\binom{R}{r}\binom{N-R}{n-r} \tag{6.1}
\end{equation*}
$$

where $I$ now denotes the prior information, the general statement of the problem as given above.

### 6.2 Both $N$ and $R$ unknown

In general, neither $N$ nor $R$ is known initially, and the robot is to estimate both of them. If we succeed in drawing $n$ balls from the urn, then of course we know deductively that $N \geq n$. It seems to us intuitively that the data could tell us nothing more about $N$; how could the number $r$ of red balls drawn, or the order of drawing, be relevant to $N$ ? But this intuition is using a hidden assumption that we can hardly be aware of until we see the robot's answer to the question.

The joint posterior probability distribution for $N$ and $R$ is

$$
\begin{equation*}
p(N R \mid D I)=p(N \mid I) p(R \mid N I) \frac{p(D \mid N R I)}{p(D \mid I)} \tag{6.2}
\end{equation*}
$$

in which we have factored the joint prior probability by the product rule: $p(N R \mid I)=$ $p(N \mid I) p(R \mid N I)$, and the normalizing denominator is a double sum,

$$
\begin{equation*}
p(D \mid I)=\sum_{N=0}^{\infty} \sum_{R=0}^{N} p(N \mid I) p(R \mid N I) p(D \mid N R I) \tag{6.3}
\end{equation*}
$$

in which, of course, the factor $p(D \mid N R I)$ is zero when $N<n$, or $R<r$, or $N-R<n-r$. Then the marginal posterior probability for $N$ alone is

$$
\begin{equation*}
p(N \mid D I)=\sum_{R=0}^{N} p(N R \mid D I)=p(N \mid I) \frac{\sum_{R} p(R \mid N I) p(D \mid N R I)}{p(D \mid I)} \tag{6.4}
\end{equation*}
$$

We could equally well apply Bayes' theorem directly:

$$
\begin{equation*}
p(N \mid D I)=p(N \mid I) \frac{p(D \mid N I)}{p(D \mid I)} \tag{6.5}
\end{equation*}
$$

and of course (6.4) and (6.5) must agree, by the product and sum rules.
These relations must hold whatever prior information $I$ we may have about $N, R$ that is to be expressed by $p(N R \mid I)$. In principle, this could be arbitrarily complicated, and
conversion of verbally stated prior information into $p(N R \mid I)$ is an open-ended problem; you can always analyze your prior information more deeply. But usually our prior information is rather simple, and these problems are not difficult mathematically.

Intuition might lead us to expect further that, whatever prior $p(N \mid I)$ we had assigned, the data can only truncate the impossible values, leaving the relative probabilities of the possible values unchanged:

$$
p(N \mid D I)=\left\{\begin{array}{cl}
A p(N \mid I), & \text { if } N \geq n  \tag{6.6}\\
0, & \text { if } 0 \leq N<n
\end{array}\right.
$$

where $A$ is a normalization constant. Indeed, the rules of probability theory tell us that this must be true if the data tell us only that $N \geq n$ and nothing else about $N$. For example, if

$$
\begin{equation*}
Z \equiv N \geq n \tag{6.7}
\end{equation*}
$$

then

$$
p(Z \mid N I)= \begin{cases}1 & \text { if } n \leq N  \tag{6.8}\\ 0 & \text { if } n>N\end{cases}
$$

Bayes' theorem reads:

$$
p(N \mid Z I)=p(N \mid I) \frac{p(Z \mid N I)}{p(Z \mid I)}=\left\{\begin{array}{cl}
A p(N \mid I) & \text { if } N \geq n  \tag{6.9}\\
0 & \text { if } N<n
\end{array}\right.
$$

If the data tell us only that $Z$ is true, then we have (6.6) and the above normalization constant is $A=1 / p(Z \mid I)$. Bayes' theorem confirms that if we learn only that $N \geq n$, the relative probabilities of the possible values of $N$ are not changed by this information; only the normalization must be readjusted to compensate for the values $N<n$ that now have zero probability. Laplace considered this result intuitively obvious, and took it as a basic principle of his theory.

However, the robot tells us in (6.5) that this will not be the case unless $p(D \mid N I)$ is independent of $N$ for $N \geq n$. And, on second thought, we see that (6.6) need not be true if we have some kind of prior information linking $N$ and $R$. For example, it is conceivable that one might know in advance that $R<0.06 N$. Then, necessarily, having observed the data $(n, r)=(10,6)$, we would know not only that $N \geq 10$, but that $N>100$. Any prior information that provides a logical link between $N$ and $R$ makes the datum $r$ relevant to estimating $N$ after all. But usually we lack any such prior information, and so estimation of $N$ is uninteresting, reducing to the same result (6.6).

From (6.5), the general condition that the data can tell us nothing about $N$, except to truncate values less than $n$, is a nontrivial condition on the prior probability $p(R \mid N I)$ :

$$
p(D \mid N I)=\sum_{R=0}^{N} p(D \mid N R I) p(R \mid N I)=\left\{\begin{array}{cl}
f(n, r) & \text { if } N \geq n  \tag{6.10}\\
0 & \text { if } N<n
\end{array}\right.
$$

where $f(n, r)$ may depend on the data, but is independent of $N$. Since we are using the standard hypergeometric urn sampling distribution (6.1), this is explicitly

$$
\begin{equation*}
\sum_{R=0}^{N}\binom{R}{r}\binom{N-R}{n-r} p(R \mid N I)=f(n, r)\binom{N}{n}, \quad(N \geq n) \tag{6.11}
\end{equation*}
$$

This is that hidden assumption that our intuition could hardly have told us about. It is a kind of discrete integral equation ${ }^{1}$ which the prior $p(R \mid N I)$ must satisfy as the necessary and sufficient condition for the data to be uninformative about $N$. The sum on the lefthand side is necessarily always zero when $N<n$, for the first binomial coefficient is zero when $R<r$, and the second is zero when $R \geq r$ and $N<n$. Therefore, the mathematical constraint on $p(R \mid N I)$ is only, rather sensibly, that $f(n, r)$ in (6.11) must be independent of $N$ when $N \geq n$.

In fact, most 'reasonable' priors do satisfy this condition, and as a result estimation of $N$ is relatively uninteresting. Then, factoring the joint posterior distribution (6.2) in the form

$$
\begin{equation*}
p(N R \mid D I)=p(N \mid D I) p(R \mid N D I) \tag{6.12}
\end{equation*}
$$

our main concern is with the factor $p(R \mid N D I)$, drawing inferences about $R$ or about the ratio $R / N$ with $N$ supposed known. The posterior probability distribution for $R$ is then, by Bayes' theorem,

$$
\begin{equation*}
p(R \mid D N I)=p(R \mid N I) \frac{p(D \mid N R I)}{p(D \mid N I)} \tag{6.13}
\end{equation*}
$$

Different choices of the prior probability $p(R \mid N I)$ will yield many quite different results, and we now examine a few of them.

### 6.3 Uniform prior

Consider the state of prior knowledge denoted by $I_{0}$, in which we are, seemingly, as ignorant as we could be about $R$ while knowing $N$ : the uniform distribution

$$
p\left(R \mid N I_{0}\right)=\left\{\begin{array}{cl}
\frac{1}{N+1} & \text { if } 0 \leq R \leq N  \tag{6.14}\\
0 & \text { if } R>N
\end{array}\right.
$$

Then a few terms cancel out, and (6.13) reduces to

$$
\begin{equation*}
p\left(R \mid D N I_{0}\right)=S^{-1}\binom{R}{r}\binom{N-R}{n-r} \tag{6.15}
\end{equation*}
$$

[^22]where $S$ is a normalization constant. For several purposes, we need the general summation formula
\[

$$
\begin{equation*}
S \equiv \sum_{R=0}^{N}\binom{R}{r}\binom{N-R}{n-r}=\binom{N+1}{n+1} \tag{6.16}
\end{equation*}
$$

\]

whereupon the correctly normalized posterior distribution for $R$ is

$$
\begin{equation*}
p\left(R \mid D N I_{0}\right)=\binom{N+1}{n+1}^{-1}\binom{R}{r}\binom{N-R}{n-r} \tag{6.17}
\end{equation*}
$$

This is not a hypergeometric distribution like (6.1) because the variable is now $R$ instead of $r$.

The prior (6.14) yields, using (6.16),

$$
\begin{equation*}
\sum_{R=0}^{N} \frac{1}{N+1}\binom{R}{r}\binom{N-R}{n-r}=\frac{1}{N+1}\binom{N+1}{n+1}=\frac{1}{n+1}\binom{N}{n} \tag{6.18}
\end{equation*}
$$

so the integral equation (6.11) is satisfied; with this prior the data can tell us nothing about $N$, beyond the fact that $N \geq n$.

Let us check (6.17) to see whether it satisfies some obvious common sense requirements. We see that it vanishes when $R<r$, or $R>N-n+r$, in agreement with what the data tell us by deductive reasoning. If we have sampled all the balls, $n=N$, then (6.17) reduces to Kronecker's delta, $\delta(R, r)$, again agreeing with deductive reasoning. This is another illustration of the fact that probability theory as extended logic automatically includes deductive logic as a special case.

If we obtain no data at all, $n=r=0$, then (6.17) reduces, as it should, to the prior distribution: $p\left(R \mid D N I_{0}\right)=p\left(R \mid N I_{0}\right)=1 /(N+1)$. If we draw only one ball which proves to be red, $n=r=1$, then (6.17) reduces to

$$
\begin{equation*}
p\left(R \mid D N I_{0}\right)=\frac{2 R}{N(N+1)} . \tag{6.19}
\end{equation*}
$$

The vanishing when $R=0$ again agrees with deductive logic. From (6.1) the sampling probability $p\left(r=1 \mid n=1, N R I_{0}\right)=R / N$ that our one ball would be red is our original Bernoulli urn result, proportional to $R$; and with a uniform prior the posterior probability for $R$ must also be proportional to $R$. The numerical coefficient in (6.19) gives us an inadvertent derivation of the elementary sum rule,

$$
\begin{equation*}
\sum_{R=0}^{N} R=\frac{N(N+1)}{2} \tag{6.20}
\end{equation*}
$$

These results are only a few of thousands now known, indicating that probability theory as extended logic is an exact mathematical system. That is, results derived from correct application of our rules without approximation have the property of exact results in any
other area of mathematics: you can subject them to arbitrary extreme conditions and they continue to make sense. ${ }^{2}$

What value of $R$ does the robot estimate in general? The most probable value of $R$ is found within one unit by setting $p\left(R^{\prime}\right)=p\left(R^{\prime}-1\right)$ and solving for $R^{\prime}$. This yields

$$
\begin{equation*}
R^{\prime}=(N+1) \frac{r}{n} \tag{6.21}
\end{equation*}
$$

which is to be compared with (3.26) for the peak of the sampling distribution. If $R^{\prime}$ is not an integer, the most probable value is the next integer below $R^{\prime}$. The robot anticipates that the fraction of red balls in the original urn should be about equal to the fraction in the observed sample, just as you and I would from intuition.

For a more refined calculation, let us find the mean value, or expectation, of $R$ over this posterior distribution:

$$
\begin{equation*}
\langle R\rangle=E\left(R \mid D N I_{0}\right)=\sum_{R=0}^{N} R p\left(R \mid D N I_{0}\right) \tag{6.22}
\end{equation*}
$$

To do the summation, note that

$$
\begin{equation*}
(R+1)\binom{R}{r}=(r+1)\binom{R+1}{r+1} \tag{6.23}
\end{equation*}
$$

and so, using (6.16) again,

$$
\begin{equation*}
\langle R\rangle+1=(r+1)\binom{N+1}{n+1}^{-1}\binom{N+2}{n+2}=\frac{(N+2)(r+1)}{(n+2)} \tag{6.24}
\end{equation*}
$$

When $(n, r, N)$ are large, the expectation of $R$ is very close to the most probable value (6.21), indicating either a sharply peaked posterior distribution or a symmetric one. This result becomes more significant when we ask: 'What is the expected fraction $F$ of red balls left in the urn after this drawing?' This is

$$
\begin{equation*}
\langle F\rangle=\frac{\langle R\rangle-r}{N-n}=\frac{r+1}{n+2} \tag{6.25}
\end{equation*}
$$

### 6.4 Predictive distributions

Instead of using probability theory to estimate the unobserved contents of the urn, we may use it as well to predict future observations. We ask a different question: 'After having drawn a sample of $r$ red balls in $n$ draws, what is the probability that the next one drawn will be red?' Defining the propositions:

$$
\begin{equation*}
R_{i} \equiv \text { red on the } i \text { th draw, } \quad 1 \leq i \leq N \tag{6.26}
\end{equation*}
$$

[^23]this is
\[

$$
\begin{equation*}
p\left(R_{n+1} \mid D N I_{0}\right)=\sum_{R=0}^{N} p\left(R_{n+1} R \mid D N I_{0}\right)=\sum_{R} p\left(R_{n+1} \mid R D N I_{0}\right) p\left(R \mid D N I_{0}\right) \tag{6.27}
\end{equation*}
$$

\]

or

$$
\begin{equation*}
p\left(R_{n+1} \mid D N I_{0}\right)=\sum_{R=0}^{N} \frac{R-r}{N-n}\binom{N+1}{n+1}^{-1}\binom{R}{r}\binom{N-R}{n-r} \tag{6.28}
\end{equation*}
$$

Using the summation formula (6.16) again, we find, after some algebra,

$$
\begin{equation*}
p\left(R_{n+1} \mid D N I_{0}\right)=\frac{r+1}{n+2} \tag{6.29}
\end{equation*}
$$

the same as (6.25). This agreement is another example of the rule noted before: a probability is not the same thing as a frequency; but, under quite general conditions, the predictive probability of an event at a single trial is numerically equal to the expectation of its frequency in some specified class of trials.

Equation (6.29) is a famous old result known as Laplace's rule of succession. It has played a major role in the history of Bayesian inference, and in the controversies over the nature of induction and inference. We shall find it reappearing many times; finally, in Chapter 18 we examine it carefully to see how it became controversial, but also how easily the controversies can be resolved today.

The result (6.29) has a greater generality than would appear from our derivation. Laplace first obtained it, not in consideration of drawing from an urn, but from considering a mixture of binomial distributions, as we shall do presently in (6.73). The above derivation in terms of urn sampling had been found as early as 1799 (see Zabell, 1989), but became well known only through its rediscovery in 1918 by C. D. Broad of Cambridge University, England, and its subsequent emphasis by Wrinch and Jeffreys (1919), W. E. Johnson $(1924,1932)$, and H. Jeffreys (1939). It was initially a great surprise to find that the urn result (6.29) is independent of $N$.

But this is only the point estimate; what accuracy does the robot claim for this estimate of $R$ ? The answer is contained in the same posterior distribution (6.17) that gave us (6.29); we may find its variance $\left\langle R^{2}\right\rangle-\langle R\rangle^{2}$. Extending (6.23), note that

$$
\begin{equation*}
(R+1)(R+2)\binom{R}{r}=(r+1)(r+2)\binom{R+2}{r+2} \tag{6.30}
\end{equation*}
$$

The summation over $R$ is again simple, yielding

$$
\begin{align*}
\langle(R+1)(R+2)\rangle & =(r+1)(r+2)\binom{N+1}{n+1}^{-1}\binom{N+3}{n+3} \\
& =\frac{(r+1)(r+2)(N+2)(N+3)}{(n+2)(n+3)} \tag{6.31}
\end{align*}
$$

Then, noting that $\operatorname{var}(R)=\left\langle R^{2}\right\rangle-\langle R\rangle^{2}=\left\langle(R+1)^{2}\right\rangle-\langle(R+1)\rangle^{2}$ and writing for brevity $p=\langle F\rangle=(r+1) /(n+2)$, from (6.24) and (6.31) we find

$$
\begin{equation*}
\operatorname{var}(R)=\frac{p(1-p)}{n+3}(N+2)(N-n) \tag{6.32}
\end{equation*}
$$

Therefore, our (mean) $\pm$ (standard deviation) combined point and interval estimate of $R$ is

$$
\begin{equation*}
(R)_{\mathrm{est}}=r+(N-n) p \pm \sqrt{\frac{p(1-p)}{n+3}(N+2)(N-n)} \tag{6.33}
\end{equation*}
$$

The factor $(N-n)$ inside the square root indicates that, as we would expect, the estimate becomes more accurate as we sample a larger fraction of the contents of the urn. Indeed, when $n=N$ the contents of the urn are known, and (6.33) reduces, as it should, to $(r \pm 0)$, in agreement with deductive reasoning.

Looking at (6.33), we note that $R-r$ is the number of red balls remaining in the urn, and $N-n$ is the total number of balls left in the urn; so an analytically simpler expression is found if we ask for the (mean) $\pm$ (standard deviation) estimate of the fraction of red balls remaining in the urn after the sample is drawn. This is found to be

$$
\begin{equation*}
(F)_{\mathrm{est}}=\frac{(R-r)_{\mathrm{est}}}{N-n}=p \pm \sqrt{\frac{p(1-p)}{n+3} \frac{N+2}{N-n}}, \quad 0 \leq n<N \tag{6.34}
\end{equation*}
$$

and this estimate becomes less accurate as we sample a larger portion of the balls. In the limit $N \rightarrow \infty$, this goes into

$$
\begin{equation*}
(F)_{\mathrm{est}}=p \pm \sqrt{\frac{p(1-p)}{n+3}} \tag{6.35}
\end{equation*}
$$

which corresponds to the binomial distribution result. As an application of this, while preparing this chapter we heard a news report that a 'random poll' of 1600 voters was taken, indicating that $41 \%$ of the population favored a certain candidate in the next election, and claiming a $\pm 3 \%$ margin of error for this result. Let us check the consistency of these numbers against our theory. To obtain $(F)_{\text {est }}=\langle F\rangle(1 \pm 0.03)$, we require, according to (6.35), a sample size $n$ given by

$$
\begin{equation*}
n+3=\frac{1-p}{p} \frac{1}{(0.03)^{2}}=\frac{1-0.41}{0.41} \times 1111=1598.9 \tag{6.36}
\end{equation*}
$$

or $n \simeq 1596$. The close agreement suggests that the pollsters are using this theory (or at least giving implied lip service to it in their public announcements).

These results, found with a uniform prior for $p\left(R \mid N I_{0}\right)$ over $0 \leq R \leq N$, correspond very well with our intuitive common sense judgments. Other choices of the prior can affect the conclusions in ways which often surprise us at first glance; then, after some meditation, we see that they were correct after all. Let us put probability theory to a more severe test by considering some increasingly surprising examples.

### 6.5 Truncated uniform priors

Suppose our prior information had been different from the above $I_{0}$; our new prior information $I_{1}$ is that we know from the start that $0<R<N$; there is at least one red and one white ball in the urn. Then the prior (6.14) must be replaced by

$$
p\left(R \mid N I_{1}\right)=\left\{\begin{array}{cl}
\frac{1}{N-1} & \text { if } 1 \leq R \leq N-1  \tag{6.37}\\
0 & \text { otherwise }
\end{array}\right.
$$

and our summation formula (6.16) must be corrected by subtracting the two terms $R=0, R=N$. Note that, if $R=0$, then

$$
\begin{equation*}
\binom{R}{r}=\binom{R+1}{r+1}=\delta(r, 0) \tag{6.38}
\end{equation*}
$$

and, if $R=N$, then

$$
\begin{equation*}
\binom{N-R}{n-r}=\delta(r, n) \tag{6.39}
\end{equation*}
$$

so we have the summation formulas

$$
\begin{gather*}
S=\sum_{R=1}^{N-1}\binom{R}{r}\binom{N-R}{n-r}=\binom{N+1}{n+1}-\binom{N}{n} \delta(r, n)-\binom{N}{n} \delta(r, 0),  \tag{6.40}\\
\sum_{R=1}^{N-1}\binom{R+1}{r+1}\binom{N-R}{n-r}=\binom{N+2}{n+2}-\binom{N+1}{n+1} \delta(r, n)-\binom{N}{n} \delta(r, 0) . \tag{6.41}
\end{gather*}
$$

What seems surprising at first is that, as long as the observed $r$ is in $0<r<n$, the new terms vanish, and so the previous posterior distribution (6.17) is unchanged:

$$
\begin{equation*}
p\left(R \mid D N I_{1}\right)=p\left(R \mid D N I_{0}\right), \quad 0<r<n \tag{6.42}
\end{equation*}
$$

Why does the new prior information make no difference? Indeed, it would certainly make a difference in any form of probability theory that uses only sampling distributions; for the sample space is changed by the new information.

Yet, on meditation, we see that the result (6.42) is correct, for in this case the data tell us by deductive reasoning that $R$ cannot be zero or $N$; so, whether the prior information does or does not tell us the same thing cannot matter: our state of knowledge about $R$ is the same and probability theory as logic so indicates. We discuss this further in Section 6.9.1.

Suppose that our data were $r=0$; now the sum $S$ in (6.15) is different:

$$
\begin{equation*}
S=\binom{N+1}{n+1}-\binom{N}{n} \tag{6.43}
\end{equation*}
$$

and in place of (6.17) the posterior probability distribution for $R$ is found to be, after some calculation,

$$
\begin{equation*}
p\left(R \mid r=0, N I_{1}\right)=\binom{N}{n+1}\binom{N-R}{n}, \quad 1 \leq R \leq N-1 \tag{6.44}
\end{equation*}
$$

and zero outside that range. But still, within that range, the relative probabilities of different values of $R$ are not changed; we readily verify that the ratio

$$
\begin{equation*}
\frac{p\left(R \mid r=0, N I_{1}\right)}{p\left(R \mid r=0, N I_{0}\right)}=\frac{N+1}{N-n}, \quad 1 \leq R \leq N-1 \tag{6.45}
\end{equation*}
$$

is independent of $R$. What has happened here is that the datum $r=0$ gives no evidence against the hypothesis that $R=0$ and some evidence for it ; so on prior information $I_{0}$ which allows this, $R=0$ is the most probable value. But the prior information $I_{1}$ now makes a decisive difference; it excludes just that value, and thus forces all the posterior probability to be compressed into a smaller range, with an upward adjustment of the normalization coefficient. We learn from this example that different priors do not necessarily lead to different conclusions; and whether they do or do not can depend on which data set we happen to get - which is just as it should be.

Exercise 6.1. Find the posterior probability distribution $p\left(R \mid r=n, N I_{1}\right)$ by a derivation like the above. Then find the new (mean) $\pm$ (standard deviation) estimate of $R$ from this distribution, and compare it with the above results from $p\left(R \mid r=n, N I_{0}\right)$. Explain the difference so that it seems obvious intuitively. Now show how well you understand this problem by describing in words, without doing the calculation, how the result would differ if we had prior information that ( $3 \leq R \leq N$ ); i.e. the urn had initially at least three red balls, but there was no prior restriction on large values.

### 6.6 A concave prior

The rule of succession, based on the uniform prior $p(R \mid N I) \propto$ const. $(0 \leq R \leq N)$, leads to a perhaps surprising numerical result, that the expected fraction (6.25) of red balls left in the urn is not the fraction $r / n$ observed in the sample drawn, but slightly different, $(r+1) /(n+2)$. What is the reason for this small difference? The following argument is hardly a derivation, but only a line of free association. Note first that Laplace's rule of succession can be written in the form

$$
\begin{equation*}
\frac{r+1}{n+2}=\frac{n(r / n)+2(1 / 2)}{n+2} \tag{6.46}
\end{equation*}
$$

which exhibits the result as a weighted average of the observed fraction $r / n$ and the prior expectation $1 / 2$, the data weighted by the number $n$ of observations, the prior expectation by 2. It seems that the uniform prior carries a weight corresponding to two observations. Then could that prior be interpreted as a posterior distribution resulting from two observations
$(n, r)=(2,1)$ ? If so, it seems that we must start from a still more uninformative prior than the uniform one. But is there any such thing as a still more uninformative prior?

Mathematically, this suggests that we try to apply Bayes' theorem backwards, to find whether there is any prior that would lead to a uniform posterior distribution. Denote this conjectured, still more primitive, state of 'pre-prior' information by $I_{00}$. Then Bayes' theorem would read:

$$
\begin{equation*}
p\left(R \mid D I_{00}\right)=p\left(R \mid I_{00}\right) \frac{p\left(D \mid R I_{00}\right)}{p\left(D \mid I_{00}\right)}=\text { const., } \quad 0 \leq R \leq N \tag{6.47}
\end{equation*}
$$

and the sampling distribution is still the hypergeometric distribution (6.1), because when $R$ is specified it renders any vague information like $I_{00}$ irrelevant: $p\left(D \mid R I_{0}\right)=p\left(D \mid R I_{00}\right)$. With the assumed sample, $n=2, r=1$, the hypergeometric distribution reduces to

$$
\begin{equation*}
h(r=1 \mid N, R, n=2)=\frac{R(N-R)}{N(N-1)}, \quad 0 \leq R \leq N \tag{6.48}
\end{equation*}
$$

from which we see that there is no pre-prior that yields a constant posterior distribution over the whole range $(0 \leq R \leq N)$; it would be infinite for $R=0$ and $R=N$. But we have just seen that the truncated prior, constant in ( $1 \leq R \leq N-1$ ), yields the same results if it is known that the urn contains initially at least one red and one white ball. Since our presupposed data $(n, r)=(2,1)$ guarantees this, we see that we have a solution after all. Consider the prior that emphasizes extreme values:

$$
\begin{equation*}
p\left(R \mid I_{00}\right) \equiv \frac{A}{R(N-R)}, \quad 1 \leq R \leq N-1 \tag{6.49}
\end{equation*}
$$

where $A$ stands for a normalization constant, not necessarily the same in all the following equations. Given new data $D \equiv(n, r)$, if $1 \leq r \leq n-1$ this yields, using (6.1), the posterior distribution

$$
\begin{equation*}
p\left(R \mid D N I_{00}\right)=\frac{A}{R(N-R)}\binom{R}{r}\binom{N-R}{n-r}=\frac{A}{r(n-r)}\binom{R-1}{r-1}\binom{N-R-1}{n-r-1} . \tag{6.50}
\end{equation*}
$$

From (6.16) we may deduce the summation formula

$$
\begin{equation*}
\sum_{r=1}^{N-1}\binom{R-1}{r-1}\binom{N-R-1}{n-r-1}=\binom{N-1}{n-1}, \quad 1 \leq R \leq N-1 \tag{6.51}
\end{equation*}
$$

so the correctly normalized posterior distribution is

$$
\begin{equation*}
p\left(R \mid D N I_{00}\right)=\binom{N-1}{n-1}^{-1}\binom{R-1}{r-1}\binom{N-R-1}{n-r-1}, \quad 1 \leq R \leq N-1 \tag{6.52}
\end{equation*}
$$

which is to be compared with (6.17). As a check, if $n=2, r=1$, this reduces to the desired prior (6.37):

$$
\begin{equation*}
p\left(R \mid D N I_{00}\right)=p\left(R \mid N I_{1}\right)=\frac{1}{N-1}, \quad 1 \leq R \leq N-1 \tag{6.53}
\end{equation*}
$$

At this point, we can leave it as an exercise for the reader to complete the analysis for the concave prior with derivations analogous to (6.22)-(6.35).

Exercise 6.2. Using the general result (6.52), repeat the calculations analogous to (6.22)-(6.35) and prove three exact results: (a) the integral equation (6.11) is satisfied, so (6.6) still holds; (b) for general data compatible with the prior in the sense that $0 \leq n \leq N, 1 \leq r \leq n-1$ (so that the sample drawn includes at least one red and one white ball), the posterior mean estimated fractions $R / N$ and $(R-r) /(N-n)$ are both equal to the observed fraction in the sample, $f=r / n$; the estimates now follow the data exactly so the concave prior (6.49) is given zero weight. Finally, (c) the (mean) $\pm$ (standard deviation) estimate is given by

$$
\begin{equation*}
\frac{(R)_{\mathrm{est}}}{N}=f \pm \sqrt{\frac{f(1-f)}{n+1}\left(1-\frac{n}{N}\right)} \tag{6.54}
\end{equation*}
$$

also a simpler result than the analogous (6.33) found previously for the uniform prior.

Exercise 6.3. Now note that if $r=0$ or $r=n$, the step (6.50) is not valid. Go back to the beginning and derive the posterior distribution for these cases. Show that if we draw one ball and find it not red, the estimated fraction of red in the urn now drops from $1 / 2$ to approximately $1 / \log (N)$ (whereas with the uniform prior it drops to $(r+1) /(n+2)=1 / 3)$.

The exercises show that the concave prior gives many results simpler than those of the uniform one, but has also some near instability properties that become more pronounced with large $N$. Indeed, as $N \rightarrow \infty$ the concave prior approaches an improper (non-normalizable) one, which must give absurd answers to some questions, although it still gives reasonable answers to most questions (those in which the data are so informative that they remove the singularity associated with the prior).

### 6.7 The binomial monkey prior

Suppose prior information $I_{2}$ is that the urn was filled by a team of monkeys who tossed balls in at random, in such a way that each ball entering had independently the probability $g$ of being red. Then our prior for $R$ will be the binomial distribution (3.92): in our present notation,

$$
\begin{equation*}
p\left(R \mid N I_{2}\right)=\binom{N}{R} g^{R}(1-g)^{N-R}, \quad 0 \leq R \leq N \tag{6.55}
\end{equation*}
$$

and our prior estimate of the number of red balls in the urn will be the (mean) $\pm$ (standard deviation) over this distribution:

$$
\begin{equation*}
(R)_{\text {est }}=N g \pm \sqrt{N g(1-g)} \tag{6.56}
\end{equation*}
$$

The sum (6.10) is readily evaluated for this prior, with the result that

$$
\begin{equation*}
p(D \mid N I)=\binom{n}{r} g^{r}(1-g)^{n-r}, \quad N \geq n \tag{6.57}
\end{equation*}
$$

Since this is independent of $N$, this prior also satisfies our integral equation (6.11), so

$$
\begin{equation*}
p\left(N R \mid D I_{2}\right)=p\left(N \mid D I_{2}\right) p\left(R \mid N D I_{2}\right) \tag{6.58}
\end{equation*}
$$

in which the first factor is the relatively uninteresting standard result (6.6). We are interested in the factor $p\left(R \mid N D I_{2}\right)$ in which $N$ is considered known. We are interested also in the other factorization

$$
\begin{equation*}
p\left(N R \mid D I_{2}\right)=p\left(R \mid D I_{2}\right) p\left(N \mid R D I_{2}\right) \tag{6.59}
\end{equation*}
$$

in which $p(R \mid D I)$ tells us what we know about $R$, regardless of $N$. (Try to guess intuitively how $p(R \mid D N I)$ and $p(R \mid D I)$ would differ for any $I$, before seeing the calculations.) Likewise, the difference between $p\left(N \mid R D I_{2}\right)$ and $p\left(N \mid D I_{2}\right)$ tells us how much we would learn about $N$ if we were to learn the true $R$; and again our intuition can hardly anticipate the result of the calculation.

We have set up quite an agenda of calculations to do. Using (6.55) and (6.1), we find

$$
\begin{equation*}
p\left(R \mid D N I_{2}\right)=A\binom{N}{R} g^{R}(1-g)^{N-R}\binom{R}{r}\binom{N-R}{n-r}, \tag{6.60}
\end{equation*}
$$

where $A$ is another normalization constant. To evaluate it, note that we can rearrange the binomial coefficients:

$$
\begin{equation*}
\binom{N}{R}\binom{R}{r}\binom{N-R}{n-r}=\binom{N}{n}\binom{n}{r}\binom{N-n}{R-r} \tag{6.61}
\end{equation*}
$$

Therefore we find the normalization by

$$
\begin{align*}
1 & =\sum_{R} p\left(R \mid D N I_{2}\right)=A\binom{N}{n}\binom{n}{r} \sum_{R}\binom{N-n}{R-r} g^{R}(1-g)^{N-R}  \tag{6.62}\\
& =A\binom{N}{n}\binom{n}{r} g^{r}(1-g)^{n-r}, \quad r \leq R \leq N-n+r
\end{align*}
$$

and so our normalized posterior distribution for $R$ is

$$
\begin{equation*}
p\left(R \mid D N I_{2}\right)=\binom{N-n}{R-r} g^{R-r}(1-g)^{N-R-n+r} \tag{6.63}
\end{equation*}
$$

from which we would make the (mean) $\pm$ (standard deviation) estimate

$$
\begin{equation*}
(R)_{\mathrm{est}}=r+(N-n) g \pm \sqrt{g(1-g)(N-n)} \tag{6.64}
\end{equation*}
$$

But the resemblance to (6.33) suggests that we again look at it this way: we estimate the fraction of red balls left in the urn to be

$$
\begin{equation*}
\frac{(R-r)_{\mathrm{est}}}{N-n}=g \pm \sqrt{\frac{g(1-g)}{N-n}} \tag{6.65}
\end{equation*}
$$

At first glance, (6.64) and (6.65) seem to be so much like (6.33) and (6.34) that it was hardly worth the effort to derive them. But on second glance we notice an astonishing fact: the parameter $p$ in the former equations was determined entirely by the data; while $g$ in the present ones is determined entirely by the prior information. In fact, (6.65) is exactly the prior estimate we would have made for the fraction of red balls in any subset of $N-n$ balls in the urn, without any data at all. It seems that the binomial prior has the magical property that it nullifies the data! More precisely, with that prior the data can tell us nothing at all about the unsampled balls.

Such a result will hardly commend itself to a survey sampler; the basis of his profession would be wiped out. Yet the result is correct, and there is no escape from the conclusion: if your prior information about the population is correctly described by the binomial prior, then sampling is futile (it tells you practically nothing about the population) unless you sample practically the whole population.

How can such a thing happen? Comparing the binomial prior with the uniform prior, one would suppose that the binomial prior, being moderately peaked, expresses more prior information about the proportion $R / N$ of red balls; therefore by its use one should be able to improve his estimates of $R$. Indeed, we have found this effect, for the uncertainties in (6.64) and (6.65) are smaller than those in (6.33) and (6.34) by a factor of $\sqrt{(n+3) /(N+2)}$. What is intriguing is not the magnitude of the uncertainty, but the fact that (6.34) depends on the data, while (6.65) does not.

It is not surprising that the binomial prior is more informative about the unsampled balls than are the data of a small sample; but actually it is more informative about them than are any amount of data; even after sampling $99 \%$ of the population, we are no wiser about the remaining $1 \%$.

So what is the invisible strange property of the binomial prior? It is in some sense so 'loose' that it destroys the logical link between different members of the population. But on meditation we see that this is just what was implied by our scenario of the urn being filled by monkeys tossing in balls in such a way that each ball had independently the probability $g$ of being red. Given that filling mechanism, then knowing that any given ball is in fact red, gives one no information whatsoever about any other ball. That is, $P\left(R_{1} R_{2} \mid I\right)=P\left(R_{1} \mid I\right) P\left(R_{2} \mid I\right)$. This logical independence in the prior is preserved in the posterior distribution.

Exercise 6.4. Investigate this apparent 'law of conservation of logical independence'. If the propositions: ' $i$ th ball is red, $1 \leq i \leq N$ ' are logically independent in the prior information, what is the necessary and sufficient condition on the sampling distribution and the data that the factorization property is retained in the posterior distribution: $P\left(R_{1} R_{2} \mid D I\right)=P\left(R_{1} \mid D I\right) P\left(R_{2} \mid D I\right)$ ?

This sets off another line of deep thought. In conventional probability theory, the binomial distribution is derived from the premise of causal independence of different tosses. In

Chapter 3 we found that consistency requires one to reinterpret this as logical independence. But now, can we reason in the opposite direction? Does the appearance of a binomial distribution already imply logical independence of the separate events? If so, then we could understand the weird result just derived, and anticipate many others like it. We shall return to these questions in Part 2, after acquiring some more clues.

### 6.8 Metamorphosis into continuous parameter estimation

As noted in the introduction to this chapter, if our hypotheses become so 'dense' that neighboring hypotheses (i.e. hypotheses with nearly the same values of the index $t$ ) are barely distinguishable in their observable consequences, then, whatever the data, their posterior probabilities cannot differ appreciably. So there cannot be one sharply defined hypothesis that is strongly favored over all others. Then it may be appropriate and natural to think of $t$ as a continuously variable parameter $\theta$, and to interpret the problem as that of making an estimate of the parameter $\theta$, and a statement about the accuracy of the estimate.

A common and useful custom is to use Greek letters to denote continuously variable parameters, Latin letters for discrete indices or data values. We shall adhere to this except when it would conflict with a more deeply entrenched custom. ${ }^{3}$

The hypothesis testing problem has thus metamorphosed into a parameter estimation one. But it can equally well metamorphose back; for the hypothesis that a parameter $\theta$ lies in a certain interval $a<\theta<b$ is, of course, a compound hypothesis as defined in Chapter 4, so an interval estimation procedure (i.e. one where we specify the accuracy by giving the probability that the parameter lies in a given interval) is automatically a compound hypothesis testing procedure.

Indeed, we followed just this path in Chapter 4 and found ourselves, at Eq. (4.67), doing what is really parameter estimation. It seemed to us natural to pass from testing simple discrete hypotheses, to estimating continuous parameters, and finally to testing compound hypotheses at Eq. (4.74), because probability theory as logic does this automatically. As in our opening remarks, we do not see parameter estimation and hypothesis testing as fundamentally different activities - one aspect of the greater unity of probability theory as logic.

But this unity has not seemed at all natural to some others. Indeed, in orthodox statistics parameter estimation appears very different from hypothesis testing, both mathematically and conceptually, largely because it has no satisfactory way to deal with compound hypotheses or prior information. We shall see some specific consequences of this in Chapter 17. Of course, parameters need not be one-dimensional; but let us consider first some simple cases where they are.

### 6.9 Estimation with a binomial sampling distribution

We have already seen an example of a binomial estimation problem in Chapter 4, but we did not note its generality. There are hundreds of real situations in which each time a simple

[^24]measurement or observation is made, there are only two possible results. The coin will show either heads or tails, the battery will or will not start the car, the baby will be a boy or a girl, the check will or will not arrive in the mail today, the student will pass or flunk the examination, etc. As we noted in Chapter 3, the first comprehensive sampling theory analysis of such an experiment was by James Bernoulli (1713) in terms of drawing balls from an urn, so such experiments are commonly called Bernoulli trials.

Traditionally, for any such binary experiment, we call one of the results, arbitrarily, a 'success' and the other a 'failure'. Generally, our data will be a record of the number of successes and the number of failures; ${ }^{4}$ the order in which they occur may or may not be meaningful, and, if it is meaningful, it may or may not be known, and, if it is known, it may or may not be relevant to the question we are asking. Presumably, the conditions of the experiment will tell us whether the order is meaningful or known; and we expect probability theory to tell us whether it is relevant.

For example, if we toss ten coins simultaneously, then we have performed ten Bernoulli trials, but it is not meaningful to speak of their 'order'. If we toss one coin 100 times and record each result, then the order of the results is meaningful and known; but in trying to judge whether the coin is 'honest', common sense probably tells us that the order is not relevant. If we are observing patient recoveries from a disease and trying to judge whether resistance to the disease was improved by a new medicine introduced a month ago, this is much like drawing from an urn whose contents may have changed. Intuition then tells us that the order in which recoveries and nonrecoveries occur is not only highly relevant, it is the crucial information without which no inference about a change is possible. ${ }^{5}$

To set up the simple general binomial sampling problem, define

$$
x_{i} \equiv \begin{cases}1 & \text { if the } i \text { th trial yields success }  \tag{6.66}\\ 0 & \text { otherwise }\end{cases}
$$

Then our data are $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$. The prior information $I$ specifies that there is a parameter $\theta$ such that at each trial we have, independently of anything we know about other trials, the probability $\theta$ for a success, therefore the probability $(1-\theta)$ for a failure. As discussed before, by 'independent' we mean logical independence. There may or may not be causal independence, depending on further details of $I$ that do not matter at the moment. The sampling distribution is then (mathematically, this is our definition of the model to be studied):

$$
\begin{equation*}
p(D \mid \theta I)=\prod_{i=1}^{n} p\left(x_{i} \mid \theta I\right)=\theta^{r}(1-\theta)^{n-r}, \tag{6.67}
\end{equation*}
$$

[^25]in which $r$ is the number of successes observed, $(n-r)$ the number of failures. Then, with any prior probability density function $p(\theta \mid I)$, we have immediately the posterior pdf
\[

$$
\begin{equation*}
p(\theta \mid D I)=\frac{p(\theta \mid I) p(D \mid \theta I)}{\int \mathrm{d} \theta p(\theta \mid I) p(D \mid \theta I)}=A p(\theta \mid I) \theta^{r}(1-\theta)^{n-r} \tag{6.68}
\end{equation*}
$$

\]

where $A$ is a normalizing constant. With a uniform prior for $\theta$,

$$
\begin{equation*}
p(\theta \mid I)=1, \quad 0 \leq \theta \leq 1, \tag{6.69}
\end{equation*}
$$

the normalization is determined by an Eulerian integral,

$$
\begin{equation*}
A^{-1}=\int_{0}^{1} \mathrm{~d} \theta \theta^{r}(1-\theta)^{n-r}=\frac{r!(n-r)!}{(n+1)!} \tag{6.70}
\end{equation*}
$$

and the normalized pdf is

$$
\begin{equation*}
p(\theta \mid D I)=\frac{(n+1)!}{r!(n-r)!} \theta^{r}(1-\theta)^{n-r} \tag{6.71}
\end{equation*}
$$

identical to Bayes' original result, noted in Chapter 4, Eq. (4.67). Its moments are

$$
\begin{align*}
\left\langle\theta^{m}\right\rangle=E\left(\theta^{m} \mid D I\right) & =A \int_{0}^{1} \mathrm{~d} \theta \theta^{r+m}(1-\theta)^{n-r}=\frac{(n+1)!}{(n+m+1)!} \frac{(r+m)!}{r!}  \tag{6.72}\\
& =\frac{(r+1)(r+2) \cdots(r+m)}{(n+2)(n+3) \cdots(n+m+1)}
\end{align*}
$$

leading to the predictive probability for success at the next trial of

$$
\begin{equation*}
p \equiv\langle\theta\rangle=\int_{0}^{1} \mathrm{~d} \theta \theta p(\theta \mid D I)=\frac{r+1}{n+2} \tag{6.73}
\end{equation*}
$$

in which we see Laplace's rule of succession in its original derivation. Likewise, the (mean) $\pm$ (standard deviation) estimate of $\theta$ is

$$
\begin{equation*}
(\theta)_{\mathrm{est}}=\langle\theta\rangle \pm \sqrt{\left\langle\theta^{2}\right\rangle-\langle\theta\rangle^{2}}=p \pm \sqrt{\frac{p(1-p)}{n+3}} \tag{6.74}
\end{equation*}
$$

Indeed, the continuous results (6.73) and (6.74) must be derivable from the discrete ones (6.29) and (6.35) by passage to the limit $N \rightarrow \infty$; but since the latter equations are independent of $N$, the limit has no effect.

In this limit the concave pre-prior distribution (6.49) would go into an improper prior for $\theta$ :

$$
\begin{equation*}
\frac{A}{R(N-R)} \rightarrow \frac{\mathrm{d} \theta}{\theta(1-\theta)} \tag{6.75}
\end{equation*}
$$

for which some sums or integrals would diverge; but that is not the strictly correct method of calculation. For example, to calculate the posterior expectation of any function $f(R / N)$ in the limit of arbitrarily large $N$, we should take the limit of the ratio $\langle f(R / N)\rangle=$ Num/Den,
where

$$
\begin{align*}
\text { Num } & \equiv \sum_{R=1}^{N-1} \frac{f(R / N)}{R(N-R)} p(D \mid N R I),  \tag{6.76}\\
\text { Den } & \equiv \sum_{R=1}^{N-1} \frac{1}{R(N-R)} p(D \mid N R I),
\end{align*}
$$

and, under very general conditions, this limit is well-behaved, leading to useful results. The limiting improper pre-prior (6.75) was advocated by Haldane (1932) and Jeffreys (1939), in the innocent days before the marginalization paradox, when nobody worried about such fine points. We were almost always lucky in that our integrals converged in the limit, so we used them directly, thus actually calculating the ratio of the limits rather than the limit of the ratio; but nevertheless getting the right answers. With this fine point now clarified, all this and its obvious generalizations seem perfectly straightforward; however, note the following point, important for a current controversy.

### 6.9.1 Digression on optional stopping

We did not include $n$ in the conditioning statements in $p(D \mid \theta I)$ because, in the problem as defined, it is from the data $D$ that we learn both $n$ and $r$. But nothing prevents us from considering a different problem in which we decide in advance how many trials we shall make; then it is proper to add $n$ to the prior information and write the sampling probability as $p(D \mid n \theta I)$. Or, we might decide in advance to continue the Bernoulli trials until we have achieved a certain number $r$ of successes, or a certain $\log$-odds $u=\log [r /(n-r)]$; then it would be proper to write the sampling probability as $p(D \mid r \theta I)$ or $p(D \mid u \theta I)$, and so on. Does this matter for our conclusions about $\theta$ ?

In deductive logic (Boolean algebra) it is a triviality that $A A=A$; if you say: ' $A$ is true' twice, this is logically no different from saying it once. This property is retained in probability theory as logic, since it was one of our basic desiderata that, in the context of a given problem, propositions with the same truth value are always assigned the same probability. In practice this means that there is no need to ensure that the different pieces of information given to the robot are independent; our formalism has automatically the property that redundant information is not counted twice.

Thus, in our present problem, the data, as defined, tell us $n$. Then, since $p(n \mid n \theta I)=1$, the product rule may be written

$$
\begin{equation*}
p(n r \operatorname{order} \mid n \theta I)=p(r \operatorname{order} \mid n \theta I) p(n \mid n \theta I)=p(r \operatorname{order} \mid n \theta I) \tag{6.77}
\end{equation*}
$$

When something is known already from the prior information, then, whether the data do or do not tell us the same thing cannot matter; the likelihood function is the same. Likewise, write the product rule as

$$
\begin{equation*}
p(\theta n \mid D I)=p(\theta \mid n D I) p(n \mid D I)=p(n \mid \theta D I) p(\theta \mid D I) \tag{6.78}
\end{equation*}
$$

or, since $p(n \mid \theta D I)=p(n \mid D I)=1$,

$$
\begin{equation*}
p(\theta \mid n D I)=p(\theta \mid D I) \tag{6.79}
\end{equation*}
$$

In this argument we could replace $n$ by any other quantity (such as $r$, or $(n-r)$, or $u \equiv$ $\log r /(n-r))$ that was known from the data; if any part of the data happens to be included also in the prior information, then that part is redundant and it cannot affect our final conclusions.

Even so, some statisticians (for example, Armitage, 1960) who look only at sampling distributions, claim that the stopping rule does affect our inference. Apparently, they believe that if a statistic such as $r$ is not known in advance, then parts of the sample space referring to false values of $r$ remain relevant to our inferences, even after the true value of $r$ becomes known from the data $D$, although they would not be relevant (they would not even be in the sample space) if the true value were known before seeing the data. Of course, that violates the principle $A A=A$ of elementary logic; it is astonishing that such a thing could be controversial in the 20th century.

It is evident that this same comment applies with equal force to any function $f(D)$ of the data, whether or not we are using it as an estimator. That is, whether $f$ was or was not known in advance can have a major effect on our sample space and sampling distributions; but as redundant information it cannot have any effect on any rational inferences from the data. Furthermore, inference must depend on the data set that was observed, not on data sets that might have been observed but were not - because merely noting the possibility of unobserved data sets gives us no information that was not already in the prior information. Although this conclusion might have seemed obvious from the start, it is not recognized in orthodox statisticians because they do not think in terms of information. We shall see in Chapter 8 not only some irrational conclusions, but some absolutely spooky consequences (psychokinesis, black magic) this has had, and, in later applications, how much real damage this has caused.

What if a part of the data set was actually generated by the phenomenon being studied, but for whatever reason we failed to observe it? This is a major difficulty for orthodox statistics, because then the sampling distributions for our estimators are wrong, and the problem must be reconsidered from the start. But for us it is only a minor detail, easily taken into account. We show next that probability theory as logic tells us uniquely how to deal with true but unobserved data; they must be relevant in the sense that our conclusions must depend on whether they were or were not observed; so they have a mathematical status somewhat like that of a set of nuisance parameters.

### 6.10 Compound estimation problems

We now consider in some depth a class of problems more complicated in structure, where more than one process is occurring but not all the results are observable. We want to make inferences not only about parameters in the model, but about the unobserved data.

The mathematics to be developed next is applicable to a large number of quite different real problems. To form an idea of the scope of the theory, consider the following scenarios.
(A) In the general population, there is a frequency $p$ at which any given person will contract a certain disease within the next year; and then another frequency $\theta$ that anyone with the disease will die of it within a year. From the observed variations $\left\{c_{1}, c_{2}, \ldots\right\}$ of deaths from the disease in successive years (which is a matter of public record), estimate how the incidence of the disease $\left\{n_{1}, n_{2}, \ldots\right\}$ is changing in the general population (which is not a matter of public record).
(B) Each week, a large number of mosquitos, $N$, is bred in a stagnant pond near this campus, and we set up a trap on the campus to catch some of them. Each mosquito lives less than a week, during which there is a frequency $p$ of flying onto the campus, and, once on the campus, a frequency $\theta$ of being caught in our trap. We count the numbers $\left\{c_{1}, c_{2}, \ldots\right\}$ caught each week. From these data and whatever prior information we have, what can we say about the numbers $\left\{n_{1}, n_{2}, \ldots\right\}$ on the campus each week, and what can we say about $N$ ?
(C) We have a radioactive source (say sodium $22\left({ }^{22} \mathrm{Na}\right)$, for example) which is emitting particles of some sort (say, positrons). There is a rate $p$, in particles per second, at which a radioactive nucleus sends particles through our counter; and each particle passing through produces counts at the rate $\theta$. From measuring the number $\left\{c_{1}, c_{2}, \ldots\right\}$ of counts in different seconds, what can we say about the numbers $\left\{n_{1}, n_{2}, \ldots\right\}$ actually passing through the counter in each second, and what can we say about the strength of the source?

The common feature in these problems is that we have two 'binary games' played in succession, and we can observe only the outcome of the last one. From this, we are to make the best inferences we can about the original cause and the intermediate conditions. This could be described also as the problem of trying to recover, in one special case, censored data.

We want to show particularly how drastically these problems are changed by various changes in the prior information. For example, our estimates of the variation in incidence of a disease are greatly affected, not only by the data, but by our prior information about the process by which one contracts that disease. ${ }^{6}$

In our estimates we will want to (1) state the 'best' estimate possible on the data and prior information; and (2) make a statement about the accuracy of the estimate, giving again our versions of 'point estimation' and 'interval estimation' about which Fisher commented. We shall use the language of the radioactive source scenario, but it will be clear enough that the same arguments and the same calculations apply in many others.

### 6.11 A simple Bayesian estimate: quantitative prior information

Firstly, we discuss the parameter $\phi$, which a scientist would call the 'efficiency' of the counter. By this we mean that, if $\phi$ is known, then each particle passing through the counter has independently the probability $\phi$ of making a count. Again we emphasize that this is not

[^26]mere causal independence (which surely always holds, as any physicist would assure us); we mean logical independence, i.e., if $\phi$ is known, then knowing anything about the number of counts produced by other particles would tell us nothing more about the probability for the next particle making a count. ${ }^{7}$

We have already stressed the distinction between logical and causal dependence many times; and now we have another case where failure to understand it could lead to serious errors. The point is that causal influences operate in the same way independently of your state of knowledge or mine; thus, if $\phi$ is not known, then everybody still believes that successive counts are causally independent. But they are no longer logically independent; for then knowing the number of counts produced by other particles tells us something about $\phi$, and therefore modifies our probability that the next particle will produce a count. The situation is much like that of sampling with replacement, discussed in Chapter 3, where each ball drawn tells us something more about the contents of the urn.

From the independence, the probability that $n$ particles will produce exactly $c$ counts in any specified order is $\phi^{c}(1-\phi)^{n-c}$, and there are $\binom{n}{c}$ possible sequences producing $c$ counts, so the probability of getting $c$ counts regardless of order is the binomial distribution

$$
\begin{equation*}
b(c \mid n, \phi)=\binom{n}{c} \phi^{c}(1-\phi)^{n-c}, \quad 0 \leq c \leq n \tag{6.80}
\end{equation*}
$$

From the standpoint of logical presentation in the real world, however, we have to carry out a kind of bootstrap operation with regard to the quantity $\phi$; for how could it be known? Intuitively, you may have no difficulty in seeing the procedure you would use to determine $\phi$ from measurements with the counter. But, logically, we need to have the calculation about to be given before we can justify that procedure. So, for the time being, we'll just have to suppose that $\phi$ is a number given to us by our teacher in assigning us this problem, and have faith that, in the end, we shall understand how our teacher determined it.

Now let us introduce a quantity $r$ which is the probability at which in any one second that any particular nucleus will emit a particle that passes through the counter. We assume the number of nuclei $N$ to be so large and the half-life so long that we need not consider $N$ as a variable for this problem. So there are $N$ nuclei, each of which has independently the probability $r$ of sending a particle through our counter in any one second. The quantity $r$ is also, for present purposes, just a number given to us in the statement of the problem, because we have not yet seen, in terms of probability theory, the line of reasoning by which we could convert measurements into a numerical value of $r$ (but again, you see intuitively, without any hesitation, that $r$ is a way of describing the half-life of the source).

Suppose we were given $N$ and $r$; what is the probability, on this evidence, that in any one second exactly $n$ particles will pass through the counter? That is the same binomial

[^27]distribution problem, so the answer is
\[

$$
\begin{equation*}
b(n \mid N, r)=\binom{N}{n} r^{n}(1-r)^{N-n} \tag{6.81}
\end{equation*}
$$

\]

But in this case there's a good approximation to the binomial distribution, because the number $N$ is enormously large and $r$ is enormously small. In the limit $N \rightarrow \infty, r \rightarrow 0$ in such a way that $N r \rightarrow s=$ const., what happens to (6.81)? To find this, write $r=s / N$, and pass to the limit $N \rightarrow \infty$. Then

$$
\begin{align*}
\frac{N!}{(N-n)!} r^{n} & =N(N-1) \cdots(N-n+1)\left(\frac{s}{N}\right)^{n} \\
& =s^{n}\left(1-\frac{1}{N}\right)\left(1-\frac{2}{N}\right) \cdots\left(1-\frac{n-1}{N}\right) \tag{6.82}
\end{align*}
$$

which goes into $s^{n}$ in the limit. Likewise,

$$
\begin{equation*}
(1-r)^{N-n}=\left(1-\frac{s}{N}\right)^{N-n} \rightarrow \exp \{-s\} \tag{6.83}
\end{equation*}
$$

and so the binomial distribution (6.81) goes over into the simpler Poisson distribution:

$$
\begin{equation*}
p(n \mid N r) \rightarrow p(n \mid s)=\exp \{-s\} \frac{s^{n}}{n!} \tag{6.84}
\end{equation*}
$$

and it will be handy for us to take this limit. The number $s$ is essentially what the experimenter calls his 'source strength', the expectation of the number of particles per second.

Now we have enough 'formalism' to start solving useful problems. Suppose we are not given the number of particles $n$ in the counter, but only the source strength $s$. What is the probability, on this evidence, that we shall see exactly $c$ counts in any one second? Using our method of resolving the proposition $c$ into a set of mutually exclusive alternatives, then applying the sum rule and the product rule:

$$
\begin{equation*}
p(c \mid \phi s)=\sum_{n=0}^{\infty} p(c n \mid \phi s)=\sum_{n} p(c \mid n \phi s) p(n \mid \phi s)=\sum_{n} p(c \mid \phi n) p(n \mid s) \tag{6.85}
\end{equation*}
$$

since $p(c \mid n \phi s)=p(c \mid \phi n)$; i.e. if we knew the actual number $n$ of particles in the counter, it would not matter what $s$ was. This is perhaps made clearer by the diagram in Figure 6.1, rather like the logic flow diagrams of Figure 4.3. In this case, we think of the diagram as indicating not only the logical connections, but also the causal ones; $s$ is the physical cause which partially determines $n$; and then $n$ in turn is the physical cause which partially determines $c$. To put it another way, $s$ can influence $c$ only through its intermediate influence on $n$. We saw the same logical situation in the Chapter 5 horse racing example.


Fig. 6.1. The causal influences.

Since we have worked out both $p(c \mid \phi n)$ and $p(n \mid s)$, we need only substitute them into (6.85); after some algebra we have

$$
\begin{equation*}
p(c \mid \phi s)=\sum_{n=c}^{\infty}\left[\frac{n!}{c!(n-c)!} \phi^{c}(1-\phi)^{n-c}\right]\left[\frac{\exp \{-s\} s^{n}}{n!}\right]=\frac{\exp \{-s \phi\}(s \phi)^{c}}{c!} \tag{6.86}
\end{equation*}
$$

This is again a Poisson distribution with expectation

$$
\begin{equation*}
\langle c\rangle=\sum_{c=0}^{\infty} c p(c \mid \phi s)=s \phi \tag{6.87}
\end{equation*}
$$

Our result is hardly surprising. We have a Poisson distribution with a mean value which is the product of the source strength times the efficiency of the counter. Without going through the analysis, that is just the estimate of $c$ that we would make intuitively, although it is unlikely that anyone could have guessed from intuition that the distribution still has the Poissonian form.

In practice, it is $c$ that is known, and $n$ that is unknown. If we knew the source strength $s$ and also the number of counts $c$, what would be the probability, on that evidence, that there were exactly $n$ particles passing through the counter during that second? This is a problem which arises all the time in physics laboratories, because we may be using the counter as a 'monitor', and have it set up so that the particles, after going through the counter, then initiate some other reaction which is the one we're really studying. It is important to get the best possible estimates of $n$, because that is one of the numbers we need in calculating the cross-section of this other reaction. Bayes' theorem gives

$$
\begin{equation*}
p(n \mid \phi c s)=p(n \mid s) \frac{p(c \mid n \phi s)}{p(c \mid \phi s)}=\frac{p(n \mid s) p(c \mid n \phi)}{p(c \mid \phi s)} \tag{6.88}
\end{equation*}
$$

and all these terms have been found above, so we just have to substitute (6.80) and (6.84)(6.86) into (6.88). Some terms cancel, and we are left with:

$$
\begin{equation*}
p(n \mid \phi c s)=\frac{\exp \{-s(1-\phi)\}[s(1-\phi)]^{n-c}}{(n-c)!} \tag{6.89}
\end{equation*}
$$

It is interesting that we still have a Poisson distribution, now with parameter $s(1-\phi)$, but shifted upward by $c$; because, of course, $n$ could not be less than $c$. The expectation over this distribution is

$$
\begin{equation*}
\langle n\rangle=\sum_{n} n p(n \mid \phi c s)=c+s(1-\phi) \tag{6.90}
\end{equation*}
$$

So, now what is the best guess the robot can make as to the number of particles responsible for those $c$ counts? Since this is the first time we have faced this issue in a serious way, let us take time for some discussion.

### 6.11.1 From posterior distribution function to estimate

Given the posterior pdf for some general parameter $\alpha$, continuous or discrete, what 'best' estimate of $\alpha$ should the robot make, and what accuracy should it claim? There is no one 'right' answer; the problem is really one of decision theory which asks, 'What should we do?' This involves value judgments and therefore goes beyond the principles of inference, which ask only 'What do we know?' We shall return to this in Chapters 13 and 14, but for now we give a preliminary discussion adequate for the simple problems being considered.

Laplace (1774) already encountered this problem. The unknown true value of a parameter is $\alpha$, and given some data $D$ and prior information $I$ we are to make an estimate $\alpha^{*}(D, I)$ which depends on them in some way. In the jargon of the trade, $\alpha^{*}$ is called an 'estimator', and nothing prevents us from considering any function of $(D, I)$ whatsoever as a potential estimator. But which estimator is best? Our estimate will have an error $e=\left(\alpha^{*}-\alpha\right)$, and Laplace gave as a criterion that we should make that estimate which minimizes the expected magnitude $|e|$. He called this the 'most advantageous' method of estimation.

Laplace's criterion was generally rejected for 150 years in favor of the least squares method of Gauss and Legendre; we seek the estimate that minimizes the expected square of the error. In these early works it is not always clear whether this means expected over the sampling pdf for $\alpha^{*}$ or over the posterior pdf for $\alpha$; the distinction was not always recognized, and the confusion was encouraged by the fact that in some cases considerations of symmetry lead us to the same final conclusion from either. Some of the bad consequences of using the former (sampling distribution) are noted in Chapter 13. It is clear today that the former ignores all prior information about $\alpha$, while the latter takes it into account and is therefore what we want; taking expectations over the posterior pdf for $\alpha$, the expected squared error of the estimate is

$$
\begin{align*}
\left\langle\left(\alpha-\alpha^{*}\right)^{2}\right\rangle & =\left\langle\alpha^{2}\right\rangle-2 \alpha^{*}\langle\alpha\rangle+\alpha^{* 2}  \tag{6.91}\\
& =\left(\alpha^{*}-\langle\alpha\rangle\right)^{2}+\left(\left\langle\alpha^{2}\right\rangle-\langle\alpha\rangle^{2}\right) .
\end{align*}
$$

The choice

$$
\begin{equation*}
\alpha^{*}=\langle\alpha\rangle=\int \mathrm{d} \alpha \alpha p(\alpha \mid D I), \tag{6.92}
\end{equation*}
$$

that is, the posterior mean value, therefore always minimizes the expected square of the error, over the posterior pdf for $\alpha$, and the minimum achievable value is the variance of the posterior pdf. The second term is the expected square of the deviation from the mean:

$$
\begin{equation*}
\operatorname{var}(\alpha) \equiv\left\langle(\alpha-\langle\alpha\rangle)^{2}\right\rangle=\left(\left\langle\alpha^{2}\right\rangle-\langle\alpha\rangle^{2}\right) \tag{6.93}
\end{equation*}
$$

often miscalled the variance of $\alpha$; of course, it is really the variance of the probability distribution that the robot assigns for $\alpha$. In any event, the robot can do nothing to minimize it. But the first term can be removed entirely by taking as the estimate just the mean value $\alpha^{*}=\langle\alpha\rangle$, which is the optimal estimator by the mean square error criterion.

Evidently, this result holds generally whatever the form of the posterior distribution $p(\alpha \mid D I)$; provided only that $\langle\alpha\rangle$ and $\left\langle\alpha^{2}\right\rangle$ exist, the mean square error criterion always
leads to taking the mean value $\langle\alpha\rangle$ (i.e. the 'center of gravity' of the posterior distribution) as the 'best' guess. The posterior (mean $\pm$ standard deviation) then recommends itself to us as providing a more or less reasonable statement of what we know and how accurately we know it; and it is almost always the easiest to calculate. Furthermore, if the posterior pdf is sharp and symmetrical, this cannot be very different pragmatically from any other reasonable estimate. So, in practice, we use this more than any other. In the urn inversion problems, we simply adopted this procedure without comment.

But this may not be what we really want. We should be aware that there are valid arguments against the posterior mean, and cases where a different rule would better achieve what we want. The squared error criterion says that an error twice as great is considered four times as serious. Therefore, the mean value estimate, in effect, concentrates its attention most strongly on avoiding the very large (but also very improbable) errors, at the cost of possibly not doing as well as it might with the far more likely small errors.

Because of this, the posterior mean value estimate is quite sensitive to what happens far out in the tails of the pdf. If the tails are very unsymmetrical, our estimate could be pulled far away from the central region where practically all the probability lies and common sense tells us the parameter is most likely to be. In a similar way, a single very rich man in a poor village would pull the average wealth of the population far away from anything representative of the real wealth of the people. If we knew this was happening, then that average would be a quite irrational estimate of the wealth of any particular person met on the street.

This concentration on minimizing the large errors leads to another property that we might consider undesirable. Of course, by 'large errors' we mean errors that are large on the scale of the parameter $\alpha$. If we redefined our parameter as some nonlinear function $\lambda=\lambda(\alpha)$ (for example, $\lambda=\alpha^{3}$, or $\lambda=\log (\alpha)$ ), an error that is large on the scale of $\alpha$ might seem small on the scale of $\lambda$, and vice versa. But then the posterior mean estimate

$$
\begin{equation*}
\lambda^{*} \equiv\langle\lambda\rangle=\int \mathrm{d} \lambda \lambda p(\lambda \mid D I)=\int \mathrm{d} \alpha \lambda(\alpha) p(\alpha \mid D I) \tag{6.94}
\end{equation*}
$$

would not in general satisfy $\lambda^{*}=\lambda\left(\alpha^{*}\right)$. Minimizing the mean square error in $\alpha$ is not the same thing as minimizing the mean square error in $\lambda(\alpha)$.

Thus, the posterior mean value estimates lack a certain consistency under parameter changes. When we change the definition of a parameter, if we continue to use the mean value estimate, then we have changed the criterion of what we mean by a 'good' estimate.

Now let us examine Laplace's original criterion. If we choose an estimator $\alpha^{+}(D, I)$ by the criterion that it minimizes the expected absolute error

$$
\begin{equation*}
E \equiv\langle | \alpha^{+}-\alpha| \rangle=\int_{-\infty}^{\alpha^{+}} \mathrm{d} \alpha\left(\alpha^{+}-\alpha\right) f(\alpha)+\int_{\alpha^{+}}^{\infty} \mathrm{d} \alpha\left(\alpha-\alpha^{+}\right) f(\alpha), \tag{6.95}
\end{equation*}
$$

we require

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} \alpha^{+}}=\int_{-\infty}^{\alpha^{+}} \mathrm{d} \alpha f(\alpha)-\int_{\alpha^{+}}^{\infty} \mathrm{d} \alpha f(\alpha)=0 \tag{6.96}
\end{equation*}
$$

or $P\left(\alpha>\alpha^{+} \mid D I\right)=1 / 2$; Laplace's 'most advantageous' estimator is the median of the posterior pdf.

But what happens now on a change of parameters $\lambda=\lambda(\alpha)$ ? Suppose that $\lambda$ is strictly a monotonic increasing function of $\alpha$ (so that $\alpha$ is in turn a single-valued function of $\lambda$ and the transformation is reversible). Then it is clear from the above equation that the consistency is restored: $\lambda^{+}=\lambda\left(\alpha^{+}\right)$.

More generally, all the percentiles have this invariance property: for example, if $\alpha 35$ is the 35 percentile value of $\alpha$ :

$$
\begin{equation*}
\int_{-\infty}^{\alpha 35} \mathrm{~d} \alpha f(\alpha)=0.35 \tag{6.97}
\end{equation*}
$$

then we have at once

$$
\begin{equation*}
\lambda_{35}=\lambda(\alpha 35) \tag{6.98}
\end{equation*}
$$

Thus if we choose as our point estimate and accuracy claim the median and interquartile span over the posterior pdf, these statements will have an invariant meaning, independent of how we have defined our parameters. Note that this remains true even when $\langle\alpha\rangle$ and $\left\langle\alpha^{2}\right\rangle$ diverge, so the mean square estimator does not exist.

Furthermore, it is clear from their derivation from variational arguments, that the median estimator considers an error twice as great to be only twice as serious, so it is less sensitive to what happens far out in the tails of the posterior pdf than is the mean value. In current technical jargon, one says that the median is more robust with respect to tail variations. Indeed, it is obvious that the median is entirely independent of all variations that do not move any probability from one side of the median to the other; and an analogous property holds for any percentile. One very rich man in a poor village has no effect on the median wealth of the population.

Robustness, in the general sense that the conclusions are insensitive to small changes in the sampling distribution or other conditions, is often held to be a desirable property of an inference procedure, and some authors criticize Bayesian methods because they suppose that they lack robustness. However, robustness in the usual sense of the word can always be achieved merely by throwing away cogent information! It is hard to believe that anyone could really want this if he were aware of it; but since those with only orthodox training do not think in terms of information content, they do not realize when they are wasting information. Evidently, the issue requires a much more careful discussion, to which we return later (Chapter 20) in connection with model comparison. ${ }^{8}$

In at least some problems, then, Laplace's 'most advantageous' estimates have indeed two significant advantages over the more conventional (mean $\pm$ standard deviation). But

[^28]before the days of computers they were prohibitively difficult to calculate numerically, so the least squares philosophy prevailed as a matter of practical expedience.

Today, the computation problem is relatively trivial, and we can have whatever we want. It is easy to write computer programs which give us the option of displaying either the first and second moments or the quartiles $\left(x_{25}, x_{50}, x_{75}\right)$, and only the force of long habit makes us continue to cling to the former. ${ }^{9}$

Still another principle for estimation is to take the peak $\hat{\alpha}$; or, as it is called, the 'mode' of the posterior pdf. If the prior pdf is a constant (or is at least constant in a neighborhood of this peak and not sufficiently greater elsewhere), the result is identical to the 'maximum likelihood' estimate (MLE) $\alpha^{\prime}$ of orthodox statistics. It is usually attributed to R. A. Fisher, who coined that name in the 1920 s, although Laplace and Gauss used the method routinely 100 years earlier without feeling any need to give it a special name other than 'most probable value'. As explained in Chapter 16, Fisher's ideology would not permit him to call it that. The merits and demerits of the MLE are discussed further in Chapter 13; for the present, we are not concerned with philosophical arguments, but wish only to compare the pragmatic results of MLE and other procedures. ${ }^{10}$ This leads to some surprises, as we see next.

We will now return to our original problem of counting particles. At this point, a statistician of the 'orthodox' school of thought pays a visit to our laboratory. We describe the properties of the counter to him, and invite him to give us his best estimate as to the number of particles. He will, of course, use maximum likelihood because his textbooks have told him that (Cramér, 1946, p. 498): 'From a theoretical point of view, the most important general method of estimation so far known is the method of maximum likelihood.' His likelihood function is, in our notation, $p(c \mid \phi n)$ in its dependence on $n$. The value of $n$ which maximizes it is found, within one unit, from setting

$$
\begin{equation*}
\frac{p(c \mid \phi n)}{p(c \mid \phi, n-1)}=\frac{n(1-\phi)}{n-c}=1 \tag{6.99}
\end{equation*}
$$

or

$$
\begin{equation*}
(n)_{\mathrm{MLE}}=\frac{c}{\phi} \tag{6.100}
\end{equation*}
$$

You may find the difference between the two estimates (6.90) and (6.100) rather startling, particularly if we put in some numbers. Suppose our counter has an efficiency of $10 \%$; in other words, $\phi=0.1$, and the source strength is $s=100$ particles per second, so that the expected counting rate according to (6.87) is $\langle c\rangle=s \phi=10$ counts per second. But in this particular second, we got 15 counts. What should we conclude about the number of particles?

[^29]Probably the first answer one would give without thinking is that, if the counter has an efficiency of $10 \%$, then in some sense each count must have been due to about ten particles; so, if there were 15 counts, there must have been about 150 particles. That is, as a matter of fact, exactly what the maximum likelihood estimate (6.100) would be in this case. But what does the robot tell us? Well, it says the best estimate by the mean square error criterion is only

$$
\begin{equation*}
\langle n\rangle=15+100(1-0.1)=15+90=105 . \tag{6.101}
\end{equation*}
$$

More generally, we could write (6.90) this way:

$$
\begin{equation*}
\langle n\rangle=s+(c-\langle c\rangle) \tag{6.102}
\end{equation*}
$$

so if you see $k$ more counts than you 'should have' in one second, according to the robot that is evidence for only $k$ more particles, not $10 k$.

This example turned out to be quite surprising to some experimental physicists engaged in work along these lines. Let's see if we can reconcile it with our common sense. If we have an average number of counts of 10 per second with this counter, then we would guess, by rules well known, that a fluctuation in counting rate of something like the square root of this, $\pm 3$, would not be at all surprising, even if the number of incoming particles per second stayed strictly constant. On the other hand, if the average rate of flow of particles is $s=100$ per second, the fluctuation in this rate which would not be surprising is $\pm \sqrt{100}= \pm 10$. But this corresponds to only $\pm 1$ in the number of counts.

This shows that we cannot use a counter to measure fluctuations in the rate of arrival of particles, unless the counter has a very high efficiency. If the efficiency is high, then we know that practically every count corresponds to one particle, and we are reliably measuring those fluctuations. If the efficiency is low and we know that there is a definite, fixed source strength, then fluctuations in counting rate are much more likely to be due to things happening in the counter than to actual changes in the rate of arrival of particles.

The same mathematical result, in the disease scenario, means that if a disease is mild and unlikely to cause death, then variations in the observed number of deaths are not reliable indicators of variations in the incidence of the disease. If our prior information tells us that there is a constantly operating basic cause of the disease (such as a contaminated water supply), then a large change in the number of deaths from one year to the next is not evidence of a large change in the number of people having the disease. But if practically everyone who contracts the disease dies immediately, then of course the number of deaths tells us very reliably what the incidence of the disease was, whatever the means of contracting it.

What caused the difference between the Bayes and maximum likelihood solutions? The difference is due to the fact that we had prior information contained in this source strength $s$. The maximum likelihood estimate simply maximized the probability for getting $c$ counts, given $n$ particles, and that yields 150. In Bayes' solution, we will multiply this by a prior probability $p(n \mid s)$, which represents our knowledge of the antecedent situation, before maximizing, and we'll get an entirely different value for the estimate. As we saw in the
inversion of urn distributions, simple prior information can make a big change in the conclusions that we draw from a data set.

Exercise 6.5. Generalize the above calculation to take the dead-time effect into account; that is, if we know that two or more particles incident on the counter within a short time interval $\Delta t$ can produce at most only one count, how is our estimate of $n$ changed? These effects are important in many practical situations, and there is a voluminous literature on the application of probability theory to them (see Bortkiewicz, 1898, 1913, and Takacs, 1958).

Now let's extend this problem a little. We are now going to use Bayes' theorem in four problems where there is no quantitative prior information, but only one qualitative fact, and again see the effect that prior information has on our conclusions.

### 6.12 Effects of qualitative prior information

The situation is depicted in Figure 6.2. Two robots, which we shall humanize by naming them $\mathrm{Mr} A$ and $\mathrm{Mr} B$, have different prior information about the source of the particles. The source is hidden in another room which $\mathrm{Mr} A$ and $\mathrm{Mr} B$ are not allowed to enter. $\mathrm{Mr} A$ has no knowledge at all about the source of particles; for all he knows, it might be an accelerating machine which is being turned on and off in an arbitrary way, or the other room might be full of little men who run back and forth, holding first one radioactive source, then another, up to the exit window. Mr $B$ has one additional qualitative fact: he knows that the source is a radioactive sample of long lifetime, in a fixed position. But he does not know


Fig. 6.2. (a) The structure of Mr A's problem; different intervals are logically independent. (b) Mr $B$ 's logical situation; knowledge of the existence of $s$ makes $n_{2}$ relevant to $n_{1}$.
anything about its source strength (except, of course, that it is not infinite because, after all, the laboratory is not being vaporized by its presence; $\mathrm{Mr} A$ is also given assurance that he will not be vaporized during the experiment). They both know that the counter efficiency is $10 \%: \phi=0.1$. Again, we want them to estimate the number of particles passing through the counter from knowledge of the number of counts. We denote their prior information by $I_{A}, I_{B}$, respectively.

We commence the experiment. During the first second, $c_{1}=10$ counts are registered. What can Mr $A$ and $\operatorname{Mr} B$ say about the number $n_{1}$ of particles? Bayes' theorem for $\operatorname{Mr} A$ reads

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{1} I_{A}\right)=p\left(n_{1} \mid I_{A}\right) \frac{p\left(c_{1} \mid \phi n_{1} I_{A}\right)}{p\left(c_{1} \mid \phi I_{A}\right)}=\frac{p\left(n_{1} \mid I_{A}\right) p\left(c_{1} \mid \phi n_{1} I_{A}\right)}{p\left(c_{1} \mid \phi I_{A}\right)} \tag{6.103}
\end{equation*}
$$

The denominator is just a normalizing constant, and could also be written

$$
\begin{equation*}
p\left(c_{1} \mid \phi I_{A}\right)=\sum_{n_{1}} p\left(c_{1} \mid \phi n_{1} I_{A}\right) p\left(n_{1} \mid I_{A}\right) . \tag{6.104}
\end{equation*}
$$

But now we seem to be stuck, for what is $p\left(n_{1} \mid I_{A}\right)$ ? The only information about $n_{1}$ contained in $I_{A}$ is that $n_{1}$ is not large enough to vaporize the laboratory. How can we assign prior probabilities on this kind of evidence? This has been a point of controversy for a long time, for in any theory which regards probability as a real physical phenomenon, $\mathrm{Mr} A$ has no basis at all for determining the 'true' prior probabilities $p\left(n_{1} \mid I_{A}\right)$.

### 6.13 Choice of a prior

Now, of course, $\mathrm{Mr} A$ is programmed to recognize that there is no such thing as an 'objectively true' probability. As the notation $p\left(n_{1} \mid I_{A}\right)$ indicates, the purpose of assigning a prior is to describe his own state of knowledge $I_{A}$, and on this he is the final authority. So he does not need to argue the philosophy of it with anyone. We consider in Chapters 11 and 12 some of the general formal principles available to him for translating verbal prior information into prior probability assignments, but in the present discussion we wish only to demonstrate some pragmatic facts, by a prior that represents reasonably the information that $n_{1}$ is not infinite, and that for small $n_{1}$ there is no prior information that would justify any great variations in $p\left(n_{1} \mid I_{A}\right)$. For example, if as a function of $n_{1}$ the prior $p\left(n_{1} \mid I_{A}\right)$ exhibited features such as oscillations or sudden jumps, that would imply some very detailed prior information about $n_{1}$ that $\mathrm{Mr} A$ does not have.

Mr A's prior should, therefore, avoid all such structure; but this is hardly a formal principle, and so the result is not unique. But it is one of the points to be made from this example, noted by H. Jeffreys (1939), that it does not need to be unique because, in a sense, 'almost any' prior which is smooth in the region of high likelihood will lead to substantially the same final conclusions. ${ }^{11}$

[^30]So $\operatorname{Mr} A$ assigns a uniform prior probability out to some large but finite number $N$,

$$
p\left(n_{1} \mid I_{A}\right)=\left\{\begin{array}{cl}
1 / N & \text { if } 0 \leq n_{1}<N  \tag{6.105}\\
0 & \text { if } N \leq n_{1}
\end{array}\right.
$$

which seems to represent his state of knowledge tolerably well. The finite upper bound $N$ is an admittedly $a d h o c$ way of representing the fact that the laboratory is not being vaporized. How large could it be? If $N$ were as large as $10^{60}$, then not only the laboratory, but our entire galaxy, would be vaporized by the energy in the beam (indeed, the total number of atoms in our galaxy is of the order of $10^{60}$ ). So Mr $A$ surely knows that $N$ is very much less than that. Of course, if his final conclusions depend strongly on $N$, then $\mathrm{Mr} A$ will need to analyze his exact prior information and think more carefully about the value of $N$ and whether the abrupt drop in $p\left(n_{1} \mid I_{A}\right)$ at $n_{1}=N$ should be smoothed out. Such careful thinking would not be wrong, but it turns out to be unnecessary, for it will soon be evident that details of $p\left(n_{1} \mid I_{A}\right)$ for large $n_{1}$ are irrelevant to $\mathrm{Mr} A$ 's conclusions.

### 6.14 On with the calculation!

Nicely enough, the $1 / N$ cancels out of (6.103) and (6.104), and we are left with

$$
p\left(n_{1} \mid \phi c_{1} I_{A}\right)=\left\{\begin{array}{cl}
A p\left(c_{1} \mid \phi n_{1}\right) & \text { if } 0 \leq n_{1}<N  \tag{6.106}\\
0 & \text { if } N \leq n_{1}
\end{array}\right.
$$

where $A$ is a normalization factor:

$$
\begin{equation*}
A^{-1}=\sum_{n_{1}=0}^{N-1} p\left(c_{1} \mid \phi n_{1}\right) \tag{6.107}
\end{equation*}
$$

We have noted, in (6.100), that, as a function of $n_{1}, p\left(c_{1} \mid \phi n_{1}\right)$ attains its maximum at $n_{1}=c_{1} / \phi(=100$, in this problem $)$. For $n_{1} \phi \gg c_{1}, p\left(c_{1} \mid \phi n_{1}\right)$ falls off like $n_{1}^{c_{1}}(1-\phi)^{n_{1}} \simeq$ $n_{1}^{c_{1}} \exp \left\{-n_{1} \phi\right\}$. Therefore, the sum (6.107) converges so rapidly that if $N$ is as large as a few hundred, there is no appreciable difference between the exact normalization factor (6.107) and the sum to infinity.

In view of this, we may as well take advantage of a simplification; after applying Bayes' theorem, pass to the limit $N \rightarrow \infty$. But let us be clear about the rationale of this; we pass to the limit, not because we believe that $N$ is infinite; we know that it is not. We pass to the limit rather because we know that this will simplify the calculation without affecting the final result; after this passage to the limit, all our calculations pertaining to this model can be performed exactly with the aid of the general summation formula

$$
\begin{equation*}
\sum_{m=0}^{\infty}\binom{m+a}{m} m^{n} x^{m}=\left(x \frac{\mathrm{~d}}{\mathrm{~d} x}\right)^{n} \frac{1}{(1-x)^{a+1}}, \quad(|x|<1) \tag{6.108}
\end{equation*}
$$

Thus, writing $m=n-c$, we replace (6.107) by

$$
\begin{equation*}
A^{-1} \simeq \sum_{n_{1}=0}^{\infty} p\left(c_{1} \mid \phi n_{1}\right)=\phi^{c} \sum_{m=0}^{\infty}\binom{m+c}{m}(1-\phi)^{m}=\phi^{c}\left\{\frac{1}{[1-(1-\phi)]^{(c+1)}}\right\}=\frac{1}{\phi} \tag{6.109}
\end{equation*}
$$

Exercise 6.6. To better appreciate the quality of this approximation, denote the 'missing' terms in (6.107) by

$$
\begin{equation*}
S(N) \equiv \sum_{n_{1}=N}^{\infty} p\left(c_{1} \mid \phi n_{1}\right) \tag{6.110}
\end{equation*}
$$

and show that the fractional discrepancy between (6.107) and (6.109) is about

$$
\begin{equation*}
\delta \equiv S(N) / S(0) \simeq \frac{\exp \{-N \phi\}(N \phi)^{c_{1}}}{c_{1}!}, \quad \text { if } N \phi \gg 1 \tag{6.111}
\end{equation*}
$$

From this, show that in the present case ( $\phi=0.1, c_{1}=10$ ), unless the prior information can justify an upper limit $N$ less than about 270, the exact value of $N$ - or indeed, all details of $p\left(n_{1} \mid I_{A}\right)$ for $n_{1}>270$ - can make less than one part in $10^{4}$ difference in Mr A's conclusions. But it is hard to see how anyone could have any serious use for more than three figure accuracy in the final results; and so this discrepancy would have no effect at all on that final result. What happens for $n_{1} \geq 340$ can affect the conclusions less than one part in $10^{6}$, and for $n_{1} \geq 400$ it is less than one part in $10^{8}$.

This is typical of the way prior range matters in real problems, and it makes ferocious arguments over this seem rather silly. It is a valid question of principle, but its pragmatic consequences are not just negligibly small, but (usually) strictly nil because we are calculating only to a finite number of decimal places. Yet some writers have claimed that a fundamental qualitative change in the character of the problem occurs between $N=10^{10}$ and $N=\infty$. The reader may be amused to estimate how much difference this makes in the final numerical results. To how many decimal places would we need to calculate before it made any difference at all?

Of course, if the prior information should start encroaching on the region $n_{1}<270$, it would then make a difference in the conclusions; but in that case the prior information was indeed cogent for the question being asked, and this is as it should be. Being thus reassured and using the approximation (6.109), we obtain the result

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{1} I_{A}\right)=\phi p\left(c_{1} \mid \phi n_{1}\right)=\binom{n_{1}}{c_{1}} \phi^{c_{1}+1}(1-\phi)^{n_{1}-c_{1}} . \tag{6.112}
\end{equation*}
$$

So, for $\operatorname{Mr} A$, the most probable value of $n_{1}$ is the same as the maximum likelihood estimate

$$
\begin{equation*}
\left(\hat{n}_{1}\right)_{A}=\frac{c_{1}}{\phi}=100 \tag{6.113}
\end{equation*}
$$

while the posterior mean value estimate is calculated as follows:

$$
\begin{align*}
\left\langle n_{1}\right\rangle_{A}-c_{1} & =\sum_{n_{1}=c_{1}}^{\infty}\left(n_{1}-c_{1}\right) p\left(n_{1} \mid \phi c_{1} I_{A}\right)  \tag{6.114}\\
& =\phi^{c_{1}+1}(1-\phi)\left(c_{1}+1\right) \sum_{n_{1}}\binom{n_{1}}{n_{1}-c_{1}-1}(1-\phi)^{n_{1}-c_{1}-1}
\end{align*}
$$

From (6.108) the sum is equal to

$$
\begin{equation*}
\sum_{m=0}^{\infty}\binom{m+c_{1}+1}{m}(1-\phi)^{m}=\frac{1}{\phi^{2+c_{1}}} \tag{6.115}
\end{equation*}
$$

and we get

$$
\begin{equation*}
\left\langle n_{1}\right\rangle_{A}=c_{1}+\left(c_{1}+1\right) \frac{1-\phi}{\phi}=\frac{c_{1}+1-\phi}{\phi}=109 . \tag{6.116}
\end{equation*}
$$

Now, how about the other robot, $\mathrm{Mr} B$ ? Does his extra knowledge help him here? He knows that there is some definite fixed source strength $s$. And, because the laboratory is not being vaporized, he knows that there is some upper limit $S_{0}$. Suppose that he assigns a uniform prior probability density for $0 \leq s<S_{0}$. Then he will obtain

$$
\begin{equation*}
p\left(n_{1} \mid \theta I_{B}\right)=\int_{0}^{\infty} \mathrm{d} s p\left(n_{1} \mid s\right) p\left(s \mid \theta I_{B}\right)=\frac{1}{S_{0}} \int_{0}^{S_{0}} p\left(n_{1} \mid s\right) \mathrm{d} s=\frac{1}{S_{0}} \int_{0}^{S_{0}} \mathrm{~d} s \frac{s^{n_{1}} \exp \{-s\}}{n_{1}!} \tag{6.117}
\end{equation*}
$$

Now, if $n_{1}$ is appreciably less than $S_{0}$, the upper limit of integration can for all practical purposes be taken as infinity, and the integral is just unity. So, we have

$$
\begin{equation*}
p\left(n_{1} \mid \theta I_{B}\right)=p\left(s \mid \theta I_{B}\right)=\frac{1}{S_{0}}=\text { const. }, \quad n_{1}<S_{0} \tag{6.118}
\end{equation*}
$$

In putting this into Bayes' theorem with $c_{1}=10$, the significant range of values of $n_{1}$ will be of the order of 100 , and unless the prior information indicates a value of $S_{0}$ lower than about 300, we will have the same situation as before; Mr $B$ 's extra knowledge didn't help him at all, and he comes out with the same posterior distribution and the same estimates:

$$
\begin{equation*}
p\left(n_{1} \mid c_{1} I_{B}\right)=p\left(n_{1} \mid \phi c_{1} I_{A}\right)=\phi p\left(c_{1} \mid \phi n_{1}\right) . \tag{6.119}
\end{equation*}
$$

### 6.15 The Jeffreys prior

Harold Jeffreys (1939, Chap. 3) proposed a different way of handling this problem. He suggests that the proper way to express 'complete ignorance' of a continuous variable known to be positive is to assign uniform prior probability to its logarithm; i.e. the prior probability density is

$$
\begin{equation*}
p\left(s \mid I_{J}\right) \propto \frac{1}{s}, \quad(0 \leq s<\infty) \tag{6.120}
\end{equation*}
$$

Of course, we cannot normalize this, but that does not stop us from using it. In many cases, including the present one, it can be used directly because all the integrals involved converge. In almost all cases we can approach this prior as the limit of a sequence of proper (normalizable) priors, with mathematically well-behaved results. If even that does not yield a proper posterior distribution, then the robot is warning us that the data are too uninformative about either very large $s$ or very small $s$ to justify any definite conclusions, and we need to obtain more evidence before any useful inferences are possible.

Jeffreys justified (6.120) on the grounds of invariance under certain changes of parameters; i.e. instead of using the parameter $s$, what prevents us from using $t \equiv s^{2}$, or $u \equiv s^{3}$ ? Evidently, to assign a uniform prior probability density to $s$ is not at all the same thing as assigning a uniform prior probability to $t$; but if we use the Jeffreys prior, we are saying the same thing whether we use $s$ or any power $s^{m}$ as the parameter.

There is the germ of an important principle here, but it was only recently that the situation has been fairly well understood. When we take up the theory of transformation groups in Chapter 12, we will see that the real justification of Jeffreys' rule cannot lie merely in the fact that the parameter is positive, but that our desideratum of consistency, in the sense that equivalent states of knowledge should be represented by equivalent probability assignments, uniquely determines the Jeffreys rule in the case when $s$ is a 'scale parameter'. Then, marginalization theory will reinforce this by deriving it Uniquely - without appealing to any principles beyond the basic product and sum rules of probability theory - as the only prior for a scale parameter that is completely uninformative about other parameters that may be in the model.

These arguments and others equally cogent all lead to the same conclusion: the Jeffreys prior is the only correct way to express complete ignorance of a scale parameter. The question then reduces to whether $s$ can properly be regarded as a scale parameter in this problem. However, this line of thought has taken us beyond the present topic; in the spirit of our current problem, we shall just put (6.120) to the test and see what results it gives. The calculations are all very easy, and we find these results:

$$
\begin{equation*}
p\left(n_{1} \mid I_{J}\right)=\frac{1}{n_{1}}, \quad p\left(c_{1} \mid I_{J}\right)=\frac{1}{c_{1}}, \quad p\left(n_{1} \mid \phi c_{1} I_{J}\right)=\frac{c_{1}}{n_{1}} p\left(c_{1} \mid \phi n_{1}\right) . \tag{6.121}
\end{equation*}
$$

This leads to the most probable and mean value estimates:

$$
\begin{equation*}
\left(\hat{n}_{1}\right)_{J}=\frac{c_{1}-1+\phi}{\phi}=91, \quad\left\langle n_{1}\right\rangle_{J}=\frac{c}{\phi}=100 . \tag{6.122}
\end{equation*}
$$

The amusing thing emerges that Jeffreys' prior probability rule just lowers the most probable and posterior mean value estimates by nine each, bringing the mean value right back to the maximum likelihood estimate!

This comparison is valuable in showing us how little difference there is numerically between the consequences of different prior probability assignments which are not sharply peaked, and helps to put arguments about them into proper perspective. We made a rather drastic change in the prior probabilities, in a problem where there was really very little
information contained in the meager data, and it still made less than $10 \%$ difference in the result. This is, as we shall see, small compared with the probable error in the estimate which was inevitable in any event. In a more realistic problem where we have more data, the difference would be even smaller.

A useful rule of thumb, illustrated by the comparison of (6.113), (6.116) and (6.122), is that changing the prior probability $p(\alpha \mid I)$ for a parameter by one power of $\alpha$ has in general about the same effect on our final conclusions as does having one more data point. This is because the likelihood function generally has a relative width $1 / \sqrt{n}$, and one more power of $\alpha$ merely adds an extra small slope in the neighborhood of the maximum, thus shifting the maximum slightly. Generally, if we have effectively $n$ independent observations, then the fractional error in an estimate that was inevitable in any event is $1 / \sqrt{n}$, approximately, ${ }^{12}$ while the fractional change in the estimate due to one more power of $\alpha$ in the prior is about $1 / n$.

In the present case, with ten counts, thus ten independent observations, changing from a uniform to Jeffreys prior made just under $10 \%$ difference. If we had 100 counts, the error which is inevitable in any event would be about $10 \%$, while the difference from the two priors would be less than $1 \%$.

So, from a pragmatic standpoint, arguments about which prior probabilities correctly express a state of 'complete ignorance', like those over prior ranges, usually amount to quibbling over pretty small peanuts. ${ }^{13}$ From the standpoint of principle, however, they are important and need to be thought about a great deal, as we shall do in Chapter 12 after becoming familiar with the numerical situation. While the Jeffreys prior is the theoretically correct one, it is in practice a small refinement that makes a difference only in the very small sample case. In the past, these issues were argued back and forth endlessly on a foggy philosophical level, without taking any note of the pragmatic facts of actual performance; that is what we are trying to correct here.

### 6.16 The point of it all

Now we are ready for the interesting part of this problem. For during the next second, we see $c_{2}=16$ counts. What can $\mathrm{Mr} A$ and $\mathrm{Mr} B$ now say about the numbers $n_{1}, n_{2}$ of particles responsible for $c_{1}, c_{2}$ ? Well, $\mathrm{Mr} A$ has no reason to expect any relationship between what happened in the two time intervals, and so to him the increase in counting rate is evidence only of an increase in the number of incident particles. His calculation for the second time interval is the same as before, and he will give us the most probable value,

$$
\begin{equation*}
\left(\hat{n}_{2}\right)_{A}=\frac{c_{2}}{\phi}=160, \tag{6.123}
\end{equation*}
$$

[^31]and his mean value estimate,
\[

$$
\begin{equation*}
\left\langle n_{2}\right\rangle_{A}=\frac{c_{2}+1-\phi}{\phi}=169 . \tag{6.124}
\end{equation*}
$$

\]

Knowledge of $c_{2}$ doesn't help him to make any improved estimate of $n_{1}$, which stays the same as before.
$\mathrm{Mr} B$ is in an entirely different position than $\mathrm{Mr} A$; his extra qualitative information suddenly becomes very important. For knowledge of $c_{2}$ enables him to improve his previous estimate of $n_{1}$. Bayes' theorem now gives

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right)=p\left(n_{1} \mid \phi c_{1} I_{B}\right) \frac{p\left(c_{2} \mid \phi n_{1} c_{1} I_{B}\right)}{p\left(c_{2} \mid \phi c_{1} I_{B}\right)}=p\left(n_{1} \mid \phi c_{1} I_{B}\right) \frac{p\left(c_{2} \mid \phi n_{1} I_{B}\right)}{p\left(c_{2} \mid \phi c_{1} I_{B}\right)} \tag{6.125}
\end{equation*}
$$

Again, the denominator is a normalizing constant, which we can find by summing the numerator over $n_{1}$. We see that the significant thing is $p\left(c_{2} \mid \phi n_{1} I_{B}\right)$. Using our method of resolving $c_{2}$ into mutually exclusive alternatives, this is

$$
\begin{align*}
p\left(c_{2} \mid \phi n_{1} I_{B}\right) & =\int_{0}^{\infty} \mathrm{d} s p\left(c_{2} s \mid \phi n_{1} I_{B}\right) \\
& =\int_{0}^{\infty} \mathrm{d} s p\left(c_{2} \mid s \phi n_{1} I_{B}\right) p\left(s \mid \phi n_{1} I_{B}\right)  \tag{6.126}\\
& =\int_{0}^{\infty} \mathrm{d} s p\left(c_{2} \mid \phi s I_{B}\right) p\left(s \mid \phi n_{1} I_{B}\right)
\end{align*}
$$

We have already found $p\left(c_{2} \mid \phi s I_{B}\right)$ in (6.86), and we need only

$$
\begin{equation*}
p\left(s \mid \phi n_{1} I_{B}\right)=p\left(s \mid \phi I_{B}\right) \frac{p\left(n_{1} \mid \phi s I_{B}\right)}{p\left(n_{1} \mid \phi I_{B}\right)}=p\left(n_{1} \mid \phi s\right), \quad \text { if } n_{1} \ll S_{0} \tag{6.127}
\end{equation*}
$$

where we have used (6.118). We have found $p\left(n_{1} \mid s\right)$ in (6.84), so we have

$$
\begin{equation*}
p\left(c_{2} \mid \phi n_{1} I_{B}\right)=\int_{0}^{\infty} \mathrm{d} s\left[\frac{\exp \{-s \phi\}(s \phi)^{c_{2}}}{c_{2}!}\right]\left[\frac{\exp \{-s\} s^{n_{1}}}{n_{1}!}\right]=\binom{n_{1}+c_{2}}{c_{2}} \frac{\phi^{c_{2}}}{(1+\phi)^{n_{1}+c_{2}+1}} . \tag{6.128}
\end{equation*}
$$

Substituting (6.119) and (6.128) into (6.125) and carrying out an easy summation to get the denominator, the result is (not a binomial distribution):

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right)=\binom{n_{1}+c_{2}}{c_{1}+c_{2}}\left(\frac{2 \phi}{1+\phi}\right)^{c_{1}+c_{2}+1}\left(\frac{1-\phi}{1+\phi}\right)^{n_{1}-c_{1}} . \tag{6.129}
\end{equation*}
$$

Note that we could have derived this equally well by direct application of the resolution method:

$$
\begin{align*}
p\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right) & =\int_{0}^{\infty} \mathrm{d} s p\left(n_{1} s \mid \phi c_{2} c_{1} I_{B}\right) \\
& =\int_{0}^{\infty} \mathrm{d} s p\left(n_{1} \mid \phi s c_{2} c_{1} I_{B}\right) p\left(s \mid \phi c_{2} c_{1} I_{B}\right)  \tag{6.130}\\
& =\int_{0}^{\infty} \mathrm{d} s p\left(n_{1} \mid \phi s c_{1} I_{B}\right) p\left(s \mid \phi c_{2} c_{1} I_{B}\right)
\end{align*}
$$

We have already found $p\left(n_{1} \mid \phi s c_{1} I_{B}\right)$ in (6.89), and it is easily shown that $p\left(s \mid \phi c_{2} c_{1} I_{B}\right) \propto$ $p\left(c_{2} \mid \phi s I_{B}\right) p\left(c_{1} \mid \phi s I_{B}\right)$, which is therefore given by the Poisson distribution (6.86). This, of course, leads to the same rather complicated result (6.129); thus providing another - and rather severe - test of the consistency of our rules.

To find Mr $B$ 's new most probable value of $n_{1}$, we set

$$
\begin{equation*}
\frac{p\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right)}{p\left(n_{1}-1 \mid \phi c_{2} c_{1} I_{B}\right)}=\frac{n_{1}+c_{2}}{n_{1}-c_{1}} \frac{1-\phi}{1+\phi}=1, \tag{6.131}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\hat{n}_{1}\right)_{B}=\frac{c_{1}}{\phi}+\left(c_{2}-c_{1}\right) \frac{1-\phi}{2 \phi}=\frac{c_{1}+c_{2}}{2 \phi}+\frac{c_{1}-c_{2}}{2}=127 . \tag{6.132}
\end{equation*}
$$

His new posterior mean value is also readily calculated, and is equal to

$$
\begin{equation*}
\left\langle n_{1}\right\rangle_{B}=\frac{c_{1}+1-\phi}{\phi}+\left(c_{2}-c_{1}-1\right) \frac{1-\phi}{2 \phi}=\frac{c_{1}+c_{2}+1-\phi}{2 \phi}+\frac{c_{1}-c_{2}}{2}=131.5 . \tag{6.133}
\end{equation*}
$$

Both estimates are considerably raised, and the difference between most probable and mean value is only half what it was before, suggesting a narrower posterior distribution, as we shall confirm presently. If we want Mr $B$ 's estimates for $n_{2}$, then from symmetry we just interchange the subscripts 1 and 2 in the above equations. This gives for his most probable and mean value estimates, respectively,

$$
\begin{equation*}
\left(\hat{n}_{2}\right)_{B}=133, \quad\left\langle n_{2}\right\rangle_{B}=137.5 . \tag{6.134}
\end{equation*}
$$

Now, can we understand what is happening here? Intuitively, the reason why Mr $B$ 's extra qualitative prior information makes a difference is that knowledge of both $c_{1}$ and $c_{2}$ enables him to make a better estimate of the source strength $s$, which in turn is relevant for estimating $n_{1}$. The situation is indicated more clearly by the diagrams in Figure 6.2. By hypothesis, to $\mathrm{Mr} A$ each sequence of events $n_{i} \rightarrow c_{i}$ is logically independent of the others, so knowledge of one doesn't help him in reasoning about any other. In each case he must reason from $c_{i}$ directly to $n_{i}$, and no other route is available. But to $\mathrm{Mr} B$, there are two routes available: he can reason directly from $c_{1}$ to $n_{1}$ as $\mathrm{Mr} A$ does, as described by $p\left(n_{1} \mid \phi c_{1} I_{A}\right)=p\left(n_{1} \mid \phi c_{1} I_{B}\right)$; but, because of his knowledge that there is a fixed source strength $s$ 'presiding over' both $n_{1}$ and $n_{2}$, he can also reason along the route $c_{2} \rightarrow n_{2} \rightarrow s \rightarrow n_{1}$. If this were the only route available to him (i.e. if he didn't know $c_{1}$ ), he would obtain the distribution

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{2} I_{B}\right)=\int_{0}^{\infty} \mathrm{d} s p\left(n_{1} \mid s\right) p\left(s \mid c_{2} I_{B}\right)=\frac{\phi^{c_{2}+1}}{c_{2}!(1+\phi)^{c_{2}+1}} \frac{\left(n_{1}+c_{2}\right)!}{n_{1}!(1+\phi)^{n_{1}}} \tag{6.135}
\end{equation*}
$$

and, comparing the above relations, we see that Mr $B$ 's final distribution (6.129) is, except for normalization, just the product of the ones found by reasoning along his two routes:

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{1} c_{2} I_{B}\right)=(\text { const. }) \times p\left(n_{1} \mid \phi c_{1} I_{B}\right) p\left(n_{1} \mid \phi c_{2} I_{B}\right) \tag{6.136}
\end{equation*}
$$

in consequence of the fact that $p\left(c_{1} c_{2} \mid \phi n_{1}\right)=p\left(c_{1} \mid \phi n_{1}\right) p\left(c_{2} \mid \phi n_{1}\right)$. The information (6.135) about $n_{1}$ obtained by reasoning along the new route $c_{2} \rightarrow n_{2} \rightarrow s \rightarrow n_{1}$ thus introduces
a 'correction factor' in the distribution obtained from the direct route $c_{1} \rightarrow n_{1}$, enabling $\mathrm{Mr} B$ to improve his estimates.

This suggests that, if Mr $B$ could obtain the number of counts in a great many different seconds, $\left(c_{3}, c_{4}, \ldots, c_{m}\right)$, he would be able to do better and better; and perhaps in the limit $m \rightarrow \infty$ his estimate of $n_{1}$ might be as good as the one we found when the source strength was known exactly. We will check this surmise presently by working out the degree of reliability of these estimates, and by generalizing these distributions to arbitrary $m$, from which we can obtain the asymptotic forms.

### 6.17 Interval estimation

There is still an essential feature missing in the comparison of $\mathrm{Mr} A$ and $\mathrm{Mr} B$ in our particle counter problem. We would like to have some measure of the degree of reliability which they attach to their estimates, especially in view of the fact that their estimates are so different. Clearly, the best way of doing this would be to draw the entire probability distributions

$$
\begin{equation*}
p\left(n_{1} \mid \phi c_{2} c_{1} I_{A}\right) \quad \text { and } \quad p\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right) \tag{6.137}
\end{equation*}
$$

and from this make statements of the form, ' $90 \%$ of the posterior probability is concentrated in the interval $\alpha<n_{1}<\beta$ '. But, for present purposes, we will be content to give the standard deviations (i.e., square root of the variance as defined in Eq. (6.93)) of the various distributions we have found. An inequality due to Tchebycheff then asserts that, if $\sigma$ is the standard deviation of any probability distribution over $n_{1}$, then the amount $P$ of probability concentrated between the limits $\left\langle n_{1}\right\rangle \pm t \sigma$ satisfies ${ }^{14}$

$$
\begin{equation*}
P \geq 1-\frac{1}{t^{2}} \tag{6.139}
\end{equation*}
$$

This tells us nothing when $t \leq 1$, but it tells us more and more as $t$ increases beyond unity. For example, in any probability distribution with finite $\langle n\rangle$ and $\left\langle n^{2}\right\rangle$, at least $3 / 4$ of the probability is contained in the interval $\langle n\rangle \pm 2 \sigma$, and at least $8 / 9$ is in $\langle n\rangle \pm 3 \sigma$.

### 6.18 Calculation of variance

The variances $\sigma^{2}$ of all the distributions we have found above are readily calculated. In fact, calculation of any moment of these distributions is easily performed by the general formula (6.108). For $\mathrm{Mr} A$ and $\mathrm{Mr} B$, and the Jeffreys prior probability distribution, we
${ }^{14}$ Proof: Let $p(x)$ be a probability density over $(-\infty<x<\infty)$, $a$ any real number, and $y \equiv x-\langle x\rangle$. Then

$$
\begin{equation*}
a^{2}(1-P)=a^{2} p(|y|>a)=a^{2} \int_{|y|>a} \mathrm{~d} x p(x) \leq \int_{|y|>a} \mathrm{~d} x y^{2} p(x) \leq \int_{-\infty}^{\infty} \mathrm{d} x y^{2} p(x)=\sigma^{2} . \tag{6.138}
\end{equation*}
$$

Writing $a=t \sigma$, this is $t^{2}(1-P) \leq 1$, the same as Eq. (6.139). This proof includes the discrete cases, since then $p(x)$ is a sum of delta-functions. A large collection of useful Tchebycheff-type inequalities is given by I. R. Savage (1961).

Table 6.1. The effect of prior information on estimates of $n_{1}$ and $n_{2}$.

|  |  | Problem 1 |  |  | Problem 2 |  |
| :--- | ---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n_{1}$ |  | $n_{1}$ | $n_{2}$ |  |
| $A$ | most probable | 100 |  | 100 | 160 |  |
|  | mean $\pm$ s.d. | $109 \pm 31$ |  | $109 \pm 31$ | $169 \pm 39$ |  |
| $B$ | most probable | 100 |  | 127 | 133 |  |
|  | mean $\pm$ s.d. | $109 \pm 31$ |  | $131.5 \pm 25.9$ | $137.5 \pm 25.9$ |  |
| Jeffreys | most probable | 91 |  | 121.5 | 127.5 |  |
|  | mean $\pm$ s.d. | $100 \pm 30$ |  | $127 \pm 25.4$ | $133 \pm 25.4$ |  |

find the variances

$$
\begin{gather*}
\operatorname{var}\left(n_{1} \mid \phi c_{1} I_{A}\right)=\frac{\left(c_{1}+1\right)(1-\phi)}{\phi^{2}}  \tag{6.140}\\
\operatorname{var}\left(n_{1} \mid \phi c_{2} c_{1} I_{B}\right)=\frac{\left(c_{1}+c_{2}+1\right)\left(1-\phi^{2}\right)}{4 \phi^{2}}  \tag{6.141}\\
\operatorname{var}\left(n_{1} \mid \phi c_{1} I_{J}\right)=\frac{c_{1}(1-\phi)}{\phi^{2}} \tag{6.142}
\end{gather*}
$$

and the variances for $n_{2}$ are found from symmetry.
This has been a rather long discussion, so let's summarize all our results so far in Table 6.1. We give, for problem $1\left(c_{1}=10\right)$ and problem $2\left(c_{1}=10, c_{2}=16\right)$, the most probable values of the number of particles found by $\mathrm{Mr} A$ and $\mathrm{Mr} B$, and also the (mean value) $\pm$ (standard deviation) estimates. From Table 6.1 we see that Mr $B$ 's extra information not only has led him to change his estimates considerably from those of $\mathrm{Mr} A$, but it has enabled him to make an appreciable decrease in his probable error. Even purely qualitative prior information which has nothing to do with frequencies can greatly alter the conclusions we draw from a given data set. Now, in virtually every real problem of scientific inference, we do have qualitative prior information of more or less the kind supposed here. Therefore, any method of inference which fails to take prior information into account is capable of misleading us, in a potentially dangerous way. The fact that it yields a reasonable result in one problem is no guarantee that it will do so in the next.

It is also of interest to ask how good Mr $B$ 's estimate of $n_{1}$ would be if he knew only $c_{2}$; and therefore had to use the distribution (6.135) representing reasoning along the route $c_{2} \rightarrow$ $n_{2} \rightarrow s \rightarrow n_{1}$ of Figure 6.2. From (6.135) we find the most probable, and the (mean) $\pm$ (standard deviation) estimates

$$
\begin{equation*}
\hat{n}_{1}=\frac{c_{2}}{\phi}=160 \tag{6.143}
\end{equation*}
$$

$$
\begin{equation*}
\text { mean } \pm \text { s.d. }=\frac{c_{2}+1}{\phi} \pm \frac{\sqrt{\left(c_{2}+1\right)(\phi+1)}}{\phi}=170 \pm 43.3 . \tag{6.144}
\end{equation*}
$$

In this case, he would obtain a slightly poorer estimate (i.e. a larger probable error) than $\mathrm{Mr} A$ even if the counts $c_{1}=c_{2}$ were the same, because the variance (6.140) for the direct route contains a factor $(1-\phi)$, which gets replaced by $(1+\phi)$ if we have to reason over the indirect route. Thus, if the counter has low efficiency, the two routes give nearly equal reliability for equal counting rates; but if it has high efficiency, $\phi \simeq 1$, then the direct route $c_{1} \rightarrow n_{1}$ is far more reliable. Our common sense will tell us that this is just as it should be.

### 6.19 Generalization and asymptotic forms

We conjectured above that Mr $B$ might be helped a good deal more in his estimate of $n_{1}$ by acquiring still more data $\left\{c_{3}, c_{4}, \ldots, c_{m}\right\}$. Let's investigate that further. The standard deviation of the distribution (6.89) in which the source strength was known exactly is only $\sqrt{s(1-\phi)}=10.8$ for $s=130$; and from Table 6.1 Mr $B$ 's standard deviation for his estimate of $n_{1}$ is now about 2.5 times this value. What would happen if we gave him more and more data from other time intervals, such that his estimate of $s$ approached 130? To answer this, note that, if $1 \leq k \leq m$, we have:

$$
\begin{align*}
p\left(n_{k} \mid \phi c_{1} \cdots c_{m} I_{B}\right) & =\int_{0}^{\infty} \mathrm{d} s p\left(n_{k} s \mid \phi c_{1} \cdots c_{m} I_{B}\right)  \tag{6.145}\\
& =\int_{0}^{\infty} \mathrm{d} s p\left(n_{k} \mid \phi s c_{k} I_{B}\right) p\left(s \mid \phi c_{1} \cdots c_{m} I_{B}\right)
\end{align*}
$$

in which we have put $p\left(n_{k} \mid \phi s c_{1} \cdots c_{m} I_{B}\right)=p\left(n_{k} \mid \phi s c_{k} I_{B}\right)$ because, from Figure 6.2, if $s$ is known, then all the $c_{i}$ with $i \neq k$ are irrelevant for inferences about $n_{k}$. The second factor in the integrand of (6.145) can be evaluated by Bayes' theorem:

$$
\begin{align*}
p\left(s \mid \phi c_{1} \cdots c_{m} I_{B}\right) & =p\left(s \mid \phi I_{B}\right) \frac{p\left(c_{1} \cdots c_{m} \mid \phi s I_{B}\right)}{p\left(c_{1} \cdots c_{m} \mid \phi I_{B}\right)}  \tag{6.146}\\
& =(\text { const. }) \times p\left(s \mid \phi I_{B}\right) p\left(c_{1} \mid \phi s I_{B}\right) \cdots p\left(c_{m} \mid \phi s I_{B}\right)
\end{align*}
$$

Using (6.86) and normalizing, this reduces to

$$
\begin{equation*}
p\left(s \mid \phi c_{1} \cdots c_{m} I_{B}\right)=\frac{(m \phi)^{c+1}}{c!} s^{c} \exp \{-m s \phi\} \tag{6.147}
\end{equation*}
$$

where $c \equiv c_{1}+\cdots+c_{m}$ is the total number of counts in the $m$ seconds. The mode, mean and variance of the distribution (6.147) are, respectively,

$$
\begin{equation*}
\hat{s}=\frac{c}{m \phi}, \quad\langle s\rangle=\frac{c+1}{m \phi}, \quad \operatorname{var}(s)=\left\langle s^{2}\right\rangle-\langle s\rangle^{2}=\frac{c+1}{m^{2} \phi^{2}}=\frac{\langle s\rangle}{m \phi} . \tag{6.148}
\end{equation*}
$$

So it turns out, as we might have expected, that as $m \rightarrow \infty$, the distribution $p\left(s \mid c_{1} \cdots c_{m}\right)$ becomes sharper and sharper, the most probable and mean value estimates of $s$ get closer
and closer together, and it appears that in the limit we would have just a delta-function:

$$
\begin{equation*}
p\left(s \mid \phi c_{1} \cdots c_{m} I_{B}\right) \rightarrow \delta\left(s-s^{\prime}\right) \tag{6.149}
\end{equation*}
$$

where

$$
\begin{equation*}
s^{\prime} \equiv \lim _{m \rightarrow \infty} \frac{c_{1}+c_{2}+\cdots+c_{m}}{m \phi} \tag{6.150}
\end{equation*}
$$

But the limiting form (6.149) was found a bit abruptly, as was James Bernoulli’s first limit theorem. We might like to see in more detail how the limit is approached, in analogy to the de Moivre-Laplace limit theorem for the binomial (5.10), or the limit (4.72) of the beta distribution.

For example, expanding the logarithm of (6.147) about its peak $\hat{s}=c / m \phi$, and retaining only through the quadratic terms, we find for the asymptotic formula a Gaussian distribution:

$$
\begin{equation*}
p\left(s \mid \phi c_{1} \cdots c_{m} I_{B}\right) \rightarrow A \exp \left\{-\frac{c(s-\hat{s})^{2}}{2 \hat{s}^{2}}\right\} \tag{6.151}
\end{equation*}
$$

which is actually valid for all $s$, in the sense that the difference between the left-hand side and right-hand side is small for all $s$ (although their ratio is not close to unity for all $s$ ). This leads to the estimate, as $c \rightarrow \infty$,

$$
\begin{equation*}
(s)_{\mathrm{est}}=\hat{s}\left(1 \pm \frac{1}{\sqrt{c}}\right) \tag{6.152}
\end{equation*}
$$

Quite generally, posterior distributions go into a Gaussian form as the data increase, because any function with a single rounded maximum, raised to a higher and higher power, goes into a Gaussian function. In the next chapter we shall explore the basis of Gaussian distributions in some depth.

So, in the limit, Mr $B$ does indeed approach exact knowledge of the source strength. Returning to (6.145), both factors in the integrand are now known from (6.89) and (6.147), and so

$$
\begin{equation*}
p\left(n_{k} \mid \phi c_{1} \cdots c_{m} I_{B}\right)=\int_{0}^{\infty} \mathrm{d} s \frac{\exp \{-s(1-\phi)\}[s(1-\phi)]^{n_{k}-c_{k}}}{\left(n_{k}-c_{k}\right)!} \frac{(m \phi)^{c+1}}{c!} s^{c} \exp \{-m s \phi\}, \tag{6.153}
\end{equation*}
$$

or

$$
\begin{equation*}
p\left(n_{k} \mid c_{1} \cdots c_{m} I_{B}\right)=\frac{\left(n_{k}-c_{k}+c\right)!}{\left(n_{k}-c_{k}\right)!c!} \frac{(m \phi)^{c+1}(1-\phi)^{n_{k}-c_{k}}}{(1+m \phi-\phi)^{n_{k}-c_{k}+c+1}} \tag{6.154}
\end{equation*}
$$

which is the promised generalization of (6.135). In the limit $m \rightarrow \infty, c \rightarrow \infty,(c / m \phi) \rightarrow$ $s^{\prime}=$ const., this goes into the Poisson distribution

$$
\begin{equation*}
p\left(n_{k} \mid c_{1} \cdots c_{m} I_{B}\right) \rightarrow \frac{\exp \left\{-s^{\prime}(1-\phi)\right\}}{\left(n_{k}-c_{k}\right)!}\left[s^{\prime}(1-\phi)\right]^{n_{k}-c_{k}} \tag{6.155}
\end{equation*}
$$

which is identical to (6.89). We therefore confirm that, given enough additional data, $\mathrm{Mr} B$ 's standard deviation can be reduced from 26 to 10.8 , compared with Mr $A$ 's value of 31 . For
finite $m$, the mean value estimate of $n_{k}$ from (6.154) is

$$
\begin{equation*}
\left\langle n_{k}\right\rangle=c_{k}+\langle s\rangle(1-\phi), \tag{6.156}
\end{equation*}
$$

where $\langle s\rangle=(c+1) / m \phi$ is the mean value estimate of $s$ from (6.148). Equation (6.156) is to be compared with (6.90). Likewise, the most probable value of $n_{k}$, according to (6.154), is

$$
\begin{equation*}
\hat{n}_{k}=c_{k}+\hat{s}(1-\phi) \tag{6.157}
\end{equation*}
$$

where $\hat{s}$ is given by (6.148).
Note that Mr $B$ 's revised estimates in problem 2 still lie within the range of reasonable error assigned by $\mathrm{Mr} A$. It would be rather disconcerting if this were not the case, as it would then appear that probability theory is giving $\mathrm{Mr} A$ an over-optimistic picture of the reliability of his estimates. There is, however, no theorem which guarantees this; for example, if the counting rate had jumped to $c_{2}=80$, then $\mathrm{Mr} B$ 's revised estimate of $n_{1}$ would be far outside Mr A's limits of reasonable error. But, in this case, Mr B's common sense would lead him to doubt the reliability of his prior information $I_{B}$; we would have another example like that in Chapter 4, of a problem where one of those 'something else' alternative hypotheses down at -100 db , which we don't even bother to formulate until they are needed, is resurrected by very unexpected new evidence.

> Exercise 6.7. The above results were found using the language of the particle counter scenario. Summarize the final conclusions in the language of the disease incidence scenario, as one or two paragraphs of advice for a medical researcher who is trying to judge whether public health measures are reducing the incidence of a disease in the general population, but has data only on the number of deaths from it. This should, of course, include something about judging under what conditions our model corresponds well to the real world; and what to do if it does not.

Now we turn to a different kind of problem to see some new features that can appear when we use a sampling distribution that is continuous except at isolated points of discontinuity.

### 6.20 Rectangular sampling distribution

The following 'taxicab problem' has been part of the orally transmitted folklore of this field for several decades, but orthodoxy has no way of dealing with it, and we have never seen it mentioned in the orthodox literature. You are traveling on a night train; on awakening from sleep, you notice that the train is stopped at some unknown town, and all you can see is a taxicab with the number 27 on it. What is then your guess as to the number $N$ of taxicabs in the town, which would in turn give a clue as to the size of the town? Almost everybody answers intuitively that there seems to be something about the choice $N_{\text {est }}=2 \times 27=54$ that recommends itself; but few can offer a convincing rationale for this. The obvious 'model' that forms in our minds is that there will be $N$ taxicabs, numbered, respectively,
$(1, \ldots, N)$, and, given $N$, the one we see is equally likely to be any of them. Given that model, we would then know deductively that $N \geq 27$; but, from that point on, our reasoning depends on our statistical indoctrination.

Here we study a continuous version of the same problem, in which more than one taxi may be in view, leaving it as an exercise for the reader to write down the parallel solution to the above taxicab problem, and then state the exact relationship between the continuous and discrete problems. We consider a rectangular sampling distribution in $[0, \alpha]$, where the width $\alpha$ of the distribution is the parameter to be estimated, and finally suggest further exercises which will extend what we learn from it.

We have a data set $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$ of $n$ observations thought of as 'drawn from' this distribution, urn-wise; that is, each datum $x_{i}$ is assigned independently the pdf

$$
p\left(x_{i} \mid \alpha I\right)=\left\{\begin{array}{cl}
\alpha^{-1} & \text { if } 0 \leq x_{i} \leq \alpha<\infty  \tag{6.158}\\
0 & \text { otherwise }
\end{array}\right.
$$

Then our entire sampling distribution is

$$
\begin{equation*}
p(D \mid \alpha I)=\prod_{i} p\left(x_{i} \mid \alpha I\right)=\alpha^{-n}, \quad 0 \leq\left\{x_{1}, \ldots, x_{n}\right\} \leq \alpha \tag{6.159}
\end{equation*}
$$

where for brevity we suppose, in the rest of this section, that when the inequalities following an equation are not all satisfied, the left-hand side is zero. It might seem at first glance that this situation is too trivial to be worth analyzing; yet, if one does not see in advance exactly how every detail of the solution will work itself out, there is always something to be learned from studying it. In probability theory, the most trivial looking problems reveal deep and unexpected things.

The posterior pdf for $\alpha$ is, by Bayes' theorem,

$$
\begin{equation*}
p(\alpha \mid D I)=p(\alpha \mid I) \frac{p(D \mid \alpha I)}{p(D \mid I)} \tag{6.160}
\end{equation*}
$$

where $p(\alpha \mid I)$ is our prior. Now it is evident that any Bayesian problem with a proper (normalizable) prior and a bounded likelihood function must lead to a proper, well-behaved posterior distribution, whatever the data-as long as the data do not themselves contradict any of our other information. If any datum was found to be negative, $x_{i}<0$, the model (6.159) would be known deductively to be wrong (put better, the data contradict the prior information $I$ that led us to choose that model). Then the robot crashes, both (6.159) and (6.160) vanishing identically. But any data set for which the inequalities in (6.159) are satisfied is a possible one according to the model. Must it then yield a reasonable posterior pdf?

Not necessarily! The data could be compatible with the model, but still incompatible with the other prior information. Consider a proper rectangular prior

$$
\begin{equation*}
p(\alpha \mid I)=\left(\alpha_{1}-\alpha_{00}\right)^{-1}, \quad \alpha_{00} \leq \alpha \leq \alpha_{1} \tag{6.161}
\end{equation*}
$$

where $\alpha_{00}, \alpha_{1}$ are fixed numbers satisfying $0 \leq \alpha_{00} \leq \alpha_{1}<\infty$, given to us in the statement of the problem. If any datum were found to exceed the upper prior bound: $x_{i}>\alpha_{1}$, then the data and the prior information would again be logically contradictory.

But this is just what we anticipated already in Chapters 1 and 2; we are trying to reason from two pieces of information $D, I$, each of which may be actually a logical conjunction of many different propositions. If there is a contradiction hidden anywhere in the totality of this, there can be no solution (in a set theory context, the set of possibilities that we have prescribed is the empty set) and the robot crashes, in one way or another. So in the following we suppose that the data are consistent with all the prior information - including the prior information that led us to choose this model. ${ }^{15}$ Then the above rules should yield the correct and exact answer to the question we have posed.

The denominator of (6.160) is

$$
\begin{equation*}
p(D \mid I)=\int_{R} \mathrm{~d} \alpha\left(\alpha_{1}-\alpha_{00}\right)^{-1} \alpha^{-n} \tag{6.162}
\end{equation*}
$$

where the region $R$ of integration must satisfy two conditions:

$$
R \equiv\left\{\begin{array}{c}
\alpha_{00} \leq \alpha \leq \alpha_{1}  \tag{6.163}\\
x_{\max } \leq \alpha \leq \alpha_{1}
\end{array}\right\}
$$

and $x_{\max } \equiv \max \left\{x_{1}, \ldots, x_{n}\right\}$ is the greatest datum observed. If $x_{\max } \leq \alpha_{00}$, then in (6.163) we need only the former condition; the numerical values of the data $x_{i}$ are entirely irrelevant (although the number $n$ of observations remains relevant). If $\alpha_{00} \leq x_{\max }$, then we need only the latter inequality; the prior lower bound $\alpha_{00}$ has been superseded by the data, and is irrelevant to the problem from this point on.

Substituting (6.159), (6.161) and (6.162) into (6.160), the factor ( $\alpha_{1}-\alpha_{00}$ ) cancels out, and if $n>1$ our general solution reduces to

$$
\begin{equation*}
p(\alpha \mid D I)=\frac{(n-1) \alpha^{-n}}{\alpha_{0}^{1-n}-\alpha_{1}^{1-n}}, \quad \alpha_{0} \leq \alpha \leq \alpha_{1}, \quad n>1 \tag{6.164}
\end{equation*}
$$

where $\alpha_{0} \equiv \max \left(\alpha_{00}, x_{\max }\right)$.

### 6.21 Small samples

Small values of $n$ often present special situations that might be overlooked in a general derivation. In orthodox statistics, as we shall see in Chapter 17, they can lead to weird pathological results (like an estimator for a parameter which lies outside the parameter space, and so is known deductively to be impossible). In any other area of mathematics, when a contradiction like this appears, one concludes at once that an error has been made. But curiously, in the literature of orthodox statistics, such pathologies are never interpreted as revealing an error in the orthodox reasoning. Instead they are simply passed over; one proclaims his concern only with large $n$. But small $n$ proves to be very interesting for us, just

[^32]because of the fact that Bayesian analysis has no pathological, exceptional cases. As long as we avoid outright logical contradictions in the statement of a problem and use proper priors, the solutions do not break down but continue to make good sense.

It is very instructive to see how Bayesian analysis always manages to accomplish this, which also makes us aware of a subtle point in practical calculation. Thus, in the present case, if $n=1$, then (6.164) appears indeterminate, reducing to $(0 / 0)$. But if we repeat the derivation from the start for the case $n=1$, the properly normalized posterior pdf for $\alpha$ is found to be, instead of (6.164),

$$
\begin{equation*}
p(\alpha \mid D I)=\frac{\alpha^{-1}}{\log \left(\alpha_{1} / \alpha_{0}\right)}, \quad \quad \alpha_{0} \leq \alpha \leq \alpha_{1}, \quad n=1 \tag{6.165}
\end{equation*}
$$

The case $n=0$ can hardly be of any use; nevertheless, Bayes' theorem still gives the obviously right answer. For then $D=$ 'no data at all', and $p(D \mid \alpha I)=p(D \mid I)=1$; that is, if we take no data, we shall have no data, whatever the value of $\alpha$. Then the posterior distribution (6.160) reduces, as common sense demands, to the prior distribution

$$
\begin{equation*}
p(\alpha \mid D I)=p(\alpha \mid I), \quad \alpha_{0} \leq \alpha \leq \alpha_{1}, \quad n=0 \tag{6.166}
\end{equation*}
$$

### 6.22 Mathematical trickery

Now we see a subtle point: the last two results are contained already in (6.164) without any need to go back and repeat the derivation from the start. We need to understand the distinction between the real world problem and the abstract mathematics. Although in the real problem $n$ is by definition a non-negative integer, the mathematical expression (6.164) is well-defined and meaningful when $n$ is any complex number. Furthermore, as long as $\alpha_{1}<\infty$, it is an entire function of $n$ (that is, bounded and analytic everywhere except the point at infinity). Now in a purely mathematical derivation we are free to make use of whatever analytical properties our functions have, whether or not they would make sense in the real problem. Therefore, since (6.164) can have no singularity at any finite point, we may evaluate it at $n=1$ by taking the limit as $n \rightarrow 1$. But

$$
\begin{align*}
\frac{n-1}{\alpha_{0}^{1-n}-\alpha_{1}^{1-n}} & =\frac{n-1}{\exp \left\{-(n-1) \log \left(\alpha_{0}\right)\right\}-\exp \left\{-(n-1) \log \left(\alpha_{1}\right)\right\}} \\
& =\frac{n-1}{\left[1-(n-1) \log \left(\alpha_{0}\right)+\cdots\right]-\left[1-(n-1) \log \left(\alpha_{1}\right)+\cdots\right]}  \tag{6.167}\\
& \rightarrow \frac{1}{\log \left(\alpha_{1} / \alpha_{0}\right)},
\end{align*}
$$

leading to (6.165). Likewise, putting $n=0$ into (6.164), it reduces to (6.166), because now we have necessarily $\alpha_{0}=\alpha_{00}$. Even in extreme, degenerate cases, Bayesian analysis continues to yield the correct results. ${ }^{16}$ And it is evident that all moments and percentiles of

[^33]the posterior distribution are also entire functions of $n$, so they may be calculated once and for all for all $n$, taking limiting values whenever the general expression reduces to $(0 / 0)$ or $(\infty / \infty)$; this will always yield the same result that we obtain by going back to the beginning and repeating the calculation for that particular $n$ value. ${ }^{17}$

If $\alpha_{1}<\infty$, the posterior distribution is confined to a finite interval, and so it has necessarily moments of all orders. In fact,

$$
\begin{equation*}
\left\langle\alpha^{m}\right\rangle=\frac{n-1}{\alpha_{0}^{1-n}-\alpha_{1}^{1-n}} \int_{\alpha_{0}}^{\alpha_{1}} \mathrm{~d} \alpha \alpha^{m-n}=\frac{n-1}{n-m-1} \frac{\alpha_{0}^{1+m-n}-\alpha_{1}^{1+m-n}}{\alpha_{0}^{1-n}-\alpha_{1}^{1-n}} \tag{6.168}
\end{equation*}
$$

and when $n \rightarrow 1$ or $m \rightarrow n-1$, we are to take the limit of this expression in the manner of (6.167), yielding the more explicit forms:

$$
\left\langle\alpha^{m}\right\rangle=\left\{\begin{array}{cl}
\frac{\alpha_{1}^{m}-\alpha_{0}^{m}}{m \log \left(\alpha_{1} / \alpha_{0}\right)} & \text { if } n=1  \tag{6.169}\\
\frac{(n-1) \log \left(\alpha_{1} / \alpha_{0}\right)}{\alpha_{0}^{1-n}-a_{1}^{1-n}} & \text { if } m=n-1
\end{array}\right.
$$

In the above results, the posterior distribution is confined to a finite region $\left(a_{0} \leq \alpha \leq \alpha_{1}\right)$ and there can be no singular result.

Exercise 6.8. Complete this example, finding explicit values for the estimates of $\alpha$ and their accuracy. Discuss how these results correspond or fail to correspond to common sense judgments.

Finally, we leave it as an exercise for the reader to consider what happens as $\alpha_{1} \rightarrow \infty$ and we pass to an infinite domain.

Exercise 6.9. When $\alpha_{1} \rightarrow \infty$, some moments must cease to exist, so some inferences must cease to be possible; others remain possible. Examine the above equations to find under what conditions a posterior (mean $\pm$ standard deviation) or (median $\pm$ interquartile span) remains possible, considering in particular the case of small $n$. State how the results correspond to common sense.

[^34]
### 6.23 Comments

The calculations which we have done here with ease - in particular, (6.129) and (6.152) cannot be done with any version of probability theory which does not permit the use of the prior and posterior probabilities needed, and consequently does not allow us to integrate out a nuisance parameter with respect to a prior. It appears to us that Mr B's results are beyond the reach of orthodox methods. Yet at every stage, probability theory as logic has followed the procedures that are determined uniquely by the basic product and sum rules of probability theory; and it has yielded well-behaved, reasonable, and useful results. In some cases, the prior information was absolutely essential, even though it was only qualitative. Later we shall see even more striking examples of this.

It should not be supposed that this recognition of the need to use prior information is a new discovery. It was emphasized very strongly by Bertrand (1889); he gave several examples, of which we quote the last (he wrote in very short paragraphs):

The inhabitants of St. Malo [a small French town on the English channel] are convinced; for a century, in their village, the number of deaths at the time of high tide has been greater than at low tide. We admit the fact.

On the coast of the English channel there have been more shipwrecks when the wind was from the northwest than for any other direction. The number of instances being supposed the same and equally reliably reported, still one will not draw the same conclusions.

While we would be led to accept as a certainty the influence of the wind on shipwrecks, common sense demands more evidence before considering it even plausible that the tide influences the last hour of the Malouins.

The problems, again, are identical; the impossibility of accepting the same conclusions shows the necessity of taking into account the prior probability for the cause.

Clearly, Bertrand cannot be counted among those who advocate R. A. Fisher's maxim: 'Let the data speak for themselves!' which has so dominated statistics in this century. The data cannot speak for themselves; and they never have, in any real problem of inference.

For example, Fisher advocated the method of maximum likelihood for estimating a parameter; in a sense, this is the value that is indicated most strongly by the data alone. But that takes note of only one of the factors that probability theory (and common sense) requires. For, if we do not supplement the maximum likelihood method with some prior information about which hypotheses we shall consider reasonable, then it will always lead us inexorably to favor the 'sure thing' hypothesis $H_{\mathrm{S}}$, according to which every tiny detail of the data was inevitable; nothing else could possibly have happened. For the data always have a much higher probability (namely $p\left(D \mid H_{S}\right)=1$ ), on $H_{\mathrm{S}}$ than on any other hypothesis; $H_{\mathrm{S}}$ is always the maximum likelihood solution over the class of all hypotheses. Only our extremely low prior probability for $H_{\mathrm{S}}$ can justify our rejecting it. ${ }^{18}$

[^35]Orthodox practice deals with this in part by the device of specifying a model, which is, of course, a means of incorporating some prior information about the phenomenon being observed. But this is incomplete, defining only the parameter space within which we shall seek that maximum; without a prior probability over that parameter space, we have no way of incorporating further prior information about the likely values of the parameter, which we almost always have and which is often highly cogent for any rational inference. For example, although a parameter space may extend formally to infinity, in virtually every real problem we know in advance that the parameter is enormously unlikely to be outside some finite domain. This information may or may not be crucial, depending on what data set we happen to get.

As the writer can testify from his student days, steadfast followers of Fisher often interpret 'Let the data speak for themselves' as implying that it is reprehensible - a violation of 'scientific objectivity' - to allow one's self to be influenced at all by prior information. It required a few years of experience to perceive, with Bertrand, what a disastrous error this is in real problems. Fisher was able to manage without mentioning prior information only because, in the problems he chose to work on, he had no very important prior information anyway, and plenty of data. Had he worked on problems with cogent prior information and sparse data, we think that his ideology would have changed rather quickly.

Scientists in all fields see this readily enough - as long as they rely on their own common sense instead of orthodox teaching. For example, Stephen J. Gould (1989) describes the bewildering variety of soft-bodied animals that lived in early Cambrian times, preserved perfectly in the famous Burgess shale of the Canadian Rockies. Two paleontologists examined the same fossil, named Aysheaia, and arrived at opposite conclusions regarding its proper taxonomic classification. One who followed Fisher's maxim would be obliged to question the competence of one of them; but Gould does not make this error. He concludes (p. 172), 'We have a reasonably well-controlled psychological experiment here. The data had not changed, so the reversal of opinion can only record a revised presupposition about the most likely status of Burgess organisms.'

Prior information is essential also for a different reason, if we are trying to make inferences concerning which mechanism is at work. Fisher would, presumably, insist as strongly as any other scientist that a cause-effect relationship requires a physical mechanism to bring it about. But as in St Malo, the data alone are silent on this; they do not speak for themselves. ${ }^{19}$ Only prior information can tell us whether some hypothesis provides a possible mechanism for the observed facts, consistent with the known laws of physics. If it does not, then the fact that it accounts well for the data may give it a high likelihood, but cannot give it any credence. A fantasy that invokes the labors of hordes of little invisible elves and pixies running about to generate the data would have just as high a likelihood; but it would still have no credence for a scientist.

[^36]It is not only orthodox statisticians who have denigrated prior information in the 20th century. The fantasy writer H. P. Lovecraft once defined 'common sense' as 'merely a stupid absence of imagination and mental flexibility'. Indeed, it is just the accumulation of unchanging prior information about the world that gives the mature person the mental stability that rejects arbitrary fantasies (although we may enjoy diversionary reading of them).

Today, the question whether our present information does or does not provide credible evidence for the existence of a causal effect is a major policy issue, arousing bitter political, commercial, medical, and environmental contention, resounding in courtrooms and legislative halls. ${ }^{20}$ Yet cogent prior information - without which the issue cannot possibly be judged - plays little role in the testimony of 'expert witnesses' with orthodox statistical training, because their standard procedures have no place to use it. We note that Bertrand's clear and correct insight into this appeared the year before Fisher was born; the progress of scientific inference has not always been forward.

Thus, this chapter begins and ends with a glance back at Fisher, about whom the reader may find more in Chapter 16.

[^37]
## 7

## The central, Gaussian or normal distribution


#### Abstract

My own impression . . . is that the mathematical results have outrun their interpretation and that some simple explanation of the force and meaning of the celebrated integral . . . will one day be found $\ldots$. which will at once render useless all the works hitherto written.


Augustus de Morgan (1838)

Here, de Morgan was expressing his bewilderment at the 'curiously ubiquitous' success of methods of inference based on the Gaussian, or normal, 'error law' (sampling distribution), even in cases where the law is not at all plausible as a statement of the actual frequencies of the errors. But the explanation was not forthcoming as quickly as he expected.

In the middle 1950s the writer heard an after-dinner speech by Professor Willy Feller, in which he roundly denounced the practice of using Gaussian probability distributions for errors, on the grounds that the frequency distributions of real errors are almost never Gaussian. Yet in spite of Feller's disapproval, we continued to use them, and their ubiquitous success in parameter estimation continued. So, 145 years after de Morgan's remark, the situation was still unchanged, and the same surprise was expressed by George Barnard (1983): 'Why have we for so long managed with normality assumptions?'

Today we believe that we can, at last, explain (1) the inevitably ubiquitous use, and (2) the ubiquitous success, of the Gaussian error law. Once seen, the explanation is indeed trivially obvious; yet, to the best of our knowledge, it is not recognized in any of the previous literature of the field, because of the universal tendency to think of probability distributions in terms of frequencies. We cannot understand what is happening until we learn to think of probability distributions in terms of their demonstrable information content instead of their imagined (and, as we shall see, irrelevant) frequency connections.

A simple explanation of these properties - stripped of past irrelevancies - has been achieved only very recently, and this development changed our plans for the present work. We decided that it is so important that it should be inserted at this somewhat early point in the narrative, even though we must then appeal to some results that are established only later. In the present chapter, then, we survey the historical basis of Gaussian distributions and present a quick preliminary understanding of their functional role in inference. This understanding will then guide us directly - without the usual false starts and blind
alleys - to the computational procedures which yield the great majority of the useful applications of probability theory.

### 7.1 The gravitating phenomenon

We have noted an interesting phenomenon several times in previous chapters; in probability theory, there seems to be a central, universal distribution

$$
\begin{equation*}
\varphi(x) \equiv \frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{x^{2}}{2}\right\} \tag{7.1}
\end{equation*}
$$

toward which all others gravitate under a very wide variety of different operations - and which, once attained, remains stable under an even wider variety of operations. The famous 'central limit theorem' concerns one special case of this. In Chapter 4, we noted that a binomial or beta sampling distribution goes asymptotically into a Gaussian when the number of trials becomes large. In Chapter 6 we noted a virtually universal property, that posterior distributions for parameters go into Gaussian when the number of data values increases.

In physics, these gravitating and stability properties have made this distribution the universal basis of kinetic theory and statistical mechanics; in biology, it is the natural tool for discussing population dynamics in ecology and evolution. We cannot doubt that it will become equally fundamental in economics, where it already enjoys ubiquitous use, but somewhat apologetically, as if there were some doubt about its justification. We hope to assist this development by showing that its range of validity for such applications is far wider than is usually supposed.

Figure 7.1 illustrates this distribution. Its general shape is presumably already well known to the reader, although the numerical values attached to it may not be. The cumulative


Fig. 7.1. The central, Gaussian or normal distribution: $\varphi(t)=1 / \sqrt{2 \pi} \exp \left(-t^{2} / 2\right)$.

Gaussian, defined as

$$
\begin{align*}
\Phi(x) & \equiv \int_{-\infty}^{x} \mathrm{~d} t \varphi(t) \\
& =\int_{-\infty}^{0} \mathrm{~d} t \varphi(t),+\int_{0}^{x} \mathrm{~d} t \varphi(t)  \tag{7.2}\\
& =\frac{1}{2}[1+\operatorname{erf}(x)]
\end{align*}
$$

will be used later in this chapter for solving some problems. Numerical values for this function are easily calculated using the error function, $\operatorname{erf}(x)$.

This distribution is called the Gaussian, or normal, distribution, for historical reasons discussed below. Both names are inappropriate and misleading today; all the correct connotations would be conveyed if we called it, simply, the central distribution of probability theory. ${ }^{1}$ We consider first three derivations of it that were important historically and conceptually, because they made us aware of three important properties of the Gaussian distribution.

### 7.2 The Herschel-Maxwell derivation

One of the most interesting derivations, from the standpoint of economy of assumptions, was given by the astronomer John Herschel (1850). He considered the two-dimensional probability distribution for errors in measuring the position of a star. Let $x$ be the error in the longitudinal (east-west) direction and $y$ the error in the declination (northsouth) direction, and ask for the joint probability distribution $\rho(x, y)$. Herschel made two postulates (P1, P2) that seemed required intuitively by conditions of geometrical homogeneity.

## (P1) Knowledge of $x$ tells us nothing about y

That is, probabilities of errors in orthogonal directions should be independent; so the undetermined distribution should have the functional form

$$
\begin{equation*}
\rho(x, y) \mathrm{d} x \mathrm{~d} y=f(x) \mathrm{d} x \times f(y) \mathrm{d} y \tag{7.3}
\end{equation*}
$$

We can write the distribution equally well in polar coordinates $r, \theta$ defined by $x=r \cos \theta$, $y=r \sin \theta$ :

$$
\begin{equation*}
\rho(x, y) \mathrm{d} x \mathrm{~d} y=g(r, \theta) r \mathrm{~d} r \mathrm{~d} \theta . \tag{7.4}
\end{equation*}
$$

[^38]$$
(P 2) \text { This probability should be independent of the angle: } g(r, \theta)=g(r)
$$

Then (7.3) and (7.4) yield the functional equation

$$
\begin{equation*}
f(x) f(y)=g\left(\sqrt{x^{2}+y^{2}}\right) \tag{7.5}
\end{equation*}
$$

and, setting $y=0$, this reduces to $g(x)=f(x) f(0)$, so (7.5) becomes the functional equation

$$
\begin{equation*}
\log \left[\frac{f(x)}{f(0)}\right]+\log \left[\frac{f(y)}{f(0)}\right]=\log \left[\frac{f\left(\sqrt{x^{2}+y^{2}}\right)}{f(0)}\right] \tag{7.6}
\end{equation*}
$$

But the general solution of this is obvious; a function of $x$ plus a function of $y$ is a function only of $x^{2}+y^{2}$. The only possibility is that $\log [f(x) / f(0)]=a x^{2}$. We have a normalizable probability only if $a$ is negative, and then normalization determines $f(0)$; so the general solution can only have the form

$$
\begin{equation*}
f(x)=\sqrt{\frac{\alpha}{\pi}} \exp \left\{-\alpha x^{2}\right\}, \quad \alpha>0 \tag{7.7}
\end{equation*}
$$

with one undetermined parameter. The only two-dimensional probability density satisfying Herschel's invariance conditions is a circular symmetric Gaussian:

$$
\begin{equation*}
\rho(x, y)=\frac{\alpha}{\pi} \exp \left\{-\alpha\left(x^{2}+y^{2}\right)\right\} . \tag{7.8}
\end{equation*}
$$

Ten years later, James Clerk Maxwell (1860) gave a three-dimensional version of this same argument to find the probability distribution $\rho\left(v_{x}, v_{y}, v_{z}\right) \propto \exp \left\{-\alpha\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right)\right\}$ for velocities of molecules in a gas, which has become well known to physicists as the 'Maxwellian velocity distribution law' fundamental to kinetic theory and statistical mechanics.

The Herschel-Maxwell argument is particularly beautiful because two qualitative conditions, incompatible in general, become compatible for just one quantitative distribution, which they therefore uniquely determine. Einstein $(1905 a, b)$ used the same kind of argument to deduce the Lorentz transformation law from his two qualitative postulates of relativity theory. ${ }^{2}$

The Herschel-Maxwell derivation is economical also in that it does not actually make any use of probability theory; only geometrical invariance properties which could be applied equally well in other contexts. Gaussian functions are unique objects in their own right, for purely mathematical reasons. But now we give a famous derivation that makes explicit use of probabilistic intuition.

[^39]
### 7.3 The Gauss derivation

We estimate a location parameter $\theta$ from $(n+1)$ observations $\left(x_{0}, \ldots, x_{n}\right)$ by maximum likelihood. If the sampling distribution factors: $p\left(x_{0}, \ldots, x_{n} \mid \theta\right)=f\left(x_{0} \mid \theta\right) \cdots f\left(x_{n} \mid \theta\right)$, the likelihood equation is

$$
\begin{equation*}
\sum_{i=0}^{n} \frac{\partial}{\partial \theta} \log f\left(x_{i} \mid \theta\right)=0 \tag{7.9}
\end{equation*}
$$

or, writing

$$
\begin{equation*}
\log f(x \mid \theta)=g(\theta-x)=g(u) \tag{7.10}
\end{equation*}
$$

the maximum likelihood estimate $\hat{\theta}$ will satisfy

$$
\begin{equation*}
\sum_{i} g^{\prime}\left(\hat{\theta}-x_{i}\right)=0 \tag{7.11}
\end{equation*}
$$

Now, intuition may suggest to us that the estimate ought to be also the arithmetic mean of the observations:

$$
\begin{equation*}
\hat{\theta}=\bar{x}=\frac{1}{n+1} \sum_{i=0}^{n} x_{i} \tag{7.12}
\end{equation*}
$$

but (7.11) and (7.12) are in general incompatible ((7.12) is not a root of (7.11)). Nevertheless, consider a possible sample, in which only one observation $x_{0}$ is nonzero: if in (7.12) we put

$$
\begin{equation*}
x_{0}=(n+1) u, \quad x_{1}=x_{2}=\cdots=x_{n}=0, \quad(-\infty<u<\infty) \tag{7.13}
\end{equation*}
$$

then $\hat{\theta}=u, \hat{\theta}-x_{0}=-n u$, whereupon eqn. (7.11) becomes $g^{\prime}(-n u)+n g^{\prime}(u)=0$, $n=1,2,3, \ldots$ The case $n=1$ tells us that $g^{\prime}(u)$ must be an antisymmetric function: $g^{\prime}(-u)=-g^{\prime}(u)$, so this reduces to

$$
\begin{equation*}
g^{\prime}(n u)=n g^{\prime}(u), \quad(-\infty<u<\infty), \quad n=1,2,3, \ldots \tag{7.14}
\end{equation*}
$$

Evidently, the only possibility is a linear function:

$$
\begin{equation*}
g^{\prime}(u)=a u, \quad g(u)=\frac{1}{2} a u^{2}+b \tag{7.15}
\end{equation*}
$$

Converting back by (7.10), a normalizable distribution again requires that $a$ be negative, and normalization then determines the constant $b$. The sampling distribution must have the form

$$
\begin{equation*}
f(x \mid \theta)=\sqrt{\frac{\alpha}{2 \pi}} \exp \left\{-\frac{1}{2} \alpha(x-\theta)^{2}\right\} \quad(0<\alpha<\infty) \tag{7.16}
\end{equation*}
$$

Since (7.16) was derived assuming the special sample (7.13), we have shown thus far only that (7.16) is a necessary condition for the equality of maximum likelihood estimate and sample mean. Conversely, if (7.16) is satisfied, then the likelihood equation (7.9) always has the unique solution (7.12); and so (7.16) is the necessary and sufficient condition for this agreement. The only freedom is the unspecified scale parameter $\alpha$.

### 7.4 Historical importance of Gauss's result

This derivation was given by Gauss (1809), as little more than a passing remark in a work concerned with astronomy. It might have gone unnoticed but for the fact that Laplace saw its merit and the following year published a large work calling attention to it and demonstrating the many useful properties of (7.16) as a sampling distribution. Ever since, it has been called the 'Gaussian distribution'.

Why was the Gauss derivation so sensational in effect? Because it put an end to a long and, it seems to us today, scandalous - psychological hang up suffered by some of the greatest mathematicians of the time. The distribution (7.16) had been found in a more or less accidental way already by de Moivre (1733), who did not appreciate its significance and made no use of it. Throughout the 18th century, it would have been of great value to astronomers faced constantly with the problem of making the best estimates from discrepant observations; yet the greatest minds failed to see it. Worse, even the qualitative fact underlying data analysis - cancellation of errors by averaging of data - was not perceived by so great a mathematician as Leonhard Euler.

Euler (1749), trying to resolve the 'Great Inequality of Jupiter and Saturn', found himself with what was at the time a monstrous problem (described briefly in our closing Comments, Section 7.27). To determine how the longitudes of Jupiter and Saturn had varied over long times, he made 75 observations over a 164 year period (1582-1745), and eight orbital parameters to estimate from them.

Today, a desk-top microcomputer could solve this problem by an algorithm to be given in Chapter 19, and print out the best estimates of the eight parameters and their accuracies, in about one minute (the main computational job is the inversion of an $(8 \times 8)$ matrix). Euler failed to solve it, but not because of the magnitude of this computation; he failed even to comprehend the principle needed to solve it. Instead of seeing that by combining many observations their errors tend to cancel, he thought that this would only 'multiply the errors' and make things worse. In other words, Euler concentrated his attention entirely on the worst possible thing that could happen, as if it were certain to happen - which makes him perhaps the first really devout believer in Murphy's Law. ${ }^{3}$

Yet, practical people, with experience in actual data taking, had long perceived that this worst possible thing does not happen. On the contrary, averaging our observations has the great advantage that the errors tend to cancel each other. ${ }^{4}$ Hipparchus, in the second century $\mathbf{B C}$, estimated the precession of the equinoxes by averaging measurements on several stars. In the late 16th century, taking the average of several observations was the routine procedure of Tycho Brahe. Long before it had any formal theoretical justification from mathematicians, intuition had told observational astronomers that this averaging of data was the right thing to do.

Some 30 years after Euler's effort, another competent mathematician, Daniel Bernoulli (1777), still could not comprehend the procedure. Bernoulli supposes that an archer is

[^40]shooting at a vertical line drawn on a target, and asks how many shots land in various vertical bands on either side of it:

Now is it not self-evident that the hits must be assumed to be thicker and more numerous on any given band the nearer this is to the mark? If all the places on the vertical plane, whatever their distance from the mark, were equally liable to be hit, the most skillful shot would have no advantage over a blind man. That, however, is the tacit assertion of those who use the common rule (the arithmetic mean) in estimating the value of various discrepant observations, when they treat them all indiscriminately. In this way, therefore, the degree of probability of any given deviation could be determined to some extent a posteriori, since there is no doubt that, for a large number of shots, the probability is proportional to the number of shots which hit a band situated at a given distance from the mark.

We see that Daniel Bernoulli (1777), like his uncle James Bernoulli (1713), saw clearly the distinction between probability and frequency. In this respect, his understanding exceeded that of John Venn 100 years later, and Jerzy Neyman 200 years later. Yet he fails completely to understand the basis for taking the arithmetic mean of the observations as an estimate of the true 'mark'. He takes it for granted (although a short calculation, which he was easily capable of doing, would have taught him otherwise) that, if the observations are given equal weight in calculating the average, then one must be assigning equal probability to all errors, however great. Presumably, others made intuitive guesses like this, unchecked by calculation, making this part of the folklore of the time. Then one can appreciate how astonishing it was when Gauss, 32 years later, proved that the condition

$$
\begin{equation*}
(\text { maximum likelihood estimate })=(\text { arithmetic mean }) \tag{7.17}
\end{equation*}
$$

uniquely determines the Gaussian error law, not the uniform one.
In the meantime, Laplace (1783) had investigated this law as a limiting form of the binomial distribution, derived its main properties, and suggested that it was so important that it ought to be tabulated; yet, lacking the above property demonstrated by Gauss, he still failed to see that it was the natural error law (the Herschel derivation was still 77 years in the future). Laplace persisted in trying to use the form $f(x) \propto \exp \{-a|x|\}$, which caused no end of analytical difficulties. But he did understand the qualitative principle that combination of observations improves the accuracy of estimates, and this was enough to enable him to solve, in 1787, the problem of Jupiter and Saturn, on which the greatest minds had been struggling since before he was born.

Twenty-two years later, when Laplace saw the Gauss derivation, he understood it all in a flash - doubtless mentally kicked himself for not seeing it before - and hastened (Laplace, $1810,1812)$ to give the central limit theorem and the full solution to the general problem of reduction of observations, which is still how we analyze it today. Not until the time of Einstein did such a simple mathematical argument again have such a great effect on scientific practice.

### 7.5 The Landon derivation

A derivation of the Gaussian distribution that gives us a very lively picture of the process by which a Gaussian frequency distribution is built up in Nature was given in 1941 by Vernon D. Landon, an electrical engineer studying properties of noise in communication circuits. We give a generalization of his argument, in our current terminology and notation.

The argument was suggested by the empirical observation that the variability of the electrical noise voltage $v(t)$ observed in a circuit at time $t$ seems always to have the same general properties, even though it occurs at many different levels (say, mean square values) corresponding to different temperatures, amplifications, impedance levels, and even different kinds of sources - natural, astrophysical, or man-made by many different devices such as vacuum tubes, neon signs, capacitors, resistors made of many different materials, etc. Previously, engineers had tried to characterize the noise generated by different sources in terms of some 'statistic' such as the ratio of peak to RMS (root mean square) value, which it was thought might identify its origin. Landon recognized that these attempts had failed, and that the samples of electrical noise produced by widely different sources ' . . cannot be distinguished one from the other by any known test'. ${ }^{5}$

Landon reasoned that if this frequency distribution of noise voltage is so universal, then it must be better determined theoretically than empirically. To account for this universality but for magnitude, he visualized not a single distribution for the voltage at any given time, but a hierarchy of distributions $p(v \mid \sigma)$ characterized by a single scale parameter $\sigma^{2}$, which we shall take to be the expected square of the noise voltage. The stability seems to imply that, if the noise level $\sigma^{2}$ is increased by adding a small increment of voltage, the probability distribution still has the same functional form, but is only moved up the hierarchy to the new value of $\sigma$. He discovered that for only one functional form of $p(v \mid \sigma)$ will this be true.

Suppose the noise voltage $v$ is assigned the probability distribution $p(v \mid \sigma)$. Then it is incremented by a small extra contribution $\epsilon$, becoming $v^{\prime}=v+\epsilon$, where $\epsilon$ is small compared with $\sigma$, and has a probability distribution $q(\epsilon) \mathrm{d} \epsilon$, independent of $p(v \mid \sigma)$. Given a specific $\epsilon$, the probability for the new noise voltage to have the value $v^{\prime}$ would be just the previous probability that $v$ should have the value $\left(v^{\prime}-\epsilon\right)$. Thus, by the product and sum rules of probability theory, the new probability distribution is the convolution

$$
\begin{equation*}
f\left(v^{\prime}\right)=\int \mathrm{d} \epsilon p\left(v^{\prime}-\epsilon \mid \sigma\right) q(\epsilon) \tag{7.18}
\end{equation*}
$$

Expanding this in powers of the small quantity $\epsilon$ and dropping the prime, we have

$$
\begin{equation*}
f(v)=p(v \mid \sigma)-\frac{\partial p(v \mid \sigma)}{\partial v} \int \mathrm{~d} \epsilon \epsilon q(\epsilon)+\frac{1}{2} \frac{\partial^{2} p(v \mid \sigma)}{\partial v^{2}} \int \mathrm{~d} \epsilon \epsilon^{2} q(\epsilon)+\cdots \tag{7.19}
\end{equation*}
$$

[^41]or, now writing for brevity $p \equiv p(v \mid \sigma)$,
\[

$$
\begin{equation*}
f(v)=p-\langle\epsilon\rangle \frac{\partial p}{\partial v}+\frac{1}{2}\left\langle\epsilon^{2}\right\rangle \frac{\partial^{2} p}{\partial v^{2}}+\cdots \tag{7.20}
\end{equation*}
$$

\]

This shows the general form of the expansion; but now we assume that the increment is as likely to be positive as negative: ${ }^{6}\langle\epsilon\rangle=0$. At the same time, the expectation of $v^{2}$ is increased to $\sigma^{2}+\left\langle\epsilon^{2}\right\rangle$, so Landon's invariance property requires that $f(v)$ should be equal also to

$$
\begin{equation*}
f(v)=p+\left\langle\epsilon^{2}\right\rangle \frac{\partial p}{\partial \sigma^{2}} \tag{7.21}
\end{equation*}
$$

Comparing (7.20) and (7.21), we have the condition for this invariance:

$$
\begin{equation*}
\frac{\partial p}{\partial \sigma^{2}}=\frac{1}{2} \frac{\partial^{2} p}{\partial v^{2}} \tag{7.22}
\end{equation*}
$$

But this is a well-known differential equation (the 'diffusion equation'), whose solution with the obvious initial condition $p(v \mid \sigma=0)=\delta(v)$ is

$$
\begin{equation*}
p(v \mid \sigma)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{v^{2}}{2 \sigma^{2}}\right\} \tag{7.23}
\end{equation*}
$$

the standard Gaussian distribution. By minor changes in the wording, the above mathematical argument can be interpreted either as calculating a probability distribution, or as estimating a frequency distribution; in 1941 nobody except Harold Jeffreys and John Maynard Keynes took note of such distinctions. As we shall see, this is, in spirit, an incremental version of the central limit theorem; instead of adding up all the small contributions at once, it takes them into account one at a time, requiring that at each step the new probability distribution has the same functional form (to second order in $\epsilon$ ).

This is just the process by which noise is produced in Nature - by addition of many small increments, one at a time (for example, collisions of individual electrons with atoms, each collision radiating another tiny pulse of electromagnetic waves, whose sum is the observed noise). Once a Gaussian form is attained, it is preserved; this process can be stopped at any point, and the resulting final distribution still has the Gaussian form. What is at first surprising is that this stable form is independent of the distributions $q(\epsilon)$ of the small increments; that is why the noise from different sources could not be distinguished by any test known in $1941 .^{7}$

Today we can go further and recognize that the reason for this independence was that only the second moment $\left\langle\epsilon^{2}\right\rangle$ of the increments mattered for the updated point distribution (that

[^42]is, the probability distribution for the voltage at a given time that we were seeking). Even the magnitude of the second moment did not matter for the functional form; it determined only how far up the $\sigma^{2}$ hierarchy we moved. But if we ask a more detailed question, involving time-dependent correlation functions, then noise samples from different sources are no longer indistinguishable. The second-order correlations of the form $\left\langle\epsilon(t) \epsilon\left(t^{\prime}\right)\right\rangle$ are related to the power spectrum of the noise through the Wiener-Khinchin theorem, which was just in the process of being discovered in 1941; they give information about the duration in time of the small increments. But if we go to fourth-order correlations $\left\langle\epsilon\left(t_{1}\right) \epsilon\left(t_{2}\right) \epsilon\left(t_{3}\right) \epsilon\left(t_{4}\right)\right\rangle$ we obtain still more detailed information, different for different sources, even though they all have the same Gaussian point distribution and the same power spectrum. ${ }^{8}$

Exercise 7.1. The above derivation established the result to order $\left\langle\epsilon^{2}\right\rangle$. Now suppose that we add $n$ such small increments, bringing the variance up to $\sigma^{2}+n\left\langle\epsilon^{2}\right\rangle$. Show that in the limit $n \rightarrow \infty,\left\langle\epsilon^{2}\right\rangle \rightarrow 0, n\left\langle\epsilon^{2}\right\rangle \rightarrow$ const., the Gaussian distribution (7.23) becomes exact (the higher terms in the expansion (7.19) become vanishingly small compared with the terms in $\left\langle\epsilon^{2}\right\rangle$ ).

Exercise 7.2. Repeat the above derivation without assuming that $\langle\epsilon\rangle=0$ in (7.20). The resulting differential equation is a Fokker-Planck equation. Show that there is now a superimposed steady drift, the solutions having the form $\exp \left\{-\left(v-a \sigma^{2}\right)^{2} / 2 \sigma^{2}\right\}$. Suggest a possible useful application of this result.
Hint: $\sigma^{2}$ and $v$ may be given other interpretations, such as time and distance.

### 7.6 Why the ubiquitous use of Gaussian distributions?

We started this chapter by noting the surprise of de Morgan and Barnard at the great and ubiquitous success that is achieved in inference - particularly, in parameter estimation through the use of Gaussian sampling distributions, and the reluctance of Feller to believe that such success was possible. It is surprising that to understand this mystery requires almost no mathematics - only a conceptual reorientation toward the idea of probability theory as logic.

Let us think in terms of the information that is conveyed by our equations. Whether or not the long-run frequency distribution of errors is in fact Gaussian is almost never

[^43]known empirically; what the scientist knows about them (from past experience or from theory) is almost always simply their general magnitude. For example, today most accurate experiments in physics take data electronically, and a physicist usually knows the mean square error of those measurements because it is related to the temperature by the wellknown Nyquist thermal fluctuation law. ${ }^{9}$ But he seldom knows any other property of the noise. If he assigns the first two moments of a noise probability distribution to agree with such information, but has no further information and therefore imposes no further constraints, then a Gaussian distribution fit to those moments will, according to the principle of maximum entropy as discussed in Chapter 11, represent most honestly his state of knowledge about the noise.

But we must stress a point of logic concerning this. It represents most honestly the physicist's state of knowledge about the particular samples of noise for which he had data. This never includes the noise in the measurement which he is about to make! If we suppose that knowledge about some past samples of noise applies also to the specific sample of noise that we are about to encounter, then we are making an inductive inference that might or might not be justified; and honesty requires that we recognize this. Then past noise samples are relevant for predicting future noise only through those aspects that we believe should be reproducible in the future.

In practice, common sense usually tells us that any observed fine details of past noise are irrelevant for predicting fine details of future noise, but that coarser features, such as past mean square values, may be expected reasonably to persist, and thus be relevant for predicting future mean square values. Then our probability assignment for future noise should make use only of those coarse features of past noise which we believe to have this persistence. That is, it should have maximum entropy subject to the constraints of the coarse features that we retain because we expect them to be reproducible. Probability theory becomes a much more powerful reasoning tool when guided by a little common sense judgment of this kind about the real world, as expressed in our choice of a model and assignment of prior probabilities.

Thus we shall find in studying maximum entropy below that, when we use a Gaussian sampling distribution for the noise, we are in effect telling the robot: 'The only thing I know about the noise is its first two moments, so please take that into account in assigning your probability distribution, but be careful not to assume anything else about the noise.' We shall see presently how well the robot obeys this instruction. ${ }^{10}$

[^44]This does not mean that the full frequency distribution of the past noise is to be ignored if it happens to be known. Probability theory as logic does not conflict with conventional orthodox theory if we actually have the information (that is, perfect knowledge of limiting frequencies, and no other information) that orthodox theory presupposes; but it continues to operate using whatever information we have. In the vast majority of real problems we lack this frequency information but have other information (such as mean square value, digitizing interval, power spectrum of the noise); and a correct probability analysis readily takes this into account, by using the technical apparatus that orthodoxy lacks.

Exercise 7.3. Suppose that the long-run frequency distribution of the noise has been found empirically to be the function $f(e)$ (never mind how one could actually obtain that information), and that we have no other information about the noise. Show, by reasoning like that leading to (4.55) and using Laplace's Rule of Succession (6.73), that, in the limit of a very large amount of frequency data, our probability distribution for the noise becomes numerically equal to the observed frequency distribution: $p(e \mid I) \rightarrow f(e)$. This is what Daniel Bernoulli conjectured in Section 7.4. But state very carefully the exact conditions for this to be true.

In other fields, such as analysis of economic data, knowledge of the noise may be more crude, consisting of its approximate general magnitude and nothing else. But for reasons noted below (the central limit theorem), we still have good reasons to expect a Gaussian functional form; so a Gaussian distribution fit to that magnitude is still a good representation of one's state of knowledge. If even that knowledge is lacking, we still have good reason to expect the Gaussian functional form, so a sampling distribution with $\sigma$ an undetermined nuisance parameter to be estimated from the data is an appropriate and useful starting point. Indeed, as Bretthorst (1988) demonstrates, this is often the safest procedure, even in a physics experiment, because the noise may not be the theoretically well understood Nyquist noise. No source has ever been found which generates noise below the Nyquist value - and from the second law of thermodynamics we do not expect to find such a source, because the Nyquist law is only the low-frequency limit of the Planck black-body radiation law - but a defective apparatus may generate noise far above the Nyquist value. One can still conduct the experiment with such an apparatus, taking into account the greater noise magnitude; but, of course, a wise experimenter who knows that this is happening will try to improve his apparatus before proceeding.

We shall find, in the central limit theorem, still another strong justification for using Gaussian error distributions. But if the Gaussian law is nearly always a good representation of our state of knowledge about the errors in our specific data set, it follows that inferences made from it are nearly always the best ones that could have been made from the information that we actually have.

Now, as we note presently, the data give us a great deal of information about the noise, not usually recognized. But Bayes' theorem automatically takes into account whatever can be inferred about the noise from the data; to the best of our knowledge, this has not been recognized in the previous literature. Therefore Bayesian inferences using a Gaussian sampling distribution could be improved upon only by one who had additional information about the actual errors in his specific data set, beyond its first two moments and beyond what is known from the data.

For this reason, whether our inferences are successful or not, unless such extra information is at hand, there is no justification for adopting a different error law; and, indeed, no principle to tell us which different one to adopt. This explains the ubiquitous use. Since the time of Gauss and Laplace, the great majority of all inference procedures with continuous probability distributions have been conducted - necessarily and properly - with Gaussian sampling distributions. Those who disapproved of this, whatever the grounds for their objection, have been unable to offer any alternative that was not subject to a worse objection; so, already in the time of de Morgan, some 25 years after the work of Laplace, use of the Gaussian rule had become ubiquitous by default, and this continues today.

Recognition of this considerably simplifies our expositions of Bayesian inference; 95\% of our analysis can be conducted with a Gaussian sampling distribution, and only in special circumstances (unusual prior information such as that the errors are pure digitizing errors or that there is an upper bound to the possible error magnitude) is there any reason for adopting a different one. But even in those special circumstances, the Gaussian analysis usually leads to final conclusions so near to the exact ones that the difference is hardly worth the extra effort.

It is now clear that the most ubiquitous reason for using the Gaussian sampling distribution is not that the error frequencies are known to be - or assumed to be - Gaussian, but rather because those frequencies are unknown. One sees what a totally different outlook this is than that of Feller and Barnard; 'normality' was not an assumption of physical fact at all. It was a valid description of our state of knowledge. In most cases, had we done anything different, we would be making an unjustified, gratuitous assumption (violating one of our Chapter 1 desiderata of rationality). But this still does not explain why the procedure is so successful.

### 7.7 Why the ubiquitous success?

By 'ubiquitous success' we mean that, for nearly two centuries, the Gaussian sampling distribution has continued to be, in almost all problems, much easier to use and to yield better results (more accurate parameter estimates) than any alternative sampling distribution that anyone has been able to suggest. To explain this requires that analysis that de Morgan predicted would one day be found. But why did it require so long to find that analysis?

As a start toward answering this, note that we are going to use some function of the data as our estimate; then, whether our present inference - here and now - is or is not successful, depends entirely on what that function is, and on the actual errors that are present in the
one specific data set that we are analyzing. Therefore to explain its success requires that we examine that specific data set. The frequency distribution of errors in other data sets that we might have got but did not - and which we are therefore not analyzing - is irrelevant, unless (a) it is actually known, not merely imagined; (b) it tells us something about the errors in our specific data set that we would not know otherwise.

We have never seen a real problem in which these conditions were met; those who emphasized frequencies most strongly merely assumed them without pointing to any actual measurement. They persisted in trying to justify the Gaussian distribution in terms of assumed frequencies in imaginary data sets that have never been observed; thus they continued to dwell on fantasies instead of the information that was actually relevant to the inference; and so we understand why they were unable to find any explanation of the success of that distribution.

Thus, Feller, thinking exclusively in terms of sampling distributions for estimators, thought that, unless our sampling distribution for the $e_{i}$ correctly represented the actual frequencies of errors, our estimates would be in some way unsatisfactory; in exactly what way seems never to have been stated by Feller or anyone else. Now there is a closely related truth here: If our estimator is a given, fixed function of the data, then the actual variability of the estimate in the long-run over all possible data sets, is indeed determined by the actual long-run frequency distribution of the errors, if such a thing exists.

But does it follow that our assigned sampling distribution must be equal to that frequency distribution in order to get satisfactory estimates? To the best of our knowledge, orthodoxy has never attempted to give any such demonstration, or even recognized the need for it. But this makes us aware of another, equally serious, difficulty.

### 7.8 What estimator should we use?

In estimating a parameter $\mu$ from data $D$, the orthodoxian would almost surely use the maximum likelihood estimator; that is, the value of $\mu$ for which $p(D \mid \mu)$ is a maximum. If the prior information is unimportant (that is, if the prior probability density $p(\mu \mid I)$ is essentially constant over the region of high likelihood), the Bayesian might do this also. But is there any proof that the maximum likelihood estimator yields the most accurate estimates? Might not the estimates of $\mu$ be made still better in the long-run (i.e., more closely concentrated about the true value $\mu_{0}$ ) by a different choice of estimator? This question also remains open; there are two big gaps in the logic here.

More fundamental than the logical gaps is the conceptual disorientation; the scenario envisaged by Feller is not the real problem facing a scientist. As John Maynard Keynes (1921) emphasized long ago, his job is not to fantasize about an imaginary 'long-run' which will never be realized, but to estimate the parameters in the one real case before him, from the one real data set that he actually has. ${ }^{11}$

[^45]To raise these issues is not mere nitpicking; let us show that in general there actually is a better estimator, by the long-run sampling theory criterion, than the maximum likelihood estimator. As we have just seen, Gauss proved that the condition

$$
\begin{equation*}
(\text { maximum likelihood estimator })=(\text { arithmetic mean of the observations }) \tag{7.24}
\end{equation*}
$$

uniquely determines the Gaussian sampling distribution. Therefore, if our sampling distribution is not Gaussian, these two estimators are different. Then, which is better?

Almost all sampling distributions used are of the 'independent, identically distributed' (iid) form:

$$
\begin{equation*}
p\left(x_{1} \cdots x_{n} \mid \mu I\right)=\prod_{i=1}^{n} f\left(x_{i}-\mu\right) \tag{7.25}
\end{equation*}
$$

Bayesian analysis has the theoretical principles needed to determine the optimal estimate for each data set whatever the sampling distribution; it will lead us to make the posterior mean estimate as the one that minimizes the expected square of the error, the posterior median as the one that minimizes the absolute error, etc. If the sampling distribution is not Gaussian, the estimator proves typically to be a linear combination of the observations $(\mu)_{\text {est }}=\sum w_{i} y_{i}$, but with variable weighting coefficients $w_{i}$ depending on the data configuration $\left(y_{i}-y_{j}\right), 1 \leq i, j \leq n$. Thus the estimate is, in general, a nonlinear function of the observations. ${ }^{12}$

In contrast, consider a typical real problem from the orthodox viewpoint which has no prior probabilities or loss functions. We are trying to estimate a location parameter $\mu$, and our data $D$ consist of $n$ observations: $D=\left\{y_{1}, \ldots, y_{n}\right\}$. But they have errors that vary in a way that is uncontrolled by the experimenter and unpredictable from his state of knowledge. ${ }^{13}$ In the following we denote the unknown true value by $\mu_{0}$, and use $\mu$ as a general running variable. Then our model is

[^46]\[

$$
\begin{equation*}
y_{i}=\mu_{0}+e_{i}, \quad(1 \leq i \leq n) \tag{7.27}
\end{equation*}
$$

\]

where $e_{i}$ is the actual error in the $i$ th measurement. Now, if we assign an independent Gaussian sampling distribution for the errors $e_{i}=y_{i}-\mu_{0}$ :

$$
\begin{equation*}
p\left(D \mid \mu_{0} \sigma I\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \exp \left\{-\frac{\sum\left(y_{i}-\mu_{0}\right)^{2}}{2 \sigma^{2}}\right\} \tag{7.28}
\end{equation*}
$$

we have

$$
\begin{equation*}
\sum_{i=1}^{n}\left(y_{i}-\mu_{0}\right)^{2}=n\left[\left(\mu_{0}-\bar{y}\right)^{2}+s^{2}\right] \tag{7.29}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{y} \equiv \frac{1}{n} \sum y_{i}=\mu_{0}+\bar{e}, \quad \quad s^{2} \equiv \overline{y^{2}}-\bar{y}^{2}=\overline{e^{2}}-\bar{e}^{2} \tag{7.30}
\end{equation*}
$$

are the only properties of the data that appear in the likelihood function. Thus the consequence of assigning the Gaussian error distribution is that only the first two moments of the data are going to be used for inferences about $\mu_{0}$ (and about $\sigma$, if it is unknown). They are called the sufficient statistics. From (7.30) it follows that only the first two moments of the noise values $\left\{e_{1}, \ldots, e_{n}\right\}$,

$$
\begin{equation*}
\bar{e}=\frac{1}{n} \sum_{i} e_{i}, \quad \overline{e^{2}}=\frac{1}{n} \sum_{i} e_{i}^{2}, \tag{7.31}
\end{equation*}
$$

can matter for the error in our estimate. We have, in a sense, the simplest possible connection between the errors in our data and the error in our estimate.

If we estimate $\mu$ by the arithmetic mean of the observations, the actual error we shall make in the estimate is the average of the individual errors in our specific data set: ${ }^{14}$

$$
\begin{equation*}
\Delta \equiv \bar{y}-\mu_{0}=\bar{e} \tag{7.32}
\end{equation*}
$$

Note that $\bar{e}$ is not an average over any probability distribution; it is the average of the actual errors, and this result holds however the actual errors $e_{i}$ are distributed. For example, whether a histogram of the $e_{i}$ closely resembles the assigned Gaussian (7.28) or whether all of the error happens to be in $e_{1}$ does not matter in the least; (7.32) remains correct.

### 7.9 Error cancellation

An important reason for the success of the Gaussian sampling distribution lies in its relation to the aforementioned error cancellation phenomenon. Suppose we estimate $\mu$ by some linear combination of the data values:

$$
\begin{equation*}
(\mu)_{\mathrm{est}}=\sum_{i=1}^{n} w_{i} y_{i} \tag{7.33}
\end{equation*}
$$

[^47]where the weighting coefficients $w_{i}$ are real numbers satisfying $\sum w_{i}=1, w_{i} \geq 0,1 \leq$ $i \leq n$. Then with the model (7.27), the square of the error we shall make in our estimate is
\[

$$
\begin{equation*}
\Delta^{2}=\left[(\mu)_{\mathrm{est}}-\mu_{0}\right]^{2}=\left(\sum_{i} w_{i} e_{i}\right)^{2}=\sum_{i, j=1}^{n} w_{i} w_{j} e_{i} e_{j} \tag{7.34}
\end{equation*}
$$

\]

and the expectation of this over whatever sampling distribution we have assigned is

$$
\begin{equation*}
\left\langle\Delta^{2}\right\rangle=\sum_{i, j} w_{i} w_{j}\left\langle e_{i} e_{j}\right\rangle \tag{7.35}
\end{equation*}
$$

But if we have assigned identical and independent probabilities to each $e_{i}$ separately, as is almost always supposed, then $\left\langle e_{i} e_{j}\right\rangle=\sigma^{2} \delta_{i j}$, and so

$$
\begin{equation*}
\left\langle\Delta^{2}\right\rangle=\sigma^{2} \sum_{i} w_{i}^{2} \tag{7.36}
\end{equation*}
$$

Now set $w_{i}=n^{-1}+q_{i}$, where the $\left\{q_{i}\right\}$ are real numbers constrained only by $\sum w_{i}=1$, or $\sum q_{i}=0$. The expected square of the error is then

$$
\begin{equation*}
\left\langle\Delta^{2}\right\rangle=\sigma^{2} \sum_{i}\left(\frac{1}{n^{2}}+\frac{2 q_{i}}{n}+q_{i}^{2}\right)=\sigma^{2}\left(\frac{1}{n}+\sum_{i} q_{i}^{2}\right) \tag{7.37}
\end{equation*}
$$

from which it is evident that $\left\langle\Delta^{2}\right\rangle$ reaches its absolute minimum

$$
\begin{equation*}
\left\langle\Delta^{2}\right\rangle_{\min }=\frac{\sigma^{2}}{n} \tag{7.38}
\end{equation*}
$$

if and only if all $q_{i}=0$. We have the result that uniform weighting, $w_{i}=1 / n$, leading to the arithmetic mean of the observations as our estimate, achieves a smaller expected square of the error than any other; in other words, it affords the maximum possible opportunity for that error cancellation to take place. Note that the result is independent of what sampling distribution $p\left(e_{i} \mid I\right)$ we use for the individual errors. But highly cogent prior information about $\mu$ (that is, the prior density $p(\mu \mid I)$ varies greatly within the high likelihood region) would lead us to modify this somewhat.

If we have no important prior information, use of the Gaussian sampling distribution automatically leads us to estimate $\mu$ by the arithmetic mean of the observations; and Gauss proved that the Gaussian distribution is the only one which does this. Therefore, among all sampling distributions which estimate $\mu$ by the arithmetic mean of the observations, the Gaussian distribution is uniquely determined as the one that gives maximum error cancellation.

This finally makes it very clear why the Gaussian sampling distribution has enjoyed that ubiquitous success over the years compared with others, fulfilling de Morgan's prediction:

When we assign an independent Gaussian sampling distribution to additive noise, what we achieve is not that the error frequencies are correctly represented, but that those frequencies are made irrelevant to the inference, in two respects. (1) All other aspects of the noise beyond $\bar{e}$ and $\overline{e^{2}}$ contribute nothing to the numerical value or the accuracy of our estimates. (2) Our estimate is more accurate than that
from any other sampling distribution that estimates a location parameter by a linear combination of the observations, because it has the maximum possible error cancellation.

Exercise 7.4. More generally, one could contemplate a sampling distribution $p\left(e_{1}, \ldots, e_{n} \mid I\right)$ which assigns different marginal distributions $p\left(e_{i} \mid I\right)$ to the different $e_{i}$, and allows arbitrary correlations between different $e_{i}$. Then the covariance matrix $C_{i j} \equiv\left\langle e_{i} e_{j}\right\rangle$ is a general $n \times n$ positive definite matrix. In this case, prove that the minimum $\left\langle\Delta^{2}\right\rangle$ is achieved by the weighting coefficients

$$
\begin{equation*}
w_{i}=\sum_{j} K_{i j} / \sum_{i j} K_{i j}, \tag{7.39}
\end{equation*}
$$

where $K=C^{-1}$ is the inverse covariance matrix; and that the minimum achievable $\left\langle\Delta^{2}\right\rangle$ is then

$$
\begin{equation*}
\left\langle\Delta^{2}\right\rangle_{\min }=\left(\sum_{i j} K_{i j}\right)^{-1} \tag{7.40}
\end{equation*}
$$

In the case $C_{i j}=\sigma^{2} \delta_{i j}$, this reduces to the previous result (7.38).

In view of the discovery of de Groot and Goel (1980) that 'Only normal distributions have linear posterior expectations', it may be that we are discussing an empty case. We need the solution to another mathematical problem: 'What is the most general sampling distribution that estimates a location parameter by a linear function of the observations?' The work of de Groot and Goel suggests, but in our view does not prove, that the answer is again a Gaussian distribution. Note that we are considering two different problems here, (7.38) is the 'risk', or expected, square of the error over the sampling distribution; while de Groot and Goel were considering expectations over the posterior distribution.

### 7.10 The near irrelevance of sampling frequency distributions

Another way of looking at this is helpful. As we have seen before, in a repetitive situation the probability of any event is usually the same as its expected frequency (using, of course, the same basic probability distribution for both). Then, given a sampling distribution $f(y \mid \theta)$, it tells us that $\int_{R} \mathrm{~d} y f(y \mid \theta)$ is the expected frequency, before the data are known of the event $y \in R$.

But if, as always supposed in elementary parameter estimation, the parameters are held fixed throughout the taking of a data set, then the variability of the data is also, necessarily, the variability of the actual errors in that data set. If we have defined our model to have the form $y_{i}=f\left(x_{i}\right)+e_{i}$, in which the noise is additive, then the exact distribution of the errors is known from the data to within a uniform translation: $e_{i}-e_{j}=y_{i}-y_{j}$. We know from the data $y$ that the exact error in the $i$ th observation has the form $e_{i}=y_{i}-e_{0}$, where
$e_{0}$ is an unknown constant. Whether the frequency distribution of the errors does or does not have the Gaussian functional form is known from the data. Then what use remains for the sampling distribution, which in orthodox theory yields only the prior expectations of the error frequencies? Whatever form of frequency distribution we might have expected before seeing the data, is rendered irrelevant by the information in the data! What remains significant for inference is the likelihood function - how the probability of the observed data set varies with the parameters $\theta$.

Although all these results are mathematically trivial, we stress their nontrivial consequences by repeating them in different words. A Gaussian distribution has a far deeper connection with the arithmetic mean than that shown by Gauss. If we assign the independent Gaussian error distribution, then the error in our estimate is always the arithmetic mean of the true errors in our data set; and whether the frequency distribution of those errors is or is not Gaussian is totally irrelevant. Any error vector $\left\{e_{1}, \ldots, e_{n}\right\}$ with the same first moment $\bar{e}$ will lead us to the same estimate of $\mu$; and any error vector with the same first two moments will lead us to the same estimates of both $\mu$ and $\sigma$ and the same accuracy claims, whatever the frequency distributions of the individual errors. This is a large part of the answer to de Morgan, Feller, and Barnard.

This makes it clear that what matters to us functionally - that is, what determines the actual error of our estimate - is not whether the Gaussian error law correctly describes the limiting frequency distribution of the errors; but rather whether that error law correctly describes our prior information about the actual errors in our data set. If it does, then the above calculations are the best we can do with the information we have; and there is nothing more to be said.

The only case where we should - or indeed, could - do anything different is when we have additional prior information about the errors beyond their first two moments. For example, if we know that they are simple digitizing errors with digitizing interval $\delta$, then we know that there is a rigid upper bound to the magnitude of any error: $\left|e_{i}\right| \leq \delta / 2$. Then if $\delta<\sigma$, use of the appropriate truncated sampling distribution instead of the Gaussian (7.28) will almost surely lead to more accurate estimates of $\mu$. This kind of prior information can be very helpful (although it complicates the analytical solution, this is no deterrent to a computer), and we consider a problem of this type in Section 7.17.

Closer to the present issue, in what sense and under what conditions does the Gaussian error law 'correctly describe' our information about the errors?

### 7.11 The remarkable efficiency of information transfer

Again, we anticipate a few results from later chapters in order to obtain a quick, preliminary view of what is happening, which will improve our judgment in setting up real problems. The noise probability distribution $p(e \mid \alpha \beta)$ which has maximum entropy $H=-\int \mathrm{d} e p(e) \log p(e)$ subject to the constraints of prescribed expectations

$$
\begin{equation*}
\langle e\rangle=\alpha, \quad\left\langle e^{2}\right\rangle=\alpha^{2}+\beta^{2} \tag{7.41}
\end{equation*}
$$

in which the brackets $\rangle$ now denote averages over the probability distribution $p(e \mid \alpha \beta)$, is the Gaussian

$$
\begin{equation*}
p(e \mid \alpha \beta)=\frac{1}{\sqrt{2 \pi \beta^{2}}} \exp \left\{-\frac{(e-\alpha)^{2}}{2 \beta^{2}}\right\} \tag{7.42}
\end{equation*}
$$

So a state of prior information which leads us to prescribe the expected first and second moments of the noise - and nothing else - uniquely determines the Gaussian distribution. Then it is eminently satisfactory that this leads to inferences that depend on the noise only through the first and second moments of the actual errors. When we assign error probabilities by the principle of maximum entropy, the only properties of the errors that are used in our Bayesian inference are the properties about which we specified some prior information. This is a very important second part of that answer.

In this example, we have stumbled for the first time onto a fundamental feature of probability theory as logic: if we assign probabilities to represent our information, then circumstances about which we have no information, are not used in our subsequent inferences. But it is not only true of this example; we shall find when we study maximum entropy that it is a general theorem that any sampling distribution assigned by maximum entropy leads to Bayesian inferences that depend only on the information that we incorporated as constraints in the entropy maximization. ${ }^{15}$

Put differently, our rules for extended logic automatically use all the information that we have, and avoid assuming information that we do not have. Indeed, our Chapter 1 desiderata require this. In spite of its extremely simple formal structure in the product and sum rules, probability theory as logic has a remarkable sophistication in applications. It perceives instantly what generations of statisticians and probabilists failed to see; for a probability calculation to have a useful and reliable function in the real world, it is by no means required that the probabilities have any relation to frequencies. ${ }^{16}$

Once this is pointed out, it seems obvious that circumstances about which we have no information cannot be of any use to us in inference. Rules for inference which fail to recognize this and try to introduce such quantities as error frequencies into the calculation as ad hoc assumptions, even when we have no information about them, are claiming, in effect, to get something for nothing (in fact, they are injecting arbitrary - and therefore almost certainly false - information). Such devices may be usable in some small class of problems; but they are guaranteed to yield wrong and/or misleading conclusions if applied outside that class.

On the other hand, probability theory as logic is always safe and conservative, in the following sense: it always spreads the probability out over the full range of conditions

[^48]allowed by the information used; our basic desiderata require this. Thus it always yields the conclusions that are justified by the information which was put into it. The robot can return vague estimates if we give it vague or incomplete information; but then it warns us of that fact by returning posterior distributions so wide that they still include the true value of the parameter. It cannot actually mislead us - in the sense of assigning a high probability to a false conclusion - unless we have given it false information.

For example, if we assign a sampling distribution which supposes the errors to be far smaller than the actual errors, then we have put false information into the problem, and the consequence will be, not necessarily bad estimates of parameters, but false claims about the accuracy of those estimates and - often more serious - the robot can hallucinate, artifacts of the noise being misinterpreted as real effects. As de Morgan (1872, p. 113) put it, this is the error of 'attributing to the motion of the moon in her orbit all the tremors which she gets from a shaky telescope'.

Conversely, if we use a sampling distribution which supposes the errors to be much larger than the actual errors, the result is not necessarily bad estimates, but overly conservative accuracy claims for them and - often more serious - blunt perception, failing to recognize effects that are real, by dismissing them as part of the noise. This would be the opposite error of attributing to a shaky telescope the real and highly important deviation of the moon from her expected orbit. If we use a sampling distribution that reflects the true average errors and the true mean square errors, we have the maximum protection against both of these extremes of misperception, steering the safest possible middle course between them. These properties are demonstrated in detail later.

### 7.12 Other sampling distributions

Once we understand the reasons for the success of Gaussian inference, we can also see very rare special circumstances where a different sampling distribution would better express our state of knowledge. For example, if we know that the errors are being generated by the unavoidable and uncontrollable rotation of some small object, in such a way that when it is at angle $\theta$, the error is $e=\alpha \cos \theta$ but the actual angle is unknown, a little analysis shows that the prior probability assignment $p(e \mid I)=\left(\pi \sqrt{\alpha^{2}-e^{2}}\right)^{-1}, e^{2}<\alpha^{2}$, correctly describes our state of knowledge about the error. Therefore it should be used instead of the Gaussian distribution; since it has a sharp upper bound, it may yield appreciably better estimates than would the Gaussian - even if $\alpha$ is unknown and must therefore be estimated from the data (or perhaps it is the parameter of interest to be estimated).

Or, if the error is known to have the form $e=\alpha \tan \theta$ but $\theta$ is unknown, we find that the prior probability is the Cauchy distribution $p(e \mid I)=\pi^{-1} \alpha /\left(\alpha^{2}+e^{2}\right)$. Although this case is rare, we shall find it an instructive exercise to analyze inference with a Cauchy sampling distribution, because qualitatively different things can happen. Orthodoxy regards this as 'a pathological, exceptional case' as one referee put it, but it causes no difficulty in Bayesian analysis, which enables us to understand it.

### 7.13 Nuisance parameters as safety devices

As an example of this principle, if we do not have actual knowledge about the magnitude $\sigma$ of our errors, then it could be dangerous folly to assume some arbitrary value; the wisest and safest procedure is to adopt a model which honestly acknowledges our ignorance by allowing for various possible values of $\sigma$; we should assign a prior $p(\sigma \mid I)$ which indicates the range of values that $\sigma$ might reasonably have, consistent with our prior information. Then in the Bayesian analysis we shall find first the joint posterior pdf for both parameters:

$$
\begin{equation*}
p(\mu \sigma \mid D I)=p(\mu \sigma \mid I) \frac{p(D \mid \mu \sigma I)}{p(D \mid I)} \tag{7.43}
\end{equation*}
$$

But now notice how the product rule rearranges this:

$$
\begin{equation*}
p(\mu \sigma \mid D I)=p(\sigma \mid I) p(\mu \mid \sigma I) \frac{p(D \mid \sigma I) p(\mu \mid \sigma D I)}{p(D \mid I) p(\mu \mid \sigma I)}=p(\mu \mid \sigma D I) p(\sigma \mid D I) \tag{7.44}
\end{equation*}
$$

So, if we now integrate out $\sigma$ as a nuisance parameter, we obtain the marginal posterior pdf for $\mu$ alone in the form:

$$
\begin{equation*}
p(\mu \mid D I)=\int \mathrm{d} \sigma p(\mu \mid \sigma D I) p(\sigma \mid D I) \tag{7.45}
\end{equation*}
$$

a weighted average of the pdfs $p(\mu \mid \sigma D I)$ for all possible values of $\sigma$, weighted according to the marginal posterior pdf $p(\sigma \mid D I)$ for $\sigma$, which represents everything we know about $\sigma$.

Thus when we integrate out a nuisance parameter, we are not throwing away any information relevant to the parameters we keep; on the contrary, probability theory automatically estimates the nuisance parameter for us from all the available evidence, and takes that information fully into account in the marginal posterior pdf for the interesting parameters (but it does this in such a slick, efficient way that one may not realize that this is happening, and think that he is losing something). In the limit where the data are able to determine the true value $\sigma=\sigma_{0}$ very accurately, $p(\sigma \mid D I) \rightarrow \delta\left(\sigma-\sigma_{0}\right)$ and $p(\mu \mid D I) \rightarrow p\left(\mu \mid \sigma_{0} D I\right)$; the theory yields, as it should, the same conclusions that we would have if the true value were known from the start.

This is just one example illustrating that, as noted above, whatever question we ask, probability theory as logic automatically takes into account all the possibilities allowed by our model and our information. Then, of course, the onus is on us to choose a model wisely so that the robot is given the freedom to estimate for itself, from the totality of its information, any parameter that we do not know. If we fail to recognize the existence of a parameter which is uninteresting but nevertheless affects our data - and so leave it out of the model - then the robot is crippled and cannot return the optimal inferences to us. The marginalization paradox, discussed in Chapter 15, and the data pooling paradox of Chapter 8, exhibit some of the things that can happen then; the robot's conclusions are still the best ones that could have been made from the information we gave it, but they are not the ones that simple common sense would make, using extra information that we failed to give it.

In practice, we find that recognition of a relevant, but unknown and uninteresting, parameter by including it in the model and then integrating it out again as a nuisance parameter, can greatly improve our ability to extract the information we want from our data - often by orders of magnitude. By this means we are forewarning the robot about a possible disturbing complication, putting it on the lookout for it; and the rules of probability theory then lead the robot to make the optimal allowance for it.

This point is extremely important in some current problems of estimating environmental hazards or the safety of new machines, drugs or food additives, where inattention to all of the relevant prior information that scientists have about the phenomenon - and therefore failure to include that information in the model and prior probabilities - can cause the danger to be grossly overestimated or underestimated. For example, from knowledge of the engineering design of a machine, one knows a great deal about its possible failure modes and their consequences, that could not be obtained from any feasible amount of reliability testing by 'random experiments'. Likewise, from knowledge of the chemical nature of a food additive, one knows a great deal about its physiological effects that could not be obtained from any feasible amount of mere toxicity tests.

Of course, this is not to say that reliability tests and toxicity tests should not be carried out; the point is rather that random experiments are very inefficient ways of obtaining information (we learn, so to speak, only like the square root of the number of trials), and rational conclusions cannot be drawn from them unless the equally cogent - often far more cogent - prior information is also taken into account. We saw some examples of this phenomenon in Chapter 6, (6.123)-(6.144). The real function of the random experiment is to guard against completely unexpected bad effects, about which our prior information gave us no warning.

### 7.14 More general properties

Although the Gauss derivation was of the greatest historical importance, it does not satisfy us today because it depends on intuition; why must the 'best' estimate of a location parameter be a linear function of the observations? Evidently, in view of the Gauss derivation, if our assigned sampling distribution is not Gaussian, the best estimate of the location parameter will not be the sample mean. It could have a wide variety of other functional forms; then, under what circumstances, is Laplace's prescription the one to use?

We have just seen the cogent pragmatic advantages of using a Gaussian sampling distribution. Today, anticipating a little from later chapters, we would say that its unique theoretical position derives not from the Gauss argument, but rather from four mathematical stability properties, which have fundamentally nothing to do with probability theory or inference, and a fifth, which has everything to do with them, but was not discovered until the mid-20th century:
(A) Any smooth function with a single rounded maximum, if raised to higher and higher powers, goes into a Gaussian function. We saw this in Chapter 6.
(B) The product of two Gaussian functions is another Gaussian function.
(C) The convolution of two Gaussian functions is another Gaussian function.
(D) The Fourier transform of a Gaussian function is another Gaussian function.
(E) A Gaussian probability distribution has higher entropy than any other with the same variance; therefore any operation on a probability distribution which discards information, but conserves variance, leads us inexorably closer to a Gaussian. The central limit theorem, derived below, is the best known example of this, in which the operation being performed is convolution.

Properties (A) and (E) explain why a Gaussian form is approached more and more closely by various operations; properties (B), (C) and (D) explain why that form, once attained, is preserved.

### 7.15 Convolution of Gaussians

The convolution property (C) is shown as follows. Expanding now the notation ${ }^{17}$ of (7.1)

$$
\begin{equation*}
\varphi(x-\mu \mid \sigma) \equiv \frac{1}{\sigma} \varphi\left(\frac{x-\mu}{\sigma}\right)=\sqrt{\frac{1}{2 \pi \sigma^{2}}} \exp \left\{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right\}=\sqrt{\frac{w}{2 \pi}} \exp \left\{-\frac{w}{2}(x-\mu)^{2}\right\} \tag{7.46}
\end{equation*}
$$

in which we introduce the 'weight' $w \equiv 1 / \sigma^{2}$ for convenience, the product of two such functions is

$$
\begin{equation*}
\varphi\left(x-\mu_{1} \mid \sigma_{1}\right) \varphi\left(y-x-\mu_{2} \mid \sigma_{2}\right)=\frac{1}{2 \pi \sigma_{1} \sigma_{2}} \exp \left\{-\frac{1}{2}\left[\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}+\left(\frac{y-x-\mu_{2}}{\sigma_{2}}\right)^{2}\right]\right\} \tag{7.47}
\end{equation*}
$$

but we bring out the dependence on $x$ by rearranging the quadratic form:

$$
\begin{equation*}
\left(\frac{x-\mu_{1}}{\sigma_{1}}\right)^{2}+\left(\frac{y-x-\mu_{2}}{\sigma_{2}}\right)^{2}=\left(w_{1}+w_{2}\right)(x-\hat{x})^{2}+\frac{w_{1} w_{2}}{w_{1}+w_{2}}\left(y-\mu_{1}-\mu_{2}\right)^{2}, \tag{7.48}
\end{equation*}
$$

where $\hat{x} \equiv\left(w_{1} \mu_{1}+w_{2} y-w_{2} \mu_{2}\right) /\left(w_{1}+w_{2}\right)$. The product is still a Gaussian with respect to $x$; on integrating out $x$ we have the convolution law:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} x \varphi\left(x-\mu_{1} \mid \sigma_{1}\right) \varphi\left(y-x-\mu_{2} \mid \sigma_{2}\right)=\varphi(y-\mu \mid \sigma) \tag{7.49}
\end{equation*}
$$

where $\mu \equiv \mu_{1}+\mu_{2}, \sigma^{2} \equiv \sigma_{1}^{2}+\sigma_{2}^{2}$. Two Gaussians convolve to make another Gaussian, the means $\mu$ and variances $\sigma^{2}$ being additive. Presently we shall see some important applications that require only the single convolution formula (7.49). Now we turn to the famous theorem, which results from repeated convolutions.

[^49]
### 7.16 The central limit theorem

The question whether non-Gaussian distributions also have parameters additive under convolution leads us to the notion of cumulants discussed in Appendix C. The reader who has not yet studied this should do so now.

Editor's Exercise 7.5. Jaynes never actually derived the central limit theorem in this section; rather he is deriving the only known exception to the central limit theorem. In Appendix C he comes close to deriving the central limit theorem. Defining

$$
\begin{equation*}
\phi(\alpha)=\int_{-\infty}^{\infty} f(x) \exp \{\mathrm{i} \alpha x\} \tag{7.50}
\end{equation*}
$$

and a repeated convolution gives

$$
\begin{gather*}
h_{n}(y)=f * f * f * \cdots * f=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} y \phi(y)^{n} \exp \{-\mathrm{i} \alpha y\}  \tag{7.51}\\
{[\phi(\alpha)]^{n}=\exp \left\{n\left(C_{0}+\alpha C_{1}-\frac{\alpha^{2} C_{2}}{2}+\cdots\right)\right\}} \tag{7.52}
\end{gather*}
$$

where the cumulants, $C_{n}$, are defined in Appendix C. If cumulants higher than $C_{2}$ are ignored, one obtains

$$
\begin{align*}
h_{n}(y) & \approx \frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \alpha \exp \left\{\mathrm{i} n \alpha\langle x\rangle-\frac{n \sigma^{2} \alpha^{2}}{2}-\mathrm{i} \alpha y\right\} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \alpha \exp \left\{-\frac{n \sigma^{2} \alpha^{2}}{2}\right\} \exp \{-\mathrm{i} \alpha(n\langle x\rangle-y)\}  \tag{7.53}\\
& =\frac{1}{\sqrt{2 \pi n \sigma^{2}}} \exp \left\{-\frac{(y-n\langle x\rangle x)^{2}}{2 n \sigma^{2}}\right\}
\end{align*}
$$

and this completes the derivation of the central limit theory. What are the conditions under which this is a good approximation? Is this derivation valid when one is computing the ratios of probabilities?

If the functions $f_{i}(x)$ to which we apply that theory are probability distributions, then they are necessarily non-negative and normalized: $f_{i}(x) \geq 0, \int \mathrm{~d} x f_{i}(x)=1$. Then the zeroth moments are all $Z_{i}=1$, and the Fourier transforms

$$
\begin{equation*}
\mathcal{F}_{i}(\alpha) \equiv \int_{-\infty}^{\infty} \mathrm{d} x f_{i}(x) \exp \{\mathrm{i} \alpha x\} \tag{7.54}
\end{equation*}
$$

are absolutely convergent for real $\alpha$. Note that all this remains true if the $f_{i}$ are discontinuous, or contain delta-functions; therefore the following derivation will apply equally well to the continuous or discrete case or any mixture of them. ${ }^{18}$

Consider two variables to which are assigned probability distributions conditional on some information I:

$$
\begin{equation*}
f_{1}\left(x_{1}\right)=p\left(x_{1} \mid I\right), \quad f_{2}\left(x_{2}\right)=p\left(x_{2} \mid I\right) \tag{7.55}
\end{equation*}
$$

We want the probability distribution $f(y)$ for the sum $y=x_{1}+x_{2}$. Evidently, the cumulative probability density for $y$ is

$$
\begin{equation*}
P\left(y^{\prime} \leq y \mid I\right)=\int_{-\infty}^{\infty} \mathrm{d} x_{1} f_{1}\left(x_{1}\right) \int_{-\infty}^{y-x_{1}} \mathrm{~d} x_{2} f_{2}\left(x_{2}\right) \tag{7.56}
\end{equation*}
$$

where we integrated over the region $R$ defined by $\left(x_{1}+x_{2} \leq y\right)$. Then the probability density for $y$ is

$$
\begin{equation*}
f(y)=\left[\frac{\mathrm{d}}{\mathrm{~d} y} P\left(y^{\prime} \leq y \mid I\right)\right]_{y=y^{\prime}}=\int \mathrm{d} x_{1} f_{1}\left(x_{1}\right) f_{2}\left(y-x_{1}\right) \tag{7.57}
\end{equation*}
$$

just the convolution, denoted by $f(y)=f_{1} * f_{2}$ in Appendix C . Then the probability density for the variable $z=y+x_{3}$ is

$$
\begin{equation*}
g(z)=\int \mathrm{d} y f(y) f_{3}(z-y)=f_{1} * f_{2} * f_{3} \tag{7.58}
\end{equation*}
$$

and so on by induction: the probability density for the sum $y=x_{1}+\cdots+x_{n}$ of $n$ variables is the multiple convolution $h_{n}(y)=f_{1} * \cdots * f_{n}$.

In Appendix C we found that convolution in the $x$ space corresponds to simple multiplication in the Fourier transform space: introducing the characteristic function for $f_{k}(x)$

$$
\begin{equation*}
\varphi_{k}(\alpha) \equiv\langle\exp \{\mathrm{i} \alpha x\}\rangle=\int_{-\infty}^{\infty} \mathrm{d} x f_{k}(x) \exp \{\mathrm{i} \alpha x\} \tag{7.59}
\end{equation*}
$$

and the inverse Fourier transform

$$
\begin{equation*}
f_{k}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \alpha \varphi_{k}(\alpha) \exp \{-\mathrm{i} \alpha x\} \tag{7.60}
\end{equation*}
$$

we find that the probability density for the sum of $n$ variables $x_{i}$ is

$$
\begin{equation*}
h_{n}(q)=\frac{1}{2 \pi} \int \mathrm{~d} \alpha \varphi_{1}(\alpha) \cdots \varphi_{n}(\alpha) \exp \{-\mathrm{i} \alpha q\} \tag{7.61}
\end{equation*}
$$

or, if the probability distributions $f_{i}(x)$ are all the same,

$$
\begin{equation*}
h_{n}(q)=\frac{1}{2 \pi} \int \mathrm{~d} \alpha[\varphi(\alpha)]^{n} \exp \{-\mathrm{i} \alpha q\} \tag{7.62}
\end{equation*}
$$

[^50]The probability density for the arithmetic mean $\bar{x}=q / n$ is evidently, from (7.62),

$$
\begin{equation*}
p(\bar{x})=n h_{n}(n \bar{x})=\frac{n}{2 \pi} \int \mathrm{~d} \alpha[\varphi(\alpha) \exp \{-\mathrm{i} \alpha \bar{x}\}]^{n} . \tag{7.63}
\end{equation*}
$$

It is easy to prove that there is only one probability distribution with this property. If the probability distribution $p(x \mid I)$ for a single observation $x$ has the characteristic function

$$
\begin{equation*}
\varphi(\alpha)=\int \mathrm{d} x p(x \mid I) \exp \{\mathrm{i} \alpha x\} \tag{7.64}
\end{equation*}
$$

then the one for the average of $n$ observations, $\bar{x}=n^{-1} \sum x_{i}$, has a characteristic function of the form $\varphi^{n}\left(n^{-1} \alpha\right)$. The necessary and sufficient condition that $x$ and $\bar{x}$ have the same probability distribution is therefore that $\varphi(\alpha)$ satisfy the functional equation $\varphi^{n}\left(n^{-1} \alpha\right)=$ $\varphi(\alpha)$. Now, substituting $\alpha^{\prime}=n^{-1} \alpha$, and recognizing that one dummy argument is as good as another, one obtains

$$
\begin{equation*}
n \log \varphi(\alpha)=\log \varphi(n \alpha), \quad-\infty<\alpha<\infty, \quad n=1,2,3, \ldots \tag{7.65}
\end{equation*}
$$

Evidently, this requires a linear relation on the positive real line:

$$
\begin{equation*}
\log \varphi(\alpha)=C \alpha, \quad 0 \leq \alpha<\infty \tag{7.66}
\end{equation*}
$$

where $C$ is some complex number. Writing $C=-k+\mathrm{i} \theta$, the most general solution satisfying the reality condition $\varphi(-\alpha)=\varphi^{*}(\alpha)$ is

$$
\begin{equation*}
\varphi(\alpha)=\exp \{\mathrm{i} \alpha \theta-k|\alpha|\}, \quad-\infty<\theta<\infty, \quad 0<k<\infty \tag{7.67}
\end{equation*}
$$

which yields

$$
\begin{equation*}
p(x \mid I)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \alpha \exp \{-k|\alpha|\} \exp \{\mathrm{i} \alpha(\theta-x)\}=\frac{1}{\pi}\left[\frac{k}{k^{2}+(x-\theta)^{2}}\right] \tag{7.68}
\end{equation*}
$$

the Cauchy distribution with median $\theta$, quartiles $\theta \pm k$. Now we turn to some important applications of the above mathematical results.

### 7.17 Accuracy of computations

As a useful application of the central limit theorem, consider a computer programmer deciding on the accuracy to be used in a program. This is always a matter of compromise between misleading, inaccurate results on the one hand, and wasting computation facilities with more accuracy than needed on the other.

Of course, it is better to err on the side of a little more accuracy than really needed. Nevertheless, it is foolish (and very common) to tie up a large facility with a huge computation to double precision ( 16 decimal places) or even higher, when the user has no use for anything like that accuracy in the final result. The computation might have been done in less time but with the same result on a desktop microcomputer, had it been programmed for an accuracy that is reasonable for the problem.

Programmers can speed up and simplify their creations by heeding what the central limit theorem tells us. In probability calculations we seldom have any serious need for more than three-figure accuracy in our final results, so we shall be well on the safe side if we strive to get four-figure accuracy reliably in our computations.

As a simple example, suppose we are computing the sum

$$
\begin{equation*}
S \equiv \sum_{n=1}^{N} a_{n} \tag{7.69}
\end{equation*}
$$

of $N$ terms $a_{n}$, each one positive and of order unity. To achieve a given accuracy in the sum, what accuracy do we need in the individual terms?

Our computation program or lookup table necessarily gives each $a_{n}$ digitized to some smallest increment $\epsilon$, so this will be actually the true value plus some error $e_{n}$. If we have $a_{n}$ to six decimal digits, then $\epsilon=10^{-6}$; if we have it to 16 binary digits, then $\epsilon=2^{-16}=1 / 65536$. The error in any one entry is in the range $\left(-\epsilon / 2<e_{n} \leq \epsilon / 2\right)$, and in adding $N$ such terms the maximum possible error is $N \epsilon / 2$. Then it might be thought that the programmer should ensure that this is acceptably small.

But if $N$ is large, this maximum error is enormously unlikely; this is just the point that Euler failed to see. The individual errors are almost certain to be positive and negative roughly equally often, giving a high degree of mutual cancellation, so that the net error should tend to grow only as $\sqrt{N}$.

The central limit theorem tells us what is essentially a simple combinatorial fact, that out of all conceivable error vectors $\left\{e_{1}, \ldots, e_{N}\right\}$ that could be generated, the overwhelming majority have about the same degree of cancellation, which is the reason for the $\sqrt{N}$ rule. If we consider each individual error equally likely to be anywhere in $(-\epsilon / 2, \epsilon / 2)$, this corresponds to a rectangular probability distribution on that interval, leading to an expected square error per datum of

$$
\begin{equation*}
\frac{1}{\epsilon} \int_{-\epsilon / 2}^{\epsilon / 2} \mathrm{~d} x x^{2}=\frac{\epsilon^{2}}{12} \tag{7.70}
\end{equation*}
$$

Then by the central limit theorem the probability distribution for the sum $S$ will tend to a Gaussian with a variance $N \epsilon^{2} / 12$, while $S$ is approximately $N$. If $N$ is large so that the central limit theorem is accurate, then the probability that the magnitude of the net error will exceed $\epsilon \sqrt{N}$, which is $\sqrt{12}=3.46$ standard deviations, is about

$$
\begin{equation*}
2[1-\Phi(3.46)] \simeq 0.0006 \tag{7.71}
\end{equation*}
$$

where $\Phi(x)$ is the cumulative normal distribution. One will almost never observe an error that great. Since $\Phi(2.58)=0.995$, there is about a $1 \%$ chance that the net error magnitude will exceed $0.74 \epsilon \sqrt{N}=2.58$ standard deviations.

Therefore if we strive, not for certainty, but for $99 \%$ or greater probability, that our sum $S$ is correct to four figures, this indicates the value of $\epsilon$ that can be tolerated in our algorithm
or lookup table. We require $0.74 \epsilon \sqrt{N} \leq 10^{-4} N$, or

$$
\begin{equation*}
\epsilon \leq 1.35 \times 10^{-4} \sqrt{N} \tag{7.72}
\end{equation*}
$$

The perhaps surprising result is that if we are adding $N=100$ roughly equal terms, to achieve a virtual certainty of four-figure accuracy in the sum we require only three-figure accuracy in the individual terms! Under favorable conditions, the mutual cancellation phenomenon can be effective far beyond Euler's dreams. Thus we can get by with a considerably shorter computation for the individual terms, or a smaller lookup table, than might be supposed.

This simple calculation can be greatly generalized, as indicated by Exercise 7.5. But we note an important proviso to be investigated in Exercise 7.6; this holds only when the individual errors $e_{n}$ are logically independent. Given $\epsilon$ in advance, if knowing $e_{1}$ then tells us anything about any other $e_{n}$, then there are correlations in our probability assignment to errors, the central limit theorem no longer applies, and a different analysis is required. Fortunately, this is almost never a serious limitation in practice because the individual $a_{n}$ are determined by some continuously variable algorithm and differ among themselves by amounts large compared with $\epsilon$, making it impossible to determine any $e_{i}$ given any other $e_{j}$.

Exercise 7.6. Suppose that we are to evaluate a Fourier series $S(\theta)=\sum a_{n} \sin n \theta$. Now the individual terms vary in magnitude and are themselves both positive and negative. In order to achieve four-figure accuracy in $S(\theta)$ with high probability, what accuracy do we now require in the individual values of $a_{n}$ and $\sin n \theta$ ?

Exercise 7.7. Show that if there is a positive correlation in the probabilities assigned to the $e_{i}$, then the error in the sum may be much greater than indicated by the central limit theorem. Try to make a more sophisticated probability analysis taking correlations into account, which would be helpful to a computer programmer who has some kind of information about mutual properties of errors leading to such correlations, but is still striving for the greatest efficiency for a given accuracy.

The literature of orthodox statistics contains some quite different recommendations than ours concerning accuracy of numerical calculations. For example, the textbook of McClave and Benson (1988, p. 99) considers calculation of a sample standard deviation $s$ of $n=$ 50 observations $\left\{x_{1}, \ldots, x_{n}\right\}$ from that of $s^{2}=\overline{x^{2}}-\bar{x}^{2}$. McClave and Benson state that: 'You should retain twice as many decimal places in $s^{2}$ as you want in $s$. For example, if
you want to calculate $s$ to the nearest hundredth, you should calculate $s^{2}$ to the nearest ten-thousandth.' When we studied calculus (admittedly many years ago) it was generally thought that small increments are related by $\delta\left(s^{2}\right)=2 s \delta s$, or $\delta s / s=(1 / 2) \delta\left(s^{2}\right) / s^{2}$. So, if $s^{2}$ is calculated to four significant figures, this determines $s$ not to two significant figures, but to somewhat better than four. But, in any event, McClave and Benson's practice of inserting a gratuitous extra factor $n /(n-1)$ in the symbol which they denote by ' $s^{2}$ ' makes a joke of any pretense of four-figure accuracy in either when $n=100$.

### 7.18 Galton's discovery

The single convolution formula (7.49) led to one of the most important applications of probability theory in biology. Although from our present standpoint (7.49) is only a straightforward integration formula, which we may write for present purposes in the form

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} x \varphi\left(x \mid \sigma_{1}\right) \varphi\left(y-a x \mid \sigma_{2}\right)=\varphi(y \mid \sigma) \tag{7.73}
\end{equation*}
$$

where we have made the scale changes $x \rightarrow a x, \sigma_{1} \rightarrow a \sigma_{1}$, and so now

$$
\begin{equation*}
\sigma=\sqrt{a^{2} \sigma_{1}^{2}+\sigma_{2}^{2}} \tag{7.74}
\end{equation*}
$$

it became in the hands of Francis Galton (1886) a major revelation about the mechanism of biological variation and stability. ${ }^{19}$ We use the conventional language of that time, which did not distinguish between the notions of probability and frequency, using the words interchangeably. But this is not a serious matter because his data were, in fact, frequencies, and, as we shall see in Chapter 9, strict application of probability theory as logic would then lead to probability distributions that are substantially equal to the frequency distributions (exactly equal in the limit where we have an arbitrarily large amount of frequency data and no other relevant prior information). Consider, for example, the frequency distribution of heights $h$ of adult males in the population of England. Galton found that this could be represented fairly well by a Gaussian

$$
\begin{equation*}
\varphi(h-\mu \mid \sigma) \mathrm{d} h=\varphi\left(\frac{h-\mu}{\sigma}\right) \frac{\mathrm{d} h}{\sigma} \tag{7.75}
\end{equation*}
$$

with $\mu=68.1$ inches, $\sigma=2.6$ inches. Then he investigated whether children of tall parents tend to be tall, etc. To keep the number of variables equal to two, in spite of the fact that each person has two parents, he determined that the average height of men was about 1.08 times that of women, and defined a person's 'midparent' as an imaginary being of height

$$
\begin{equation*}
h_{\mathrm{mid}} \equiv \frac{1}{2}\left(h_{\mathrm{father}}+1.08 h_{\mathrm{mother}}\right) \tag{7.76}
\end{equation*}
$$

[^51]He collected data on 928 adults born of 205 midparents and found, as expected, that children of tall parents do indeed tend to be tall, etc., but that children of tall parents still show a spread in heights, although less than the spread $( \pm \sigma)$ of the entire population.

If the children of each selected group of parents still spread in height, why does the spread in height of the entire population not increase continually from one generation to the next? Because of the phenomenon of 'reversion'; the children of tall parents tend to be taller than the average person, but less tall than their parents. Likewise, children of short parents are generally shorter than the average person, but taller than their parents. If the population as a whole is to be stable, this 'systematic' tendency to revert back to the mean of the entire population must exactly balance the 'random' tendency to spreading. Behind the smooth facade of a constant overall distribution of heights, an intricate little time-dependent game of selection, drift, and spreading is taking place constantly.

In fact, Galton (with some help from mathematicians) could predict the necessary rate of reversion theoretically, and verify it from his data. If $x \equiv(h-\mu)$ is the deviation from the mean height of the midparents, let the population as a whole have a height distribution $\varphi\left(x \mid \sigma_{1}\right)$, while the sub-population of midparents of height $(x+\mu)$ tend to produce children of height $(y+\mu)$ with a frequency distribution $\varphi\left[(y-a x) \mid \sigma_{2}\right]$. Then the height distribution of the next generation will be given by (7.73). If the population as a whole is to be stable, it is necessary that $\sigma=\sigma_{1}$, or the reversion rate must be

$$
\begin{equation*}
a= \pm \sqrt{1-\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}} \tag{7.77}
\end{equation*}
$$

which shows that $a$ need not be positive; if tall parents tended to 'compensate' by producing unusually short children, this would bring about an alternation from one generation to the next, but there would still be equilibrium for the population as a whole.

We see that equilibrium is not possible if $|a|>1$; the population would explode. Although (7.73) is true for all $a$, equilibrium would then require $\sigma_{2}^{2}<0$. The boundary of stability is reached at $\sigma_{2}=0,|a|=1$; then each sub-population breeds true, and whatever initial distribution of heights happened to exist would be maintained thereafter. An economist might call the condition $a=1$ a 'unit root' situation; there is no reversion and no spreading. ${ }^{20}$

Of course, this analysis is in several obvious respects an oversimplified model of what happens in actual human societies. But that involves only touching up of details; Galton's analysis was, historically, of the greatest importance in giving us a general understanding of the kind of processes at work. For this, its freedom from nonessential details was a major merit.

[^52]Exercise 7.8. Galton's device of the midparent was only to reduce the computational burden, which would otherwise have been prohibitive in the 1880s, by reducing the problem to a two-variable one (midparent and children). But today computing power is so plentiful and cheap that one can easily analyze the real four-variable problem, in which the heights of father, mother, son, and daughter are all taken into account. Reformulate Galton's problem to take advantage of this; what hypotheses about spreading and reversion might be considered and tested today? As a class project, one might collect new data (perhaps on faster-breeding creatures like fruit-flies) and write the computer program to analyze them and estimate the new spreading and reversion coefficients. Would you expect a similar program to apply to plants? Some have objected that this problem is too biological for a physics class, and too mathematical for a biology class; we suggest that, in a course dedicated to scientific inference in general, the class should include both physicists and biologists, working together.

Twenty years later this same phenomenon of selection, drift, and spreading underlying equilibrium was perceived independently by Einstein (1905a,b) in physics. The steady thermal Boltzmann distribution for molecules at temperature $T$ to have energy $E$ is $\exp \{-E / k T\}$. Being exponential in energies $E=u+\left(m v^{2} / 2\right)$, where $u(x)$ is potential energy, this is Gaussian in particle velocities $v$. This generates a time-dependent drift in position; a particle which is at position $x$ at time $t=0$ has at time $t$ the conditional probability to be at $y$ of

$$
\begin{equation*}
p(y \mid x t) \propto \exp \left\{-\frac{(y-x)^{2}}{4 D t}\right\} \tag{7.78}
\end{equation*}
$$

from random drift alone, but this is countered by a steady drift effect of external forces $F=-\nabla u$, corresponding to Galton's reversion rate.

Although the details are quite different, Galton's equation (7.77) is the logical equivalent of Einstein's relation $D=\lambda k T$ connecting diffusion coefficient $D$, representing random spreading of particles, with the temperature $T$ and the mobility $\lambda$ (velocity per unit force) representing the systematic reversion rate counteracting the diffusion. Both express the condition for equilibrium as a balance between a 'random spreading' tendency, and a systematic counter-drift that holds it in check.

### 7.19 Population dynamics and Darwinian evolution

Galton's type of analysis can explain much more than biological equilibrium. Suppose the reversion rate does not satisfy (7.77). Then the height distribution in the population will not be static, but will change slowly. Or, if short people tend to have fewer children than do tall
people, then the average height of the population will drift slowly upward. ${ }^{21}$ Do we have here the mechanism for Darwinian evolution? The question could hardly go unasked, since Francis Galton was a cousin of Charles Darwin.

A new feature of probability theory has appeared here that is not evident in the works of Laplace and Gauss. Being astronomers, their interests were in learning facts of astronomy, and telescopes were only a tool toward that end. The vagaries of telescopes themselves were for them only 'errors of observation' whose effects were to be eliminated as much as possible; and so the sampling distribution was called by them an 'error law'.

But a telescope maker might see it differently. For him, the errors it produces are the objects of interest to study, and a star is only a convenient fixed object on which to focus his instrument for the purpose of determining those errors. Thus a given data set might serve two entirely different purposes; one man's 'noise' is another man's 'signal'.

But then, in any science, the 'noise' might prove to be not merely something to get rid of, but the essential phenomenon of interest. It seems curious (at least, to a physicist) that this was first seen clearly not in physics, but in biology. In the late 19th century many biologists saw it as the major task confronting them to confirm Darwin's theory by exhibiting the detailed mechanism by which evolution takes place. For this purpose, the journal Biometrika was founded by Karl Pearson and Walter Frank Raphael Weldon, in 1901. It started (Volume 1, page 1) with an editorial setting forth the journal's program, in which Weldon wrote:

The starting point of Darwin's theory of evolution is precisely the existence of those differences between individual members of a race or species which morphologists for the most part rightly neglect. The first condition necessary, in order that a process of Natural Selection may begin among a race, or species, is the existence of differences among its members; and the first step in an enquiry into the possible effect of a selective process upon any character of a race must be an estimate of the frequency with which individuals, exhibiting any degree of abnormality with respect to that character, occur.

Weldon had here reached a very important level of understanding. Morphologists, thinking rather like astronomers, considered individual variations as only 'noise' whose effects must be eliminated by averaging, in order to get at the significant 'real' properties of the species as a whole. Weldon, learning well from the example of Galton, saw it in just the opposite light; those individual variations are the engine that drives the process of evolutionary change, which will be reflected eventually in changes in the morphologists' averages. Indeed, without individual variations, the mechanism of natural selection has nothing to operate on. So, to demonstrate the mechanism of evolution at its source, and not merely the final result, it is the frequency distribution of individual variations that must be studied.

[^53]Of course, at that time scientists had no conception of the physical mechanism of mutations induced by radioactivity (much less by errors in DNA replication), and they expected that evolution would be found to take place gradually, via nearly continuous changes. ${ }^{22}$ Nevertheless, the program of studying the individual variations would be the correct one to find the fundamental mechanism of evolution, whatever form it took. The scenario is somewhat like the following.

### 7.20 Evolution of humming-birds and flowers

Consider a population of humming-birds in which the 'noise' consists of a distribution of different beak lengths. The survival of birds is largely a matter of finding enough food; a bird that finds itself with the mutation of an unusually long beak will be able to extract nectar from deeper flowers. If such flowers are available it will be able to nourish itself and its babies better than others because it has a food supply not available to other birds; so the long-beak mutation will survive and become a greater portion of the bird population, in more or less the way Darwin imagined.

But this influence works in two directions; a bird is inadvertently fertilizing flowers by carrying a few grains of pollen from one to the next. A flower that happens to have the mutation of being unusually deep will find itself sought out preferentially by longbeaked birds because they need not compete with other birds for it. Therefore its pollen will be carried systematically to other flowers of the same species and mutation where it is effective, instead of being wasted on the wrong species. As the number of long-beaked birds increases, deep flowers thus have an increasing survival advantage, ensuring that their mutation is present in an increasing proportion of the flower population; this in turn gives a still greater advantage to long-beaked birds, and so on. We have a positive feedback situation.

Over millions of years, this back-and-forth reinforcement of mutations goes through hundreds of cycles, resulting eventually in a symbiosis so specialized - a particular species of bird and a particular species of flower that seem designed specifically for each other that it appears to be a miraculous proof of a guiding purpose in Nature, at least to those who do not think as deeply as did Darwin and Galton. ${ }^{23}$ Yet short-beaked birds do not die out, because birds patronizing deep flowers leave the shallow flowers for them. By itself, the process would tend to an equilibrium distribution of populations of short- and long-beaked birds, coupled to distributions of shallow and deep flowers. But if they breed

[^54]independently, over long periods other mutations will take place independently in the two types, and eventually they would be considered as belonging to two different species.

As noted, the role of 'noise' as the mechanism driving a slow change in a system was perceived independently by Einstein (of course, he knew about Darwin's theory, but we think it highly unlikely that he would have known about the work of Galton or Weldon in Switzerland in 1905). 'Random' thermal fluctuations caused by motion of individual atoms are not merely 'noise' to be averaged out in our predictions of mass behavior; they are the engine that drives irreversible processes in physics, and eventually brings about thermal equilibrium. Today this is expressed very specifically in the many 'fluctuation-dissipation theorems' of statistical mechanics, which we derive in generality from the maximum entropy principle in Chapter 11. They generalize the results of Galton and Einstein. The aforementioned Nyquist fluctuation law was, historically, the first such theorem to be discovered in physics.

The visions of Weldon and Einstein represented such a major advance in thinking that today, some 100 years later, many have not yet comprehended them or appreciated their significance in either biology or physics. We still have biologists ${ }^{24}$ who try to account for evolution by a quite unnecessary appeal to the second law of thermodynamics, and physicists ${ }^{25}$ who try to account for the second law by appealing to quite unnecessary modifications in the equations of motion. The operative mechanism of evolution is surely Darwin's original principle of natural selection, and any effects of the second law can only hinder it. ${ }^{26}$

Natural selection is a process entirely different from the second law of thermodynamics. The purposeful intervention of man can suspend or reverse natural selection - as we observe in wars, medical practice, and dog breeding - but it can hardly affect the second law. Furthermore, as Stephen J. Gould has emphasized, the second law always follows the same course, but evolution in Nature does not. Whether a given mutation makes a creature better adapted or less adapted to its environment depends on the environment. A mutation that causes a creature to lose body heat more rapidly would be beneficial in Brazil but fatal in Finland; and so the same actual sequence of mutations can result in entirely different

[^55]creatures in different environments - each appearing to be adapting purposefully to its surroundings.

### 7.21 Application to economics

The remarkable - almost exact - analogy between the processes that bring about equilibrium in physics and in biology surely has other important implications, particularly for theories of equilibrium and stability in economics, not yet exploited. It seems likely, for example, that the 'turbulence' of individual variations in economic behavior is the engine that drives macroeconomic change in the direction of the equilibrium envisaged by Adam Smith. The existence of this turbulence was recognized by John Maynard Keynes (1936), who called it 'animal spirits' which cause people to behave erratically; but he did not see in this the actual cause that prevents stagnation and keeps the economy on the move.

In the next level of understanding we see that Adam Smith's equilibrium is never actually attained in the real world because of what a physicist would call 'external perturbations', and what an economist would call 'exogenous variables' which vary on the same time scale. That is, wars, droughts, taxes, tariffs, bank reserve requirements, discount rates and other disturbances come and go on about the same time scale as would the approach to equilibrium in a perfectly 'calm' society.

The effect of small disturbances may be far greater than one might expect merely from the 'unit root' hypothesis noted above. If small individual decisions (like whether to buy a new car or open a savings account instead) take place independently, their effects on the macroeconomy should average out according to the $\sqrt{N}$ rule, to show only small ripples with no discernible periodicity. But seemingly slight influences (like a month of bad weather or a $1 \%$ change in the interest rate) might persuade many to do this a little sooner or later than they would otherwise. That is, a very slight influence may be able to pull many seemingly independent agents into phase with each other so they generate large organized waves instead of small ripples.

Such a phase-locked wave, once started, can itself become a major influence on other individual decisions (of buyers, retailers, and manufacturers), and if these secondary influences are in the proper phase with the original ones, we could have a positive feedback situation; the wave may grow and perpetuate itself by mutual reinforcement, as did the humming-birds and flowers. Thus, one can see why a macroeconomy may be inherently unstable for reasons that have nothing to do with capitalism or socialism. Classical equilibrium theory may fail not just because there is no 'restoring force' to bring the system back to equilibrium; relatively small fortuitous events may set up a big wave that goes instead into an oscillating limit cycle - perhaps we are seeing this in business cycles. To stop the oscillations and move back toward the equilibrium predicted by classical theory, the macroeconomy would be dependent on the erratic behavior of individual people, spreading the phases out again. Contrarians may be necessary for a stable economy!

As we see it, these are the basic reasons why economic data are very difficult to interpret; even if relevant and believable data were easy to gather, the rules of the game and the
conditions of play are changing constantly. But we think that important progress can still be made by exploiting what is now known about entropy and probability theory as tools of logic. In particular, the conditions for instability should be predictable from this kind of analysis, just as they are in physics, meteorology, and engineering. A very wise government might be able to make and enforce regulations that prevent phase locking - just as it now prevents wild swings in the stock market by suspending trading. We are not about to run out of important things to do in theoretical economics.

### 7.22 The great inequality of Jupiter and Saturn

An outstanding problem for 18th century science was noted by Edmund Halley in 1676. Observation showed that the mean motion of Jupiter ( $30.35 \mathrm{deg} / \mathrm{yr}$ ) was slowly accelerating, that of Saturn ( $12.22 \mathrm{deg} / \mathrm{yr}$ ) decelerating. But this was not just a curiosity for astronomers; it meant that Jupiter was drifting closer to the Sun, Saturn farther away. If this trend were to continue indefinitely, then eventually Jupiter would fall into the Sun, carrying with it the Earth and all the other inner planets. This seemed to prophesy the end of the world - and in a manner strikingly like the prophesies of the Bible.

Understandably, this situation was of more than ordinary interest, and to more people than astronomers. Its resolution called forth some of the greatest mathematical efforts of 18th century savants, either to confirm the coming end; or preferably to show how the Newtonian laws would eventually put a stop to the drift of Jupiter and save us.

Euler, Lagrange, and Lambert made heroic attacks on the problem without solving it. We noted above how Euler was stopped by a mass of overdetermined equations; 75 simultaneous but inconsistent equations for eight unknown orbital parameters. If the equations were all consistent, he could choose any eight of them and solve (this would still involve inversion of an $8 \times 8$ matrix), and the result would be the same whatever eight he chose. But the observations all had unknown errors of measurement, and so there were

$$
\begin{equation*}
\binom{75}{8} \simeq 1.69 \times 10^{10} \tag{7.79}
\end{equation*}
$$

possible choices; i.e. over 16 billion different sets of estimates for the parameters, with apparently nothing to choose between them. ${ }^{27}$ At this point, Euler managed to extract reasonably good estimates of two of the unknowns (already an advance over previous knowledge), and simply gave up on the others. For this work (Euler, 1749), he won the French Academy of Sciences prize.

The problem was finally solved in 1787 by one who was born that same year. Laplace (1749-1827) 'saved the world' by using probability theory to estimate the parameters accurately enough to show that the drift of Jupiter was not secular after all; the observations

[^56]at hand had covered only a fraction of a cycle of an oscillation with a period of about 880 years. This is caused by an 'accidental' near resonance in their orbital periods:
\[

$$
\begin{equation*}
2 \times(\text { period of Saturn }) \simeq 5 \times(\text { period of Jupiter }) \tag{7.80}
\end{equation*}
$$

\]

Indeed, from the above mean motion data we have

$$
\begin{equation*}
2 \times \frac{360}{12.22}=58.92 \mathrm{yr}, \quad 5 \times \frac{360}{30.35}=59.32 \mathrm{yr} \tag{7.81}
\end{equation*}
$$

In the time of Halley, their difference was only about $0.66 \%$ and decreasing.
So, long before it became a danger to us, Jupiter indeed reversed its drift - just as Laplace had predicted - and it is returning to its old orbit. Presumably, Jupiter and Saturn have repeated this seesaw game several million times since the solar system was formed. The first half-cycle of this oscillation to be observed by man will be completed in about the year 2012 .

### 7.23 Resolution of distributions into Gaussians

The tendency of probability distributions to gravitate to the Gaussian form suggests that we might view the appearance of a Gaussian, or 'normal', frequency distribution as loose evidence (but far from proof) that some kind of equilibrium has been reached. This view is also consistent with (but by no means required by) the results of Galton and Einstein. In the first attempts to apply probability theory in the biological and social sciences (for example, Quetelet, 1835, 1869), serious errors were made through supposing firstly that the appearance of a normal distribution in data indicates that one is sampling from a homogeneous population, and secondly that any departure from normality indicates an inhomogeneity in need of explanation. By resolving a non-normal distribution into Gaussians, Quetelet thought that one would be discovering the different sub-species, or varieties, that were present in the population. If this were true reliably, we would indeed have a powerful tool for research in many different fields. But later study showed that the situation is not that simple.

We have just seen how one aspect of it was corrected finally by Galton (1886), in showing that a normal frequency distribution by no means proves homogeneity; from (7.73), a Gaussian of width $\sigma$ can arise inhomogeneously - and in many different ways - from the overlapping of narrower Gaussian distributions of various widths $\sigma_{1}, \sigma_{2}$. But those subpopulations are in general merely mathematical artifacts like the sine waves in a Fourier transform; they have no individual significance for the phenomenon unless one can show that a particular set of subpopulations has a real existence and plays a real part in the mechanism underlying stability and change. Galton was able to show this from his data by measuring those widths.

The second assumption, that non-normal distributions can be resolved into Gaussian subdistributions, turns out to be not actually wrong (except in a nitpicking mathematical sense); but without extra prior information it is ambiguous in what it tells us about the phenomenon.

We have here an interesting problem, with many useful applications: is a non-Gaussian distribution explainable as a mixture of Gaussian ones? Put mathematically, if an observed data histogram is well described by a distribution $g(y)$, can we find a mixing function $f(x) \geq 0$ such that $g(y)$ is seen as a mixture of Gaussians:

$$
\begin{equation*}
\int \mathrm{d} x \varphi(y-x \mid \sigma) f(x)=g(y), \quad-\infty \leq y \leq \infty \tag{7.82}
\end{equation*}
$$

Neither Quetelet nor Galton was able to solve this problem, and today we understand why. Mathematically, does this integral equation have solutions, or unique solutions? It appears from (7.73) that we cannot expect unique solutions in general, for, in the case of Gaussian $g(y)$, many different mixtures (many different choices of $a, \sigma_{1}, \sigma_{2}$ ) will all lead to the same $g(y)$. But perhaps if we specify the width $\sigma$ of the Gaussian kernel in (7.82) there is a unique solution for $f(x)$.

Solution of such integral equations is rather subtle mathematically. We give two arguments: the first depends on the properties of Hermite polynomials and yields a class of exact solutions; the second appeals to Fourier transforms and yields an understanding of the more general situation.

### 7.24 Hermite polynomial solutions

The rescaled Hermite polynomials $R_{n}(x)$ may be defined by the displacement of a Gaussian distribution $\varphi(x)$, which gives the generating function

$$
\begin{equation*}
\frac{\varphi(x-a)}{\varphi(x)}=\exp \left\{x a-a^{2} / 2\right\}=\sum_{n=0}^{\infty} R_{n}(x) \frac{a^{n}}{n!} \tag{7.83}
\end{equation*}
$$

or, solving for $R_{n}$, we have the Rodriguez form

$$
\begin{equation*}
R_{n}(x)=\frac{\mathrm{d}^{n}}{\mathrm{~d} a^{n}}\left[\exp \left\{x a-a^{2} / 2\right\}\right]_{a=0}=(-1)^{n} \exp \left\{x^{2} / 2\right\} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}} \exp \left\{-x^{2} / 2\right\} \tag{7.84}
\end{equation*}
$$

The first few of these polynomials are: $R_{0}=1, R_{1}=x, R_{2}=x^{2}-1, R_{3}=x^{3}-3 x, R_{4}=$ $x^{4}-6 x^{2}+3$. The conventional Hermite polynomials $H_{n}(x)$ differ only in scaling: $H_{n}(x)=$ $2^{n / 2} R_{n}(x \sqrt{2})$.

Multiplying (7.83) by $\varphi(x) \exp \left\{x b-b^{2} / 2\right\}$ and integrating out $x$, we have the orthogonality relation

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} x R_{m}(x) R_{n}(x) \varphi(x)=n!\delta_{m n} \tag{7.85}
\end{equation*}
$$

and in consequence these polynomials have the remarkable property that convolution with a Gaussian function reduces simply to

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} x \varphi(y-x) R_{n}(x)=y^{n} \tag{7.86}
\end{equation*}
$$

Therefore, if $g(y)$ is represented by a power series,

$$
\begin{equation*}
g(y)=\sum_{n} a_{n} y^{n} \tag{7.87}
\end{equation*}
$$

we have immediately a formal solution of (7.82):

$$
\begin{equation*}
f(x)=\sum_{n} a_{n} \sigma^{n} R_{n}\left(\frac{x}{\sigma}\right) \tag{7.88}
\end{equation*}
$$

Since the coefficient of $x^{n}$ in $R_{n}(x)$ is unity, the expansions (7.87) and (7.88) converge equally well. So, if $g(y)$ is any polynomial or entire function (i.e. one representable by a power series (7.87) with infinite radius of convergence), the integral equation has the unique solution (7.88).

We can see the solution (7.88) a little more explicitly if we invoke the expansion of $R_{n}$, deducible from (7.83) by expanding $\exp \left\{x a-a^{2} / 2\right\}$ in a power series in $x$ :

$$
\begin{equation*}
R_{n}\left(\frac{x}{\sigma}\right)=\sum_{m=0}^{M}(-1)^{m} \frac{n!}{2^{m} m!(n-2 m)!}\left(\frac{x}{\sigma}\right)^{n-2 m} \tag{7.89}
\end{equation*}
$$

where $M=(n-1) / 2$ if $n$ is odd, $M=n / 2$ if $n$ is even. Then, noting that

$$
\begin{equation*}
\frac{n!}{(n-2 m)!}\left(\frac{x}{\sigma}\right)^{n-2 m}=\sigma^{2 m-n} \frac{\mathrm{~d}^{2 m}}{\mathrm{~d} x^{2 m}} x^{n} \tag{7.90}
\end{equation*}
$$

we have the formal expansion

$$
\begin{equation*}
f(x)=\sum_{m=0}^{\infty} \frac{(-1)^{m} \sigma^{2 m}}{2^{m} m!} \frac{\mathrm{d}^{2 m}}{\mathrm{~d} x^{2 m}} g(x)=g(x)-\frac{\sigma^{2}}{2} \frac{\mathrm{~d}^{2} g(x)}{\mathrm{d} x^{2}}+\frac{\sigma^{4}}{8} \frac{\mathrm{~d}^{4} g(x)}{\mathrm{d} x^{4}}-\cdots \tag{7.91}
\end{equation*}
$$

An analytic function is differentiable any number of times, and if $g(x)$ is an entire function this will converge to the unique solution. If $g(x)$ is a very smooth function, it converges very rapidly, so the first two or three terms of (7.91) are already a good approximation to the solution. This gives us some insight into the workings of the integral equation; as $\sigma \rightarrow 0$, the solution (7.91) relaxes into $f(x) \rightarrow g(x)$, as it should. The first two terms of (7.91) are what would be called, in image reconstruction, 'edge detection'; for small $\sigma$ the solution goes into this. The larger $\sigma$, the more the higher-order derivatives matter; that is, the more fine details of the structure of $g(y)$ contribute to the solution. Intuitively, the broader the Gaussian kernel, the more difficult it is to represent fine structure of $g(y)$ in terms of that kernel.

Evidently, we could continue this line of thought with much more analytical work, and it might seem that the problem is all but solved; but now the subtlety starts. Solutions like (7.88) and (7.91), although formally correct in a mathematical sense, ignore some facts of the real world; is $f(x)$ non-negative when $g(y)$ is? Is the solution stable, a small change in $g(y)$ inducing only a small change in $f(x)$ ? What if $g(x)$ is not an entire function but is piecewise continuous; for example, rectangular?

### 7.25 Fourier transform relations

For some insight into these questions, let us look at the integral equation from the Fourier transform viewpoint. Taking the transform of (7.82) according to

$$
\begin{equation*}
\mathcal{F}(k) \equiv \int_{-\infty}^{\infty} \mathrm{d} x f(x) \exp \{\mathrm{i} k x\} \tag{7.92}
\end{equation*}
$$

(7.82) reduces to

$$
\begin{equation*}
\exp \left\{-\frac{k^{2} \sigma^{2}}{2}\right\} \mathcal{F}(k)=\mathcal{G}(k) \tag{7.93}
\end{equation*}
$$

which illustrates that the Fourier transform of a Gaussian function is another Gaussian function, and shows us at once the difficulty of finding more general solutions than (7.88). If $g(y)$ is piecewise continuous, then, as $k \rightarrow \infty$, from the Riemann-Lebesgue lemma $\mathcal{G}(k)$ will fall off only as $1 / k$. Then $\mathcal{F}(k)$ must blow up violently, like $\exp \left\{+k^{2} \sigma^{2} / 2\right\} / k$, and one shudders to think what the function $f(x)$ must look like (infinitely violent oscillations of infinitely high frequency?) If $g(y)$ is continuous, but has discontinuous first derivatives like a triangular distribution, then $\mathcal{G}(k)$ falls off as $k^{-2}$, and we are in a situation about as bad. Evidently, if $g(y)$ has a discontinuity in any derivative, there is no solution $f(x)$ that would be acceptable in the physical problem. This is evident also from (7.91); the formal solution would degenerate into infinitely high derivatives of a delta-function.

In order that we can interpret $g(y)$ as a mixture of possible Gaussians, $f(x)$ must be nonnegative. But we must allow the possibility that the $f(x)$ sought is a sum of delta-functions; indeed, to resolve $g(y)$ into a discrete mixture of Gaussians $g(y)=\sum a_{j} \varphi\left(x-x_{j}\right)$ was the real goal of Quetelet and Galton. If this could be achieved uniquely, their interpretation might be valid. Then $\mathcal{F}(k)$ does not fall off at all as $k \rightarrow \pm \infty$, so $\mathcal{G}(k)$ must fall off as $\exp \left\{-k^{2} \sigma^{2} / 2\right\}$. In short, in order to be resolvable into Gaussians of width $\sigma$ with positive mixture function $f(x)$, the function $g(y)$ must itself be at least as smooth as a Gaussian of width $\sigma$. This is a formal difficulty.

There is a more serious practical difficulty. If $g(y)$ is a function determined only empirically, we do not have it in the form of an analytic function; we have only a finite number of approximate values $g_{i}$ at discrete points $y_{i}$. We can find many analytic functions which appear to be good approximations to the empirical one. But because of the instability evident in (7.88) and (7.91) they will lead to greatly different final results $f(x)$. Without a stability property and a criterion for choosing that smooth function, we really have no definite solution in the sense of inversion of an integral equation. ${ }^{28}$

In other words, finding the appropriate mixture $f(x)$ to account for an empirically determined distribution $g(y)$ is not a conventional mathematical problem of inversion; it is itself a problem of inference, requiring the apparatus of probability theory. In this way, a problem in probability theory can generate a hierarchy of subproblems, each involving probability theory again but on a different level.

[^57]
### 7.26 There is hope after all

Following up the idea in Section 7.2.5, the original goal of Quetelet has now been very nearly realized by analysis of the integral equation as a problem of Bayesian inference instead of mathematical inversion; and useful examples of analysis of real data by this have now been found. Sivia and Carlile (1992) report the successful resolution of noisy data into as many as nine different Gaussian components, representing molecular excitation lines, by a Bayesian computer program. ${ }^{29}$

It is hardly surprising that Quetelet and Galton could not solve this problem in the 19th century; but it is very surprising that today many scientists, engineers, and mathematicians still fail to see the distinction between inversion and inference, and struggle with problems like this that have no deductive solutions, only inferential ones. The problem is, however, very common in current applications; it is known as a 'generalized inverse' problem, and today we can give unique and useful inferential solutions to such problems by specifying the (essential, but hitherto unmentioned) prior information to be used, converting an ill-posed problem into a straightforward Bayesian exercise.

This suggests another interesting mathematical problem; for a given entire function $g(y)$, over what range of $\sigma$ is the solution (7.88) non-negative? There are some evident clues: when $\sigma \rightarrow 0$, we have $\varphi(x-y \mid \sigma) \rightarrow \delta(x-y)$ and so, as noted above, $f(x) \rightarrow g(x)$; so, for $\sigma$ sufficiently small, $f(x)$ will be non-negative if $g(y)$ is. But when $\sigma \rightarrow \infty$ the Gaussians in (7.82) become very broad and smooth; so, if $f(x)$ is non-negative, the integral in (7.82) must be at least as broad. Thus, when $g(y)$ has detailed structure on a scale smaller than $\sigma$, there can be no solution with non-negative $f(x)$; and it is not obvious whether there can be any solution at all.

Exercise 7.9. From the above arguments one would conjecture that there will be some upper bound $\sigma_{\max }$ such that the solution $f(x)$ is non-negative when and only when $0 \leq \sigma<\sigma_{\max }$. It will be some functional $\sigma_{\max }[g(y)]$ of $g(y)$. Prove or disprove this conjecture; if it is true, give a verbal argument by which we could have seen this without calculation; if it is false, give a specific counter-example showing why. Hint. It appears that (7.91) might be useful in this endeavor.

[^58]This suggests that the original goal of Quetelet and Galton was ambiguous; any sufficiently smooth non-Gaussian distribution may be generated by many different superpositions of different Gaussians of different widths. Therefore a given set of subpopulations, even if found mathematically, would have little biological significance unless there were additional prior information pointing to Gaussians of that particular width $\sigma$ as having a 'real' existence and playing some active role in the phenomena. Of course, this caveat applies equally to the aforementioned Bayesian solution; but Sivia and Carlile did have that prior information.

### 7.27 Comments

### 7.27.1 Terminology again

As we are obliged to point out so often, this field seems to be cursed more than any other with bad and misleading terminology which seems impossible to eradicate. The electrical engineers have solved this problem very effectively; every few years, an official committee issues a revised standard terminology, which is then enforced by editors of their journals (witness the meek acceptance of the change from 'megacycles' to 'megahertz' which was accomplished almost overnight a few years ago).

In probability theory there is no central authority with the power to bring about dozens of needed reforms, and it would be self-defeating for any one author to try to do this by himself; he would only turn away readers. But we can offer tentative suggestions in the hope that others may see merit in them.

The literature gives conflicting evidence about the origin of the term 'normal distribution'. Karl Pearson (1920) claimed to have introduced it 'many years ago', in order to avoid an old dispute over priority between Gauss and Legendre; but he gives no reference. Hilary Seal (1967) attributes it instead to Galton; but again fails to give a reference, so it would require a new historical study to decide this. However, the term had long been associated with the general topic: given a linear model $y=X \beta+e$, where the vector $y$ and the matrix $X$ are known, the vector of parameters $\beta$ and the noise vector $e$ unknown, Gauss (1823) called the system of equations $X^{\prime} X \hat{\beta}=X^{\prime} y$, which give the least squares parameter estimates $\hat{\beta}$, the 'normal equations', and the ellipsoid of constant probability density was called the 'normal surface'. It appears that somehow the name was transferred from the equations to the sampling distribution that leads to those equations.

Presumably, Gauss meant 'normal' in its mathematical sense of 'perpendicular', expressing the geometric meaning of those equations. The minimum distance from a point (the estimate) to a plane (the constraint) is the length of the perpendicular. But, as Pearson himself observes, the term 'normal distribution' is a bad one because the common colloquial meaning of 'normal' is standard or sane, implying a value judgment. This leads many to think - consciously or subconsciously - that all other distributions are in some way abnormal.

Actually, it is quite the other way; it is the so-called 'normal' distribution that is abnormal in the sense that it has many unique properties not possessed by any other. Almost all of our
experience in inference has been with this abnormal distribution, and much of the folklore that we must counter here was acquired as a result. For decades, workers in statistical inference have been misled, by that abnormal experience, into thinking that methods such as confidence intervals, that happen to work satisfactorily with this distribution, should work as well with others.

The alternative name 'Gaussian distribution' is equally bad for a different reason, although there is no mystery about its origin. Stigler (1980) sees it as a general law of eponymy that no discovery is named for its original discoverer. Our terminology is in excellent compliance with this law, since the fundamental nature of this distribution and its main properties were noted by Laplace when Gauss was six years old; and the distribution itself had been found by de Moivre before Laplace was born. But, as we noted, the distribution became popularized by the work of Gauss (1809), who gave a derivation of it that was simpler than previous ones and seemed very compelling intuitively at the time. This is the derivation that we gave above, Eq. (7.16), and which resulted in his name becoming attached to it.

The term 'central distribution' would avoid both of these objections while conveying a correct impression; it is the final 'stable' or 'equilibrium' distribution toward which all others gravitate under a wide variety of operations (large number limit, convolution, stochastic transformation, etc.), and which, once attained, is maintained through an even greater variety of transformations, some of which are still unknown to statisticians because they have not yet come up in their problems.

For example, in the 1870 s Ludwig Boltzmann gave a compelling, although heuristic, argument indicating that collisions in a gas tend to bring about a 'Maxwellian', or Gaussian, frequency distribution for velocities. Then Kennard (1938, Chap. 3) showed that this distribution, once attained, is maintained automatically, without any help from collisions, as the molecules move about, constantly changing their velocities, in any conservative force field (that is, forces $f(x)$ derivable from a potential $\phi(x)$ by gradients: $f(x)=-\nabla \phi(x)$ ). Thus, this distribution has stability properties considerably beyond anything yet utilized by statisticians, or yet demonstrated in the present work.

While venturing to use the term 'central distribution' in a cautious, tentative way, we continue to use also the bad but traditional terms, preferring 'Gaussian' for two reasons. Ancient questions of priority are no longer of interest; far more important today, 'Gaussian' does not imply any value judgment. Use of emotionally loaded terms appears to us a major cause of the confusion in this field, causing workers to adhere to principles with noble-sounding names like 'unbiased' or 'admissible' or 'uniformly most powerful', in spite of the nonsensical results they can yield in practice. But also, we are writing for an audience that includes both statisticians and scientists. Everybody understands what 'Gaussian distribution' means; but only statisticians are familiar with the term 'normal distribution'.

The fundamental Boltzmann distribution of statistical mechanics, exponential in energies, is of course Gaussian or Maxwellian in particle velocities. The general central tendency of probability distributions toward this final form is now seen as a consequence of their maximum entropy properties (Chapter 11). If a probability distribution is subjected to some
transformation that discards information but leaves certain quantities invariant, then, under very general conditions, if the transformation is repeated, the distribution tends to the one with maximum entropy, subject to the constraints of those conserved quantities.

This brings us to the term 'central limit theorem', which we have derived as a special case of the phenomenon just noted - the behavior of probability distributions under repeated convolutions, which conserve first and second moments. This name was introduced by George Pólya (1920), with the intention that the adjective 'central' was to modify the noun 'theorem'; i.e. it is the limit theorem which is central to probability theory. Almost universally, students today think that 'central' modifies 'limit', so that it is instead a theorem about a 'central limit', whatever that means. ${ }^{30}$

In view of the equilibrium phenomenon, it appears that Pólya's choice of words was after all fortunate in a way that he did not foresee. Our suggested terminology takes advantage of this; looked at in this way, the terms 'central distribution' and 'central limit theorem' both convey the right connotations to one hearing them for the first time. One can read 'central limit' as meaning a limit toward a central distribution, and will be invoking just the right intuitive picture.

[^59]
## 8

## Sufficiency, ancillarity, and all that

In the preceding five chapters we have examined the use of probability theory in problems that, although technically elementary, illustrated a fairly good sample of typical current applications. Now we are in a position to look back over these examples and note some interesting features that they have brought to light. It is useful to understand these features, for tactical reasons. Many times in the past when one tried to conduct inference by applying intuitive ad hoc devices instead of probability theory, they would not work acceptably unless some special circumstances were present, and others absent. Thus they were of major theoretical importance in orthodox statistics.

None of the material of the present chapter, however, is really needed in our applications; for us, these are incidental details that take care of themselves as long as we obey the rules. That is, if we merely apply the rules derived in Chapter 2, strictly and consistently in every problem, they lead us to do the right thing and arrive at the optimal inferences for that problem automatically, without our having to take any special note of these things. For us, they have rather a 'general cultural value' in helping us to understand better the inner workings of probability theory. One can see much more clearly why it is necessary to obey the Chapter 2 rules, and the predictable consequences of failure to do so.

### 8.1 Sufficiency

In our examples of parameter estimation, probability theory sometimes does not seem to use all the data that we offer it. In Chapter 6 , when we estimated the parameter $\theta$ of a binomial distribution from data on $n$ trials, the posterior pdf for $\theta$ depended on the data only through the number $n$ of trials and the number $r$ of successes; all information about the order in which success and failure occurred was ignored.

With a rectangular sampling distribution in $\alpha \leq x \leq \beta$, the joint posterior pdf for $\alpha, \beta$ used only the extreme data values ( $x_{\min }, x_{\max }$ ) and ignored the intermediate data.

Likewise, in Chapter 7, with a Gaussian sampling distribution and a data set $D \equiv$ $\left\{x_{1}, \ldots, x_{n}\right\}$, the posterior pdf for the parameters $\mu, \sigma$ depended on the data only through $n$ and their first two moments $\left(\bar{x}, \overline{x^{2}}\right)$. The $(n-2)$ other properties of the data convey a great deal of additional information of some kind; yet our use of probability theory ignored them.

Is probability theory failing to do all it could here? No, the proofs of Chapter 2 have precluded that possibility; the rules being used are the only ones that can yield unique answers while agreeing with the qualitative desiderata of rationality and consistency. It seems, then, that the unused parts of the data must be irrelevant to the question we are asking. ${ }^{1}$ But can probability theory itself confirm this conjecture for us in a more direct way?

This introduces us to a quite subtle theoretical point about inference. Special cases of the phenomenon were noted by Laplace (1812, 1824 edn, Supp. V). It was generalized and given its present name 100 years later by Fisher (1922), and its significance for Bayesian inference was noted by H. Jeffreys (1939). Additional understanding of its role in inference was achieved only recently, in the resolution of the 'marginalization paradox' discussed in Chapter 15.

If certain aspects of the data are not used when they are known, then presumably it would not matter (we should come to the same final conclusion) if they were unknown. Thus, if the posterior pdf for a parameter $\theta$ is found to depend on the data $D=\left\{x_{1}, \ldots, x_{n}\right\}$ only through a function $r\left(x_{1}, \ldots, x_{n}\right)$ (call it 'property R '), then it seems plausible that given $r$ alone we should be able to draw the same inferences about $\theta$. This would confirm that the unused parts of the data were indeed irrelevant in the sense just conjectured.

With a sampling density function $p\left(x_{1} \ldots x_{n} \mid \theta\right)$ and prior $p(\theta \mid I)=f(\theta)$, the posterior pdf using all the data is

$$
\begin{equation*}
p(\theta \mid D I)=h(\theta \mid D)=\frac{f(\theta) p\left(x_{1} \ldots x_{n} \mid \theta\right)}{\int \mathrm{d} \theta^{\prime} f\left(\theta^{\prime}\right) p\left(x_{1} \ldots x_{n} \mid \theta^{\prime}\right)} \tag{8.1}
\end{equation*}
$$

Note that we are not assuming independent or exchangeable sampling here; the sampling pdf need not factor in the form $p\left(x_{1} \ldots x_{n} \mid \theta\right)=\Pi_{i} p\left(x_{i} \mid \theta\right)$ and the marginal probabilities $p\left(x_{i} \mid \theta\right)=k_{i}\left(x_{i}, \theta\right)$ and $p\left(x_{j} \mid \theta\right)=k_{j}\left(x_{j}, \theta\right)$ need not be the same function. Now carry out a change of variables $\left(x_{1}, \ldots, x_{n}\right) \rightarrow\left(y_{1}, \ldots, y_{n}\right)$ in the sample space $S_{x}$, such that $y_{1}=r\left(x_{1}, \ldots, x_{n}\right)$, and choose $\left(y_{2}, \ldots, y_{n}\right)$ so that the Jacobian

$$
\begin{equation*}
J=\frac{\partial\left(y_{1}, \ldots, y_{n}\right)}{\partial\left(x_{1}, \ldots, x_{n}\right)} \tag{8.2}
\end{equation*}
$$

is bounded and nonvanishing everywhere on $S_{x}$. Then the change of variables is a 1:1 mapping of $S_{x}$ onto $S_{y}$, and the sampling density

$$
\begin{equation*}
g\left(y_{1}, \ldots, y_{n} \mid \theta\right)=J^{-1} p\left(x_{1} \ldots x_{n} \mid \theta\right) \tag{8.3}
\end{equation*}
$$

may be used just as well as $p\left(x_{1} \ldots x_{n} \mid \theta\right)$ in the posterior pdf:

$$
\begin{equation*}
h(\theta \mid D)=\frac{f(\theta) g\left(y_{1}, \ldots, y_{n} \mid \theta\right)}{\int \mathrm{d} \theta^{\prime} f\left(\theta^{\prime}\right) g\left(y_{1}, \ldots, y_{n} \mid \theta^{\prime}\right)} \tag{8.4}
\end{equation*}
$$

since the Jacobian, being independent of $\theta$, cancels out.
Then property R is the statement that for all $\theta \in S_{\theta}$, (8.4) is independent of $\left(y_{2}, \ldots, y_{n}\right)$. Writing this condition out as derivatives set to zero, we find that it defines a set of $n-1$

[^60]simultaneous integral equations (actually, only orthogonality conditions) that the prior $f(\theta)$ must satisfy:
\[

\int_{S_{\theta}} \mathrm{d} \theta^{\prime} K_{i}\left(\theta, \theta^{\prime}\right) f\left(\theta^{\prime}\right)=0 \quad\left\{$$
\begin{array}{l}
\theta \in S_{\theta}  \tag{8.5}\\
2 \leq i \leq n
\end{array}
$$\right\}
\]

where the $i$ th kernel is

$$
\begin{equation*}
K_{i}\left(\theta, \theta^{\prime}\right) \equiv g(y \mid \theta) \frac{\partial g\left(y \mid \theta^{\prime}\right)}{\partial y_{i}}-g\left(y \mid \theta^{\prime}\right) \frac{\partial g(y \mid \theta)}{\partial y_{i}} \tag{8.6}
\end{equation*}
$$

and we used the abbreviation $y \equiv\left(y_{1}, \ldots, y_{n}\right)$, etc. It is antisymmetric: $K_{i}\left(\theta, \theta^{\prime}\right)=$ $-K_{i}\left(\theta^{\prime}, \theta\right)$.

### 8.2 Fisher sufficiency

If (8.5) holds only for some particular prior $f(\theta)$, then $K_{i}\left(\theta, \theta^{\prime}\right)$ need not vanish; in its dependence on $\theta^{\prime}$ it needs only to be orthogonal to that particular function. But if (8.5) is to hold for all $f(\theta)$, as Fisher (1922) required by implication - by failing to mention $f(\theta)$ - then $K_{i}\left(\theta, \theta^{\prime}\right)$ must be orthogonal to a complete set of functions $f\left(\theta^{\prime}\right)$; thus zero almost everywhere for $(2 \leq i \leq n)$. Noting that the kernel may be written in the form

$$
\begin{equation*}
K_{i}\left(\theta, \theta^{\prime}\right)=g(y \mid \theta) g\left(y \mid \theta^{\prime}\right) \frac{\partial}{\partial y_{i}} \log \left[\frac{g\left(y \mid \theta^{\prime}\right)}{g(y \mid \theta)}\right] \tag{8.7}
\end{equation*}
$$

this condition may be stated as: given any $\left(\theta, \theta^{\prime}\right)$, then for all possible samples (that is, all values of $\left\{y_{1}, \ldots, y_{n} ; \theta ; \theta^{\prime}\right\}$ for which $g(y \mid \theta) g\left(y \mid \theta^{\prime}\right) \neq 0$ ), the ratio $\left[g\left(y \mid \theta^{\prime}\right) / g(y \mid \theta)\right]$ must be independent of the components $\left(y_{2}, \ldots, y_{n}\right)$. Thus to achieve property R independently of the prior, $g(y \mid \theta)$ must have the functional form

$$
\begin{equation*}
g\left(y_{1}, \ldots, y_{n} \mid \theta\right)=q\left(y_{1} \mid \theta\right) m\left(y_{2}, \ldots, y_{n}\right) \tag{8.8}
\end{equation*}
$$

Integrating $\left(y_{2}, \ldots, y_{n}\right)$ out of (8.8), we see that the function denoted by $q\left(y_{1} \mid \theta\right)$ is, to within a normalization constant, the marginal sampling pdf for $y_{1}$.

Transforming back to the original variables, Fisher sufficiency requires that the sampling pdf has the form

$$
\begin{equation*}
p\left(x_{1} \ldots x_{n} \mid \theta\right)=p(r \mid \theta) b\left(x_{1}, \ldots, x_{n}\right) \tag{8.9}
\end{equation*}
$$

where $p(r \mid \theta)$ is the marginal sampling density for $r\left(x_{1}, \ldots, x_{n}\right)$.
Equation (8.9) was given by Fisher (1922). If a sampling distribution factors in the manner (8.8), (8.9), then the sampling pdf for $\left(y_{2}, \ldots, y_{n}\right)$ is independent of $\theta$. This being the case, he felt intuitively that the values of $\left(y_{2}, \ldots, y_{n}\right)$ can convey no information about $\theta$; full information should be conveyed by the single quantity $r$, which he then termed a sufficient statistic. But Fisher's reasoning was only a conjecture referring to a sampling theory context. We do not see how it could be proved in that limited context, which did not use the concepts of prior and posterior probabilities.

Probability theory as logic can demonstrate this property directly without any need for conjecture. Indeed, using (8.9) in (8.1), the function $b(x)$ cancels out, and we find immediately the relation

$$
\begin{equation*}
h(\theta \mid D) \propto f(\theta) p(r \mid \theta) \tag{8.10}
\end{equation*}
$$

Thus, if (8.10) holds, then $r\left(x_{1}, \ldots, x_{n}\right)$ is a sufficient statistic in the sense of Fisher, and in Bayesian inference with the assumed model (8.1), knowledge of the single quantity $r$ does indeed tell us everything about $\theta$ that is contained in the full data set $\left(x_{1}, \ldots, x_{n}\right)$; and this will be true for all priors $f(\theta)$.

The idea generalizes at once to more variables. Thus, if the sampling distribution factors in the form $g\left(y_{1}, \ldots, y_{n} \mid \theta\right)=h\left(y_{1}, y_{2} \mid \theta\right) m\left(y_{3}, \ldots, y_{n}\right)$, we would say that $y_{1}\left(x_{1}, \ldots, x_{n}\right)$ and $y_{2}\left(x_{1}, \ldots, x_{n}\right)$ are jointly sufficient statistics for $\theta$ and, in this, $\theta$ could be multidimensional. If there are two parameters $\theta_{1}, \theta_{2}$ such that there is a coordinate system $\left\{y_{i}\right\}$ in which

$$
\begin{equation*}
g\left(y_{1}, \ldots, y_{n} \mid \theta_{1} \theta_{2}\right)=h\left(y_{1} \mid \theta_{1}\right) k\left(y_{2} \mid \theta_{2}\right) m\left(y_{3}, \ldots, y_{n}\right), \tag{8.11}
\end{equation*}
$$

then $y_{1}\left(x_{1}, \ldots, x_{n}\right)$ is a sufficient statistic for $\theta_{1}$, and $y_{2}$ is a sufficient statistic for $\theta_{2}$; and so on.

### 8.2.1 Examples

Our discussion of the Gaussian distribution in Chapter 7 has already demonstrated that it has sufficient statistics [Eqs. (7.25)-(7.30)]. If the data $D=\left\{y_{1}, \ldots, y_{n}\right\}$ consist of $n$ independent observations $y_{i}$, then the sampling distribution with mean and variance $\mu, \sigma^{2}$ could be written as

$$
\begin{equation*}
p(D \mid \mu \sigma I)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \exp \left\{-\frac{n}{2 \sigma^{2}}\left[(\mu-\bar{y})^{2}+s^{2}\right]\right\} \tag{8.12}
\end{equation*}
$$

where $\bar{y}, s^{2}$ are the observed sample mean and variance, Eq. (7.29). Since these are the only properties of the data that appear in the sampling distribution (8.12) - and therefore are the only properties of the data that occur in the joint posterior distribution $p(\mu \sigma \mid D I)$ - they are jointly sufficient statistics for estimation of $\mu, \sigma$. The test for sufficiency via Bayes’ theorem is often easier to carry out than is the test for factorization (8.11), although of course they amount to the same thing.

Let us examine sufficiency for the separate parameters. If $\sigma$ is known, then we would find the posterior distribution for $\mu$ alone:

$$
\begin{gather*}
p(\mu \mid \sigma D I)=A \frac{p(\mu \mid I) p(D \mid \mu \sigma I)}{\int \mathrm{d} \mu p(\mu \mid I) p(D \mid \mu I)},  \tag{8.13}\\
p\left(x_{1} \ldots x_{n} \mid \mu \sigma I\right)=A \exp \left\{-\frac{1}{\sigma^{2}} \sum_{i=1}^{n}\left(x_{i}-\mu\right)^{2}\right\}  \tag{8.1}\\
=A \exp \left\{-\frac{n s^{2}}{2 \sigma^{2}}\right\} \times \exp \left\{-\frac{n}{2 \sigma^{2}}(\bar{x}-\mu)^{2}\right\},
\end{gather*}
$$

where

$$
\begin{gather*}
\bar{x} \equiv \frac{1}{n} \sum_{i=1}^{n} x_{i}, \quad \overline{x^{2}} \equiv \frac{1}{n} \sum_{i} x_{i}^{2}, \quad s^{2} \equiv \overline{x^{2}}-\bar{x}^{2},  \tag{8.15}\\
p(\mu \mid \sigma D I) \propto p(u \mid I) \exp \left\{-\frac{n}{2 \sigma^{2}}(\bar{x}-\mu)\right\} \tag{8.16}
\end{gather*}
$$

are the sample mean, mean square, and variance, respectively. Since now the factor $\exp \left\{-n s^{2} / 2 \bar{s}^{2}\right\}$ appears in both numerator and denominator, it cancels out.

Likewise, if $\mu$ is known, then the posterior pdf for $\sigma$ alone is found to be

$$
\begin{equation*}
p(\sigma \mid \mu D I) \propto p(\sigma \mid I) \sigma^{-n} \exp \left\{-\frac{n}{2 \sigma^{2}}\left(\overline{x^{2}}-2 \mu \bar{x}+\mu^{2}\right)\right\} . \tag{8.17}
\end{equation*}
$$

Fisher sufficiency was of major importance in orthodox (non-Bayesian) statistics, because it had so few criteria for choosing an estimator. It had, moreover, a fundamental status lacking in other criteria because, for the first time, the notion of information appeared in orthodox thinking. If a sufficient statistic for $\theta$ exists, it is hard to justify using any other for inference about $\theta$. From a Bayesian standpoint one would be, deliberately, throwing away some of the information in the data that is relevant to the problem. ${ }^{2}$

### 8.2.2 The Blackwell-Rao theorem

Arguments in terms of information content had almost no currency in orthodox theory, but a theorem given by D. Blackwell and C. R. Rao in the 1940s did establish a kind of theoretical justification for the use of sufficient statistics in orthodox terms. Let $r\left(x_{1}, \ldots, x_{n}\right)$ be a Fisher sufficient statistic for $\theta$, and let $\beta\left(x_{1}, \ldots, x_{n}\right)$ be any proposed estimator for $\theta$. By (8.9) the joint pdf for the data conditional on $r$ :

$$
\begin{equation*}
p\left(x_{1} \ldots x_{n} \mid r \theta\right)=b(x) p(r \mid x \theta)=b(x) \delta(r-r(x)) \tag{8.18}
\end{equation*}
$$

is independent of $\theta$. Then the conditional expectation

$$
\begin{equation*}
\beta_{0}(r) \equiv\langle\beta \mid r \theta\rangle=E(\beta \mid r \theta) \tag{8.19}
\end{equation*}
$$

is also independent of $\theta$, so $\beta_{0}$ is a function only of the $x_{i}$, and so is itself a conceivable estimator for $\theta$, which depends on the observations only through the sufficient statistic: $\beta_{0}=E(\beta \mid r)$. The theorem is then that the 'quadratic risk'

$$
\begin{equation*}
R(\theta, \beta) \equiv E\left[(\beta-\theta)^{2} \mid \theta\right]=\int \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n}\left[\beta\left(x_{1}, \ldots, x_{n}\right)-\theta\right]^{2} \tag{8.20}
\end{equation*}
$$

satisfies the inequality

$$
\begin{equation*}
R\left(\theta, \beta_{0}\right) \leq R(\theta, \beta) \tag{8.21}
\end{equation*}
$$

[^61]for all $\theta$. If $R(\theta, \beta)$ is bounded, there is equality if and only if $\beta_{0}=\beta$; that is, if $\beta$ itself depends on the data only through the sufficient statistic $r$.

In other words, given any estimator $\beta$ for $\theta$, if a sufficient statistic $r$ exists, then we can find another estimator $\beta_{0}$ that achieves a lower or equal risk and depends only on $r$. Thus the best estimator we can find by the criterion of quadratic risk can always be chosen so that it depends on the data only through $r$. A proof is given by de Groot $(1975,1986$ edn, p. 373); the orthodox notion of risk is discussed further in Chapters 13 and 14. But if a sufficient statistic does not exist, orthodox estimation theory is in real trouble because it wastes information; no single estimator can take note of all the relevant information in the data.

The Blackwell-Rao argument is not compelling to a Bayesian, because the criterion of risk is a purely sampling theory notion that ignores prior information. But Bayesians have a far better justification for using sufficient statistics; it is straightforward mathematics, evident from (8.9) and (8.10) that, if a sufficient statistic exists, Bayes' theorem will lead us to it automatically, without our having to take any particular note of the idea. Indeed, far more is true: from the proofs of Chapter 2, Bayes' theorem will lead us to the optimal inferences, ${ }^{3}$ whether or not a sufficient statistic exists. So, in Bayesian inference, sufficiency is a valid concept; but it is not a fundamental theoretical consideration, only a pleasant convenience affecting the amount of computation but not the quality of the inference.

We have seen that sufficient statistics exist for the binomial, rectangular, and Gaussian sampling distributions. But consider the Cauchy distribution

$$
\begin{equation*}
p\left(x_{1} \ldots x_{n} \mid \theta I\right)=\prod_{i=1}^{n} \frac{1}{\pi} \frac{1}{1+\left(x_{i}-\theta\right)^{2}} \tag{8.22}
\end{equation*}
$$

This does not factor in the manner (8.9), and so there is no sufficient statistic. With a Cauchy sampling distribution, it appears that no part of the data is irrelevant; every scrap of it is used in Bayesian inference, and it makes a difference in our inferences about $\theta$ (that is, in details of the posterior pdf for $\theta$ ). Then there can be no satisfactory orthodox estimator for $\theta$; a single function conveys only one piece of information concerning the data, and misses ( $n-1$ ) others, all of which are relevant and used by Bayesian methods.

### 8.3 Generalized sufficiency

What Fisher could not have realized, because of his failure to use priors, is that the proviso for all priors is essential here. Fisher sufficiency, Eq. (8.9), is the strong condition necessary to achieve property R independently of the prior. But what was realized only recently is that property R may hold under weaker conditions that depend on which prior we assign. Thus, the notion of sufficiency, which originated in the Bayesian considerations of Laplace, actually has a wider meaning in Bayesian inference than in sampling theory.

[^62]To see this, note that, since the integral equations (8.5) are linear, we may think in terms of linear vector spaces. Let the class of all priors span a function space (Hilbert space) $H$ of functions on the parameter space $S_{\theta}$. If property R holds only for some subclass of priors $f(\theta) \in H^{\prime}$ that span a subspace $H^{\prime} \subset H$, then in (8.5) it is required only that the projection of $K_{i}\left(\theta, \theta^{\prime}\right)$ onto that subspace vanishes. Then $K_{i}\left(\theta, \theta^{\prime}\right)$ may be an arbitrary function on the complementary function space ( $H-H^{\prime}$ ) of functions orthogonal to $H^{\prime}$.

This new understanding is that, for some priors, it is possible to have 'effective sufficient statistics', even though a sufficient statistic in the sense of Fisher does not exist. Given any specified function $r\left(x_{1}, \ldots, x_{n}\right)$ and sampling density $p\left(x_{1} \ldots x_{n} \mid \theta\right)$, this determines a kernel $K_{i}\left(\theta, \theta^{\prime}\right)$ which we may construct by (8.6). If this kernel is incomplete (i.e. as $\left(\theta, \theta^{\prime}, i\right)$ vary over their range, the kernel, thought of as a set of functions of $\theta^{\prime}$ parameterized by $(\theta, i)$, does not span the entire function space $H$ ), then the set of simultaneous integral equations (8.5) has nonvanishing solutions $f(\theta)$. If there are non-negative solutions, they will determine a subclass of priors $f(\theta)$ for which $r$ would play the role of a sufficient statistic.

Then the possibility seems open that, for different priors, different functions $r\left(x_{1}, \ldots, x_{n}\right)$ of the data may take on the role of sufficient statistics. This means that use of a particular prior may make certain particular aspects of the data irrelevant. Then a different prior may make different aspects of the data irrelevant. One who is not prepared for this may think that a contradiction or paradox has been found.

This phenomenon is mysterious only for those who think of probability in terms of frequencies; as soon as we think of probability distributions as carriers of information the reason for it suddenly seems trivial and obvious. It really amounts to no more than the principle of Boolean algebra $A A=A$; redundant information is not counted twice. A piece of information in the prior makes a difference in our conclusions only when it tells us something that the data do not tell us. Conversely, a piece of information in the data makes a difference in our conclusions only when it tells us something that the prior information does not. Any information that is conveyed by both is redundant, and can be removed from either one without affecting our conclusions. Thus in Bayesian inference a prior can make some aspect of the data irrelevant simply by conveying some information that is also in the data.

But is this new freedom expressing trivialities, or potentially useful new capabilities for Bayesian inference, which Fisher and Jeffreys never suspected? To show that we are not just speculating about an empty case, note that we have already seen an extreme example of this phenomenon, in the strange properties that use of the binomial monkey prior had in urn sampling (Chapter 6); it made all of the data irrelevant, although with other priors all of the data were relevant.

### 8.4 Sufficiency plus nuisance parameters

In Section 8.2, the parameter $\theta$ might have been multidimensional, and the same general arguments would go through in the same way. The question becomes much deeper if we now suppose that there are two parameters $\theta, \eta$ in the problem, but we are not interested
in $\eta$, so for us the question of sufficiency concerns only the marginal posterior pdf for $\theta$. Factoring the prior $p(\theta \eta \mid I)=f(\theta) g(\eta \mid \theta)$, we may write the desired posterior pdf as

$$
\begin{equation*}
h(\theta \mid D)=\frac{\int \mathrm{d} \eta p(\theta \eta) f\left(x_{1}, \ldots, x_{n} \mid \theta \eta\right)}{\iint \mathrm{d} \theta \mathrm{~d} \eta p(\theta \eta) f\left(x_{1}, \ldots, x_{n} \mid \theta \eta\right)}=\frac{f(\theta) F\left(x_{1}, \ldots, x_{n} \mid \theta\right)}{\int \mathrm{d} \theta f(\theta) F\left(x_{1}, \ldots, x_{n} \mid \theta\right)} \tag{8.23}
\end{equation*}
$$

where

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n} \mid \theta\right) \equiv \int \mathrm{d} \eta p(\eta \mid \theta I) f\left(x_{1}, \ldots, x_{n} \mid \theta, \eta\right) \tag{8.24}
\end{equation*}
$$

Since this has the same mathematical form as (8.1), the steps (8.5)-(8.9) may be repeated and the same result must follow; given any specified $p(\eta \mid \theta I)$ for which the integral (8.24) converges, if we then find that the marginal distribution for $\theta$ has property R for all priors $f(\theta)$, then $F\left(x_{1}, \ldots, x_{n} \mid \theta\right)$ must factorize in the form

$$
\begin{equation*}
F\left(x_{1}, \ldots, x_{n} \mid \theta\right)=F^{*}(r \mid \theta) B\left(x_{1}, \ldots, x_{n}\right) \tag{8.25}
\end{equation*}
$$

But the situation is entirely different because $F\left(x_{1}, \ldots, x_{n} \mid \theta\right)$ no longer has the meaning of a sampling density, being a different function for different priors $p(\eta \mid \theta I)$. Now $\left\{F, F^{*}, B\right\}$ are all functionals of $p(\eta \mid \theta I) .{ }^{4}$ Thus the presence of nuisance parameters changes the details, but the general phenomenon of sufficiency is retained.

### 8.5 The likelihood principle

In applying Bayes' theorem, the posterior pdf for a parameter $\theta$ is always a product of a prior $p(\theta \mid I)$ and a likelihood function $L(\theta) \propto p(D \mid \theta I)$; the only place where the data appear is in the latter. Therefore it is manifest that

Within the context of the specified model, the likelihood function $L(\theta)$ from data $D$ contains all the information about $\theta$ that is contained in $D$.
For us, this is an immediate and mathematically trivial consequence of the product rule of probability theory, and is no more to be questioned than the multiplication table. Put differently, two data sets $D, D^{\prime}$ that lead to the same likelihood function to within normalization: $L(\theta)=a L^{\prime}(\theta)$, where ' $a$ ' is a constant independent of $\theta$, have just the same import for any inferences about $\theta$, whether it be point estimation, interval estimation, or hypothesis testing. But for those who think of a probability distribution as a physical phenomenon arising from 'randomness' rather than a carrier of incomplete information, the above quoted statement since it involves only the sampling distribution - has a meaning independent of the product rule and Bayes' theorem. They call it the 'likelihood principle', and its status as a valid principle of inference has been the subject of long controversy, still continuing today.

An elementary argument for the principle, given by George Barnard (1947), is that irrelevant data ought to cancel out of our inferences. He stated it thus: Suppose that in

[^63]addition to obtaining the data $D$ we flip a coin and record the result $Z=H$ or $T$. Then the sampling probability for all our data becomes, as Barnard would have written it,
\[

$$
\begin{equation*}
p(D Z \mid \theta)=p(D \mid \theta) p(Z) \tag{8.26}
\end{equation*}
$$

\]

Then he reasoned that, obviously, the result of a coin flip can tell us nothing more about the parameter $\theta$ beyond what the data $D$ have to say; and so inference about $\theta$ based on $D Z$ ought to be exactly the same as inference based on $D$ alone. From this he drew the conclusion that constant factors in the likelihood must be irrelevant to inferences; that is, inferences about $\theta$ may depend only on the ratios of likelihoods for different values:

$$
\begin{equation*}
\frac{L_{1}}{L_{2}}=\frac{p\left(D Z \mid \theta_{1} I\right)}{p\left(D Z \mid \theta_{2} I\right)}=\frac{p\left(D \mid \theta_{1} I\right)}{p\left(D \mid \theta_{2} I\right)} \tag{8.27}
\end{equation*}
$$

which are the same whether $Z$ is or is not included. This is commonly held to be the first statement of the likelihood principle by an orthodox statistician. It is just what we considered obvious already back in Chapter 4, when we noted that a likelihood is not a probability because its normalization is arbitrary. But not all orthodoxians found Barnard's argument convincing.

Alan Birnbaum (1962) gave the first attempted proof of the likelihood principle to be generally accepted by orthodox statisticians. From the enthusiastic discussion following his paper, we see that many regarded this as a major historical event in statistics. He again appeals to coin tossing, but in a different way, through the principle of Fisher sufficiency plus a 'conditionality principle' which appeared to him more primitive:

## Conditionality principle

Suppose we can estimate $\theta$ from either of two experiments, $E_{1}$ and $E_{2}$. If we flip a coin to decide which to do, then the information we get about $\theta$ should depend only on the experiment that was actually performed. That is, recognition of an experiment that might have been performed, but was not, cannot tell us anything about $\theta$.

But Birnbaum's argument was not accepted by all orthodox statisticians, and Birnbaum himself seems to have had later doubts. One can criticize the conditionality principle by asking: 'How did you choose the experiments $E_{1}, E_{2}$ ?' Presumably, they were chosen with some knowledge of their properties. For example, we may know that one kind of experiment may be very good for small $\theta$, a different one for large $\theta$. Suppose that both $E_{1}$ and $E_{2}$ are most accurate for small $\theta$ and that there is a third experiment $E_{3}$ which is accurate for large $\theta$. We assume that we chose $E_{1}$ and $E_{2}$, and the coin flip chose $E_{1}$. Then the fact that the coin flip did not choose $E_{2}$ need not make recognition of $E_{2}$ irrelevant to the inference; the very fact that we included it in our enumeration of experiments worth considering implies some prior knowledge favoring small $\theta$.

In any event, Kempthorne and Folks (1971) and Fraser (1980) continued to attack the likelihood principle and deny its validity. From his failure to attack it when he was attacking almost every other principle of inference, we may infer that R. A. Fisher probably accepted
the likelihood principle, although his own procedures did not respect it. But he continued to denounce the use of Bayes' theorem on other ideological grounds. For further discussion, see A.W. F. Edwards (1974), or Berger and Wolpert (1988). The issue becomes even more complex and confusing in connection with the notion of ancillarity, discussed below.

Orthodoxy is obliged to violate the likelihood principle for three different reasons: (1) its central dogma that 'The merit of an estimator is determined by its long-run sampling properties', which makes no reference to the likelihood function; (2) its secondary dogma that the accuracy of an estimate is determined by the width of the sampling distribution for the estimator, which again takes note of the likelihood principle; and (3) procedures in which 'randomization' is held to generate the probability distribution used in the inference! These are still being taught, and defended vigorously, by people who do not seem to comprehend that their conclusions are then determined, not by the relevant evidence in the data, but by irrelevant artifacts of the randomization. In Chapter 17 we shall examine the so-called 'randomization tests' of orthodoxy and see how Bayesian analysis deals with the same problems.

Indeed, even coin flip arguments cannot be accepted unconditionally if they are to be taken literally; particularly by a physicist who is aware of all the complicated things that happen in real coin flips, as described in Chapter 10. If there is any logical connection between $\theta$ and the coin, so that knowing $\theta$ would tell us anything about the coin flip, then knowing the result of the coin flip must tell us something about $\theta$. For example, if we are measuring a gravitational field by the period of a pendulum, but the coin is tossed in that same gravitational field, there is a clear logical connection. Both Barnard's argument and Birnbaum's conditionality principle contain an implicit hidden assumption that this is not the case. Presumably, they would reply that, without saying so explicitly, they really meant 'coin flip' in a more abstract sense of some binary experiment totally detached from $\theta$ and the means of measuring it. But then, the onus was on them to define exactly what that binary experiment was, and they never did this.

In our view, this line of thought takes us off into an infinite regress of irrelevancies; in our system, the likelihood principle is already proved as an immediate consequence of the product rule of probability theory, independently of all considerations of coin flips or any other auxiliary experiment. But for those who ignore Cox's theorems, ad hoc devices continue to take precedence over the rules of probability theory, and there is a faction in orthodoxy that still militantly denies the validity of the likelihood principle.

It is important to note that the likelihood principle, like the likelihood function, refers only to the context of a specified model which is not being questioned; seen in a wider context, it may or may not contain all the information in the data that we need to make the best estimate of $\theta$, or to decide whether to take more data or stop the experiment now. Is there additional external evidence that the apparatus is deteriorating? Or, is there reason to suspect that our model may not be correct? Perhaps a new parameter $\lambda$ is needed. But to claim that the need for additional information like this is a refutation of the likelihood principle, is only to display a misunderstanding of what the likelihood principle is; it is a 'local' principle, not a 'global' one.

### 8.6 Ancillarity

Consider estimation of a location parameter $\theta$ from a sampling distribution $p(x \mid \theta I)=$ $f(x-\theta \mid I) .{ }^{5}$ Fisher (1934) perceived a strange difficulty with orthodox procedures. Choosing some function of the data $\theta^{*}\left(x_{1}, \ldots, x_{n}\right)$ as our estimator, two different data sets might yield the same estimate for $\theta$, yet have very different configurations (such as range, fourth central moments, etc.), and must leave us in a very different state of knowledge concerning $\theta$. In particular, it seemed that a very broad range and a sharply clustered one might lead us to the same actual estimate, but they ought to yield very different conclusions as to the accuracy of that estimate. Yet if we hold that the accuracy of an estimate is determined by the width of the sampling distribution for the estimator, one is obliged to conclude that all estimates from a given estimator have the same accuracy, regardless of the configuration of the sample.

Fisher's proposed remedy was not to question the orthodox reasoning which caused this anomaly, but rather to invent still another ad hockery to patch it up: use sampling distributions conditional on some 'ancillary' statistic $z\left(x_{1}, \ldots, x_{n}\right)$ that gives some information about the data configuration that is not contained in the estimator. In general, a single statistic cannot describe the data configuration fully; this could require as many as $(n-1)$ ancillary statistics. But Fisher could not always supply them; often they do not exist, because he also demanded that the sampling distribution $p(z \mid \theta I)=p(z \mid I)$ for an ancillary statistic must be independent of $\theta$. We do not know Fisher's private reason for imposing this independence, but from a Bayesian viewpoint we can see easily what it accomplishes.

The conditional sampling distribution for the data that Fisher would use is then $p(D \mid z \theta I)$. In orthodox statistics, this changed sampling distribution can in general lead to different conclusions about $\theta$. But we process this by Bayes' theorem:

$$
\begin{equation*}
p(D \mid z \theta I)=\frac{p(z D \mid \theta I)}{p(z \mid \theta I)}=p(D \mid \theta I) \frac{p(z \mid D \theta I)}{p(z \mid \theta I)} . \tag{8.28}
\end{equation*}
$$

Now if $z=z(D)$ is a function only of the data, then $p(z \mid D \theta I)$ is just a delta-function $\delta[z-$ $z(D)]$; so, if $p(z \mid \theta I)$ is independent of $\theta$, the conditioned sampling distribution $p(D \mid z \theta I)$ has the same $\theta$ dependence (that is, it yields the same likelihood function) as does the unconditional sampling distribution $p(D \mid \theta I)$. Put differently, from a Bayesian standpoint what Fisher's procedure accomplishes is nothing at all; the likelihood $L(\theta)$ is unchanged, so any method of inference - whether for point estimation, interval estimation, or hypothesis testing - that respects the likelihood principle will lead to just the same inferences about $\theta$, whether or not we condition on an ancillary statistic. Indeed, in Bayesian analysis, if $z$ is a function only of the data, then the value of $z$ is known from the data, so it is redundant information; whether it is or is not included also in the prior information cannot matter. This is, again, just the principle $A A=A$ of elementary logic that we are obliged to stress so often because orthodoxy does not seem to comprehend its implications.

[^64]The fact that Fisher obtained different estimates, depending on whether he did or did not condition on ancillary statistics, indicates only that his unconditioned procedure violated the likelihood principle. On the other hand, if we condition on a quantity $Z$ that is not just a function of the data, then $Z$ conveys additional information that is not in the data; and we must expect that in general this will alter our inferences about $\theta$.

Orthodoxy, when asked for the accuracy of the estimate, departs from the likelihood principle a second time by appealing not to any property of the likelihood function from our data set, but rather to the width of the sampling distribution for the estimator - a property of that imaginary collection of data sets that one thought might have been observed but were not. For us, adhering to the likelihood principle, it is the width of the likelihood function, from the one data set that we actually have, that tells us the accuracy of the estimate from that data set; imaginary data sets that were not seen are irrelevant to the question we are asking. ${ }^{6}$ Thus, for a Bayesian the question of ancillarity never comes up at all; we proceed directly from the statement of the problem to the solution that obeys the likelihood principle.

### 8.7 Generalized ancillary information

Now let us take a broader view of the notion of ancillary information, as referring not to Fisher ancillarity (in which the ancillary statistic $z$ is part of the data), but to any additional quantity $Z$ that we do not consider part of the prior information or the data. As before, we define

$$
\begin{align*}
\theta & =\text { parameters (interesting or uninteresting) } \\
E & =e_{1}, \ldots, e_{n}, \quad \text { noise } \\
D & =d_{1}, \ldots, d_{n}, \quad \text { data }  \tag{8.29}\\
d_{i} & =f\left(t_{i} \theta\right)+e_{i}, \\
& \text { model. }
\end{align*}
$$

But now we add

$$
\begin{equation*}
Z=z_{1}, \ldots, z_{m} \quad \text { ancillary data. } \tag{8.30}
\end{equation*}
$$

We want to estimate $\theta$ from the posterior pdf, $p(\theta \mid D Z I)$, and direct application of Bayes' theorem gives

$$
\begin{equation*}
p(\theta \mid D Z I)=p(\theta \mid I) \frac{p(D Z \mid \theta I)}{p(D Z \mid I)} \tag{8.31}
\end{equation*}
$$

in which $Z$ appears as part of the data. But now we suppose that $Z$ has, by itself, no direct relevance to $\theta$ :

$$
\begin{equation*}
p(\theta \mid Z I)=p(\theta \mid I) \tag{8.32}
\end{equation*}
$$

This is the essence of what Fisher meant by the term 'ancillary', although his ideology did not permit him to state it this way (since he admitted only sampling distributions, he was

[^65]obliged to define all properties in terms of sampling distributions). He would say instead that ancillary data have a sampling distribution independent of $\theta$ :
\[

$$
\begin{equation*}
p(Z \mid \theta I)=p(Z \mid I) \tag{8.33}
\end{equation*}
$$

\]

which he would interpret as: $\theta$ exerts no causal physical influence on $Z$. But from the product rule,

$$
\begin{equation*}
p(\theta Z \mid I)=p(\theta \mid Z I) p(Z \mid I)=p(Z \mid \theta I) p(\theta \mid I) \tag{8.34}
\end{equation*}
$$

we see that from the standpoint of probability theory as logic, (8.32) and (8.33) are equivalent; either implies the other. Expanding the likelihood ratio by the product rule and using (8.33),

$$
\begin{equation*}
\frac{p(D Z \mid \theta I)}{p(D Z \mid I)}=\frac{p(D \mid \theta Z I)}{p(D \mid Z I)} . \tag{8.35}
\end{equation*}
$$

Then, in view of (8.32), we can rewrite (8.31) equally well as

$$
\begin{equation*}
p(\theta \mid D Z I)=p(\theta \mid Z I) \frac{p(D \mid \theta Z I)}{p(D \mid Z I)} \tag{8.36}
\end{equation*}
$$

and now the generalized ancillary information appears to be part of the prior information.
A peculiar property of generalized ancillary information is that the relationship between $\theta$ and $Z$ is a reciprocal one; had we been interested in estimating $Z$ but knew $\theta$, then $\theta$ would appear as a 'generalized ancillary statistic'. To see this most clearly, note that the definitions (8.32) and (8.33) of an ancillary statistic are equivalent to the factorization:

$$
\begin{equation*}
p(\theta Z \mid I)=p(\theta \mid I) p(Z \mid I) \tag{8.37}
\end{equation*}
$$

Now recall how we handled this before, when our likelihood was only

$$
\begin{equation*}
L_{0}(\theta) \propto p(D \mid \theta I) \tag{8.38}
\end{equation*}
$$

Because of the model equation (8.29), if $\theta$ is known, then the probability of getting any datum $d_{i}$ is just the probability that the noise would have made up the difference:

$$
\begin{equation*}
e_{i}=d_{i}-f\left(t_{i}, \theta\right) \tag{8.39}
\end{equation*}
$$

So if the prior pdf for the noise is a function

$$
\begin{equation*}
p(E \mid \theta I)=u\left(e_{1}, \ldots, e_{n}, \theta\right)=u\left(\left\{e_{i}\right\}, \theta\right) \tag{8.40}
\end{equation*}
$$

we have

$$
\begin{equation*}
p(D \mid \theta I)=u\left(\left\{d_{i}-f\left(t_{i}, \theta\right)\right\}, \theta\right) \tag{8.41}
\end{equation*}
$$

the same function of $\left\{d_{i}-f\left(t_{i}, \theta\right)\right\}$. In the special case of a white Gaussian noise pdf independent of $\theta$, this led to Eq. (7.28).

Our new likelihood function (8.35) can be dealt with in the same way, only in place of (8.41) we shall have a different noise pdf, conditional on $Z$. Thus the effect of ancillary
data is simply to update the original noise pdf:

$$
\begin{equation*}
p(E \mid \theta I) \rightarrow p(E \mid \theta Z I) \tag{8.42}
\end{equation*}
$$

and in general ancillary data that have any relevance to the noise will affect our estimates of all parameters through this changed estimate of the noise.

In (8.40)-(8.42) we have included $\theta$ in the conditioning statement to the right of the vertical stroke to indicate the most general case. But in all the cases examined in the orthodox literature, knowledge of $\theta$ would not be relevant to estimating the noise, so what they actually did was the replacement

$$
\begin{equation*}
p(E \mid I) \rightarrow p(E \mid Z I) \tag{8.43}
\end{equation*}
$$

instead of (8.42).
Also, in the cases we have analyzed, this updating is naturally regarded as arising from a joint sampling distribution, which is a function

$$
\begin{equation*}
p(D Z \mid I)=w\left(e_{1}, \ldots, e_{n}, z_{1}, \ldots, z_{m}\right) \tag{8.44}
\end{equation*}
$$

The previous noise pdf (8.40) is then a marginal distribution of (8.44):

$$
\begin{equation*}
p(D \mid I)=u\left(e_{1} \cdots e_{n}\right)=\int \mathrm{d} z_{1} \cdots \mathrm{~d} z_{m} w\left(e_{1}, \ldots, e_{n}, z_{1}, \ldots, z_{m}\right) \tag{8.45}
\end{equation*}
$$

the prior pdf for the ancillary data is another marginal distribution:

$$
\begin{equation*}
p(Z \mid I)=\int \mathrm{d} e_{1} \cdots \mathrm{~d} e_{n} w\left(e_{1}, \ldots, e_{n}, z_{1}, \ldots, z_{m}\right) \tag{8.46}
\end{equation*}
$$

and the conditional distribution is

$$
\begin{equation*}
p(D \mid Z I)=\frac{p(D Z \mid I)}{p(Z \mid I)}=\frac{w\left(e_{i}, z_{j}\right)}{v\left(z_{j}\right)} . \tag{8.47}
\end{equation*}
$$

Fisher's original application, and the ironic lesson it had for the relation of Bayesian and sampling theory methods, is explained in the Comments at the end of this chapter, Section 8.12.

### 8.8 Asymptotic likelihood: Fisher information

Given a data set $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$, the log likelihood is

$$
\begin{equation*}
\frac{1}{n} \log L(\theta)=\frac{1}{n} \sum_{i=1}^{n} \log p\left(x_{i} \mid \theta\right) \tag{8.48}
\end{equation*}
$$

What happens to this function as we accumulate more and more data? The usual assumption is that, as $n \rightarrow \infty$, the sampling distribution $p(x \mid \theta)$ is actually equal to the limiting relative frequencies of the various data values $x_{i}$. We know of no case where one could actually know this to be true in the real world; so the following heuristic argument is all that is
justified. If this assumption were true, then we would have asymptotically, as $n \rightarrow \infty$,

$$
\begin{equation*}
\frac{1}{n} \log L(\theta) \rightarrow \int \mathrm{d} x p\left(x \mid \theta_{0}\right) \log p(x \mid \theta) \tag{8.49}
\end{equation*}
$$

where $\theta_{0}$ is the 'true' value, presumed unknown. Denoting the entropy of the 'true' density by

$$
\begin{equation*}
H_{0}=-\int \mathrm{d} x p\left(x \mid \theta_{0}\right) \log p\left(x \mid \theta_{0}\right) \tag{8.50}
\end{equation*}
$$

we have for the asymptotic likelihood function

$$
\begin{equation*}
\frac{1}{n} \log L(\theta)+H_{0}=\int \mathrm{d} x p\left(x \mid \theta_{0}\right) \log \left[\frac{p(x \mid \theta)}{p\left(x \mid \theta_{0}\right)}\right] \leq 0 \tag{8.51}
\end{equation*}
$$

where, letting $q \equiv p\left(x \mid \theta_{0}\right) / p(x \mid \theta)$, we used the fact that, for positive real $q$, we have $\log (q) \leq q-1$, with equality if and only if $q=1$. Thus we have equality in (8.51) if and only if $p(x \mid \theta)=p\left(x \mid \theta_{0}\right)$ for all $x$ for which $p\left(x \mid \theta_{0}\right)>0$. But if two different values $\theta, \theta_{0}$ of the parameter lead to identical sampling distributions, then they are confounded: the data cannot distinguish between them. If the parameter is always 'identified', in the sense that different values of $\theta$ always lead to different sampling distributions for the data, then we have equality in (8.51) if and only if $\theta=\theta_{0}$, so the asymptotic likelihood function $L(\theta)$ reaches its maximum at the unique point $\theta=\theta_{0}$.

Supposing the parameter multidimensional: $\theta \equiv\left\{\theta_{1}, \ldots, \theta_{m}\right\}$ and expanding about this maximum, we have

$$
\begin{equation*}
\log p(x \mid \theta)=\log p\left(x \mid \theta_{0}\right)-\frac{1}{2} \sum_{i, j=1}^{m} \frac{\partial^{2} \log p(x \mid \theta)}{\partial \theta_{i} \partial \theta_{j}} \delta \theta_{i} \delta \theta_{j} \tag{8.52}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{n} \log \left[\frac{L(\theta)}{L\left(\theta_{0}\right)}\right]=-\frac{1}{2} \sum_{i j} I_{i j} \delta \theta_{i} \delta \theta_{j} \tag{8.53}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{i j} \equiv \int \mathrm{~d}^{n} x p\left(x \mid \theta_{0}\right) \frac{\partial^{2} \log p(x \mid \theta)}{\partial \theta_{i} \partial \theta_{j}} \tag{8.54}
\end{equation*}
$$

is called the Fisher information matrix. It is a useful measure of the 'resolving power' of the experiment; that is, considering two close values $\theta, \theta^{\prime}$, how big must the separation $\left|\theta-\theta^{\prime}\right|$ be in order that the experiment can distinguish between them?

### 8.9 Combining evidence from different sources

We all know that there are good and bad experiments. The latter accumulate in vain. Whether there are a hundred or a thousand, one single piece of work by a real master - by a Pasteur, for example - will be sufficient to sweep them into oblivion.

We all feel intuitively that the totality of evidence from a number of experiments ought to enable better inferences about a parameter than does the evidence of any one experiment. But intuition is not powerful enough to tell us when this is valid. One might think naïvely that if we have 25 experiments, each yielding conclusions with an accuracy of $\pm 10 \%$, then by averaging them we get an accuracy of $\pm 10 / \sqrt{25}= \pm 2 \%$. This seems to be supposed by a method currently in use in psychology and sociology, called meta-analysis (Hedges and Olkin, 1985). Probability theory as logic shows clearly how and under what circumstances it is safe to combine this evidence.

The classical example showing the error of uncritical reasoning here is the old fable about the height of the Emperor of China. Supposing that each person in China surely knows the height of the Emperor to an accuracy of at least $\pm 1$ meter; if there are $N=1000000000$ inhabitants, then it seems that we could determine his height to an accuracy at least as good as

$$
\begin{equation*}
\frac{1}{\sqrt{1000000000}} \mathrm{~m}=3 \times 10^{-5} \mathrm{~m}=0.03 \mathrm{~mm} \tag{8.55}
\end{equation*}
$$

merely by asking each person's opinion and averaging the results.
The absurdity of the conclusion tells us rather forcefully that the $\sqrt{N}$ rule is not always valid, even when the separate data values are causally independent; it is essential that they be logically independent. In this case, we know that the vast majority of the inhabitants of China have never seen the Emperor; yet they have been discussing the Emperor among themselves, and some kind of mental image of him has evolved as folklore. Then, knowledge of the answer given by one does tell us something about the answer likely to be given by another, so they are not logically independent. Indeed, folklore has almost surely generated a systematic error, which survives the averaging; thus the above estimate would tell us something about the folklore, but almost nothing about the Emperor.

We could put it roughly as follows:

$$
\begin{equation*}
\text { error in estimate }=S \pm \frac{R}{\sqrt{N}} \tag{8.56}
\end{equation*}
$$

where $S$ is the common systematic error in each datum, $R$ is the RMS 'random' error in the individual data values. Uninformed opinions, even though they may agree well among themselves, are nearly worthless as evidence. Therefore sound scientific inference demands that, when this is a possibility, we use a form of probability theory (i.e., a probabilistic model) which is sophisticated enough to detect this situation and make allowances for it.

As a start on this, (8.56) gives us a crude but useful rule of thumb; it shows that, unless we know that the systematic error is less than about one-third of the random error, we cannot be sure that the average of one million data values is any more accurate or reliable than the average of ten. As Henri Poincaré put it: 'The physicist is persuaded that one good measurement is worth many bad ones.' Indeed, this has been well recognized by experimental physicists for generations; but warnings about it are conspicuously missing
from textbooks written by statisticians, and so it is not sufficiently recognized in the 'soft' sciences whose practitioners are educated from those textbooks.

Let us investigate this more carefully using probability theory as logic. Firstly we recall the chain consistency property of Bayes' theorem. Suppose we seek to judge the truth of some hypothesis $H$, and we have two experiments which yield data sets $A, B$, respectively. With prior information $I$, from the first we would conclude

$$
\begin{equation*}
p(H \mid A I)=p(H \mid I) \frac{p(A \mid H I)}{p(A \mid I)} \tag{8.57}
\end{equation*}
$$

Then this serves as the prior probability when we obtain the new data $B$ :

$$
\begin{equation*}
p(H \mid A B I)=p(H \mid A I) \frac{p(B \mid A H I)}{p(B \mid A I)}=p(H \mid I) \frac{p(A \mid H I) p(B \mid A H I)}{p(A \mid I) p(B \mid A I)} \tag{8.58}
\end{equation*}
$$

But

$$
\begin{align*}
p(A \mid H I) p(B \mid A H I) & =p(A B \mid H I)  \tag{8.59}\\
p(A \mid I) p(B \mid A I) & =p(A B \mid I)
\end{align*}
$$

so (8.58) reduces to

$$
\begin{equation*}
p(H \mid A B I)=p(H \mid I) \frac{p(A B \mid H I)}{p(A B \mid I)} \tag{8.60}
\end{equation*}
$$

which is just what we would have found had we used the total evidence $C=A B$ in a single application of Bayes' theorem. This is the chain consistency property. We see from this that it is valid to combine the evidence from several experiments if:
(1) the prior information $I$ is the same in all;
(2) the prior for each experiment includes also the results of the earlier ones.

To study one condition a time, let us leave it as an exercise for the reader to examine the effect of violating (1), and suppose for now that we obey (1) but not (2), but we have from the second experiment alone the conclusion

$$
\begin{equation*}
p(H \mid B I)=p(H \mid I) \frac{p(B \mid H I)}{p(B \mid I)} . \tag{8.61}
\end{equation*}
$$

Is it possible to combine the conclusions (8.57) and (8.61) of the two experiments into a single more reliable conclusion? It is evident from (8.58) that this cannot be done in general; it is not possible to obtain $p(H \mid A B I)$ as a function of the form

$$
\begin{equation*}
p(H \mid A B I)=f[p(H \mid A I), p(H \mid B I)] \tag{8.62}
\end{equation*}
$$

because this requires information not contained in either of the arguments of that function. But if it is true that $p(B \mid A H I)=p(B \mid H I)$, then from the product rule written in the form

$$
\begin{equation*}
p(A B \mid I)=p(A \mid B H I) p(B \mid H I)=p(B \mid A H I) p(A \mid H I) \tag{8.63}
\end{equation*}
$$

Table 8.1. Experiment $A$.

|  | Failures | Successes | Success (\%) |
| :--- | :---: | :---: | :---: |
| Old | 16519 | 4343 | $20.8 \pm 0.28$ |
| New | 742 | 122 | $14.1 \pm 1.10$ |

Table 8.2. Experiment B.

|  | Failures | Successes | Success (\%) |
| :--- | :---: | :---: | :---: |
| Old | 3876 | 14488 | $78.9 \pm 0.30$ |
| New | 1233 | 3907 | $76.0 \pm 0.60$ |

it follows that $p(A \mid B H I)=p(A \mid H I)$, and this will work. For this, the data sets $A, B$ must be logically independent in the sense that, given $H$ and $I$, knowing either data set would tell us nothing about the other.

If we do have this logical independence, then it is valid to combine the results of the experiments in the above naïve way, and we will in general improve our inferences by so doing. Meta-analysis, applied without regard to these necessary conditions, can be utterly misleading.

At this point, we are beginning to see the kind of dangerous nonsense that can be produced by those who fail to distinguish between causal independence and logical independence. But the situation is still more subtle and dangerous; suppose one tried to circumvent this by pooling all the data before analyzing them; that is, using (8.60). Let us see what could happen to us.

### 8.10 Pooling the data

The following data are real, but the circumstances were more complicated than supposed in the following scenario. Patients were given either of two treatments, the old one and a new one, and the number of successes (recoveries) and failures (deaths) were recorded. In experiment A the data were as given in Table 8.1. In which the entries in the last column are of the form $100 \times[p \pm \sqrt{p(1-p) / n}]$, indicating the standard deviation to be expected from binomial sampling. Experiment B, conducted two years later, yielded the data given in Table 8.2. In each experiment, the old treatment appeared slightly but significantly better (that is, the differences in $p$ were greater than the standard deviations). The results were very discouraging to the researchers.

But then one of them had a brilliant idea: let us pool the data, simply adding up in the manner $4343+14488=18831$, etc. Then we have the contingency table, Table 8.3. Now the new treatment appears much better with overwhelmingly high significance (the difference is over 20 times the sum of the standard deviations)! They eagerly publish this

Table 8.3. Pooled data.

|  | Failures | Successes | Success (\%) |
| :--- | :---: | :---: | :---: |
| Old | 20395 | 18831 | $48.0 \pm 0.25$ |
| New | 1975 | 4029 | $67.1 \pm 0.61$ |

gratifying conclusion, presenting only the pooled data; and become (for a short time) famous as great discoverers.

How is such an anomaly possible with such innocent looking data? How can two data sets, each supporting the same conclusion, support the opposite conclusion when pooled? Let the reader, before proceeding, ponder these tables and form your own opinion of what is happening.

The point is that an extra parameter is clearly present. Both treatments yielded much better results two years later. This unexpected fact is, evidently, far more important than the relatively small differences in the treatments. Nothing in the data per se tells us the reason for this (better control over procedures, selection of promising patients for testing, etc.) and only prior information about further circumstances of the tests can suggest a reason.

Pooling the data under these conditions introduces a very misleading bias; the new treatment appears better simply because, in the second experiment, six times as many patients were given the new treatment, while fewer were given the old one. The correct conclusion from these data is that the old treatment remains noticeably better than the new one; but another factor is present that is vastly more important than the treatment.

We conclude from this example that pooling the data to estimate a parameter $\theta$ is not permissible if the separate experiments involve other parameters $(\alpha, \beta, \ldots)$ which can be different in different experiments. In (8.61)-(8.63) we supposed (by failing to mention them) that no such parameters were present, but real experiments almost always have nuisance parameters which are eliminated separately in drawing conclusions.

In summary, the meta-analysis procedure is not necessarily wrong; but when applied without regard to these necessary qualifications it can lead to disaster. But we do not see how anybody could have found all these qualifications by intuition alone. Without the Bayesian analysis there is almost no chance that one could apply meta-analysis safely; the safe procedure is not to mention meta-analysis at all as if it were a new principle, but simply to apply probability theory with strict adherence to our Chapter 2 rules. Whenever metaanalysis is appropriate, the full Bayesian procedure automatically reduces to meta-analysis.

### 8.10.1 Fine-grained propositions

One objection that has been raised to probability theory as logic notes a supposed technical difficulty in setting up problems. In fact, many seem to be perplexed by it, so let us examine the problem and its resolution.

The Venn diagram mentality, noted at the end of Chapter 2, supposes that every probability must be expressed as an additive measure on some set; or, equivalently, that every proposition to which we assign a probability must be resolved into a disjunction of elementary 'atomic' propositions. Carrying this supposition over into the Bayesian field has led some to reject Bayesian methods on the grounds that, in order to assign a meaningful prior probability to some proposition such as $W \equiv$ the dog walks, we would be obliged to resolve it into a disjunction $W=W_{1}+W_{2}+\cdots$ of every conceivable subproposition about how the dog does this, such as
$W_{1} \equiv$ first it moves the right forepaw, then the left hindleg, then $\ldots$
$W_{2} \equiv$ first it moves the right forepaw, then the right hindleg, then. .

This can be done in any number of different ways, and there is no principle that tells us which resolution is 'right'. Having defined these subpropositions somehow, there is no evident element of symmetry that could tell us which ones should be assigned equal prior probabilities. Even the professed Bayesian L. J. Savage (1954, 1961, 1962) raised this objection, and thought that it made it impossible to assign priors by the principle of indifference. Curiously, those who reasoned this way seem never to have been concerned about how the orthodox probabilist is to define his 'universal set' of atomic propositions, which performs for him the same function as would that infinitely fine-grained resolution of the dog's movements.

### 8.11 Sam's broken thermometer

If Sam, in analyzing his data to test his pet theory, wants to entertain the possibility that his thermometer is broken, does he need to enumerate every conceivable way in which it could be broken? The answer is not intuitively obvious at first glance, so let

$$
\begin{aligned}
A & \equiv \text { Sam's pet theory, } \\
H_{o} & \equiv \text { the thermometer is working properly } \\
H_{i} & \equiv \text { the thermometer is broken in the } i \text { th way, } 1 \leq i \leq n
\end{aligned}
$$

where, perhaps, $n=1000$. Then, although

$$
\begin{equation*}
p\left(A \mid D H_{0} I\right)=p\left(A \mid H_{0} I\right) \frac{p\left(D \mid A H_{0} I\right)}{p\left(D \mid H_{0} I\right)} \tag{8.64}
\end{equation*}
$$

is the Bayesian calculation Sam would like to do, it seems that honesty compels him to note 1000 other possibilities $\left\{H_{1}, \ldots, H_{n}\right\}$, and so he must do the calculation

$$
\begin{equation*}
p(A \mid D I)=\sum_{i=0}^{n} p\left(A H_{i} \mid D I\right)=p\left(A \mid H_{0} D I\right) p\left(H_{0} \mid I\right)+\sum_{i=1}^{n} p\left(A \mid H_{i} D I\right) p\left(H_{i} \mid D I\right) . \tag{8.65}
\end{equation*}
$$

Now expand the last term by Bayes' theorem:

$$
\begin{align*}
p\left(A \mid H_{i} D I\right) & =p\left(A \mid H_{i} I\right) \frac{p\left(D \mid A H_{i} I\right)}{p\left(D \mid H_{i} I\right)}  \tag{8.66}\\
p\left(H_{i} \mid D I\right) & =p\left(H_{i} \mid I\right) \frac{p\left(D \mid H_{i} I\right)}{p(D \mid I)} \tag{8.67}
\end{align*}
$$

Presumably, knowing the condition of his thermometer does not in itself tell Sam anything about the status of his pet theory, so

$$
\begin{equation*}
p\left(A \mid H_{i} I\right)=p(A \mid I), \quad 0 \leq i \leq n . \tag{8.68}
\end{equation*}
$$

But if he knew the thermometer was broken, then the data would tell him nothing about his pet theory (all this is supposed to be contained in the prior information $I$ ):

$$
\begin{equation*}
p\left(A \mid H_{i} D I\right)=p\left(A \mid H_{i} I\right)=p(A \mid I), \quad 1 \leq i \leq n \tag{8.69}
\end{equation*}
$$

Then from (8.66), (8.68) and (8.69) we have

$$
\begin{equation*}
p\left(D \mid A H_{i} I\right)=p\left(D \mid H_{i} I\right), \quad 1 \leq i \leq n . \tag{8.70}
\end{equation*}
$$

That is, if he knows the thermometer is broken, and as a result the data can tell him nothing about his pet theory, then his probability of getting those data cannot depend on whether his pet theory is true. Then (8.65) reduces to

$$
\begin{equation*}
p(A \mid D I)=\frac{p(A \mid I)}{p(D \mid I)}\left[p\left(D \mid A H_{0} I\right) p\left(H_{0} I\right)+\sum_{i=1}^{n} p\left(D \mid H_{i} I\right) p\left(H_{i} \mid I\right)\right] . \tag{8.71}
\end{equation*}
$$

From this, we see that if the different ways of being broken do not in themselves tell him different things about the data,

$$
\begin{equation*}
p\left(D \mid H_{i} I\right)=p\left(D \mid H_{1} I\right), \quad 1 \leq i \leq n, \tag{8.72}
\end{equation*}
$$

then enumeration of the $n$ different ways of being broken is unnecessary; the calculation reduces to finding the likelihood

$$
\begin{equation*}
L \equiv p\left(D \mid A H_{0} I\right) p\left(H_{0} \mid I\right)+p\left(D \mid H_{1} I\right)\left[1-p\left(H_{0} \mid I\right)\right] \tag{8.73}
\end{equation*}
$$

and only the total probability of being broken,

$$
\begin{equation*}
p\left(\bar{H}_{0} \mid I\right)=\sum_{i=1}^{n} p\left(H_{i} \mid I\right)=1-p\left(H_{0} \mid I\right) \tag{8.74}
\end{equation*}
$$

is relevant. Sam does not need to enumerate 1000 possibilities. But if $p\left(D \mid H_{i} I\right)$ can depend on $i$, then the sum in (8.71) should be over those $H_{i}$ that lead to different $p\left(D \mid H_{i} I\right)$. That is, information contained in the variations of $p\left(D \mid H_{i} I\right)$ would be relevant to his inference, and so they should be taken into account in a full calculation.

Contemplating this argument, common sense now tells us that this conclusion should have been 'obvious' from the start. Quite generally, enumeration of a large number of 'finegrained' propositions and assigning prior probabilities to all of them is necessary only if the breakdown into those fine details contains information relevant to the question being asked. If they do not, then only the disjunction of all of the propositions is relevant to our problem, and we need only assign a prior probability directly to it.

In practice, this means that in a real problem there will be some natural end to the process of introducing finer and finer subpropositions; not because it is wrong to introduce them, but because it is unnecessary and it contributes nothing to the solution of the problem. The difficulty feared by Savage does not arise in real problems; and this is one of the many reasons why our policy of assigning probabilities on finite sets succeeds in the real world.

### 8.12 Comments

There are still a number of interesting special circumstances, less important technically but calling for short discussions.

Trying to conduct inference by inventing intuitive ad hoc devices instead of applying probability theory has become such a deeply ingrained habit among those with conventional training that, even after seeing the Cox theorems and the applications of probability theory as logic, many fail to appreciate what has been shown, and persist in trying to improve the results - without acquiring any more information - by adding further ad hoc devices to the rules of probability theory. We offer here three observations intended to discourage such efforts, by noting what information is and is not contained in our equations.

### 8.12.1 The fallacy of sample re-use

Richard Cox's theorems show that, given certain data and prior information $D, I$, any procedure which leads to a different conclusion than that of Bayes' theorem, will necessarily violate some very elementary desideratum of consistency and rationality. This implies that a single application of Bayes' theorem with given $D, I$ will extract all the information that is in $D, I$, relevant to the question being asked. Furthermore, we have already stressed that, if we apply probability theory correctly, there is no need to check whether the different pieces of information used are logically independent; any redundant information will cancel out and will not be used twice. ${ }^{7}$

The feeling persists that, somehow, using the same data again in some other procedure might extract still more information from $D$ that Bayes' theorem has missed the first time, and thus improve our ultimate inferences from $D$. Since there is no end to the conceivable arbitrary devices that might be invented, we see no way to prove once and for all that no such attempt will succeed, other than pointing to Cox's theorems. But for any particular device we can always find a direct proof that it will not work; that is, the device cannot

[^66]change our conclusions unless it also violates one of our Chapter 2 desiderata of rationality. We consider one commonly encountered example.

Having applied Bayes' theorem with given $D, I$ to find the posterior probability

$$
\begin{equation*}
p(\theta \mid D I)=p(\theta \mid I) \frac{p(D \mid \theta I)}{p(D \mid I)} \tag{8.75}
\end{equation*}
$$

for some parameter $\theta$, suppose we decide to introduce some additional evidence $E$. Then another application of Bayes' theorem updates that conclusion to

$$
\begin{equation*}
p(\theta \mid E D I)=p(\theta \mid D I) \frac{p(E \mid \theta D I)}{p(E \mid D I)} \tag{8.76}
\end{equation*}
$$

so the necessary and sufficient condition that the new information will change our conclusions is that, on some region of the parameter space of positive measure, the likelihood ratio in (8.76) differs from unity:

$$
\begin{equation*}
p(E \mid \theta D I) \neq p(E \mid D I) \tag{8.77}
\end{equation*}
$$

But if the evidence $E$ was something already implied by the data and prior information, then

$$
\begin{equation*}
p(E \mid \theta D I)=p(E \mid D I)=1 \tag{8.78}
\end{equation*}
$$

and Bayes' theorem confirms that re-using redundant information cannot change the results. This is really only the principle of elementary logic: $A A=A$.

There is a famous case in which it appeared at first glance that one actually did get important improvement in this way; this leads us to recognize that the meaning of 'logical independence' is subtle and crucial. Suppose we take $E=D$; we simply use the same data set twice. But we act as if the second $D$ were logically independent of the first $D$; that is, although they are the same data, let us call them $D^{*}$ the second time we use them. Then we simply ignore the fact that $D$ and $D^{*}$ are actually one and the same data set, and instead of (8.76)-(8.78) we take, in violation of the rules of probability theory,

$$
\begin{equation*}
p\left(D^{*} \mid D I\right)=p\left(D^{*} \mid I\right) \quad \text { and } \quad p\left(D^{*} \mid \theta D I\right)=p\left(D^{*} \mid \theta I\right) \tag{8.79}
\end{equation*}
$$

Then the likelihood ratio in (8.76) is the same as in the first application of Bayes' theorem, (8.75). We have squared the likelihood function, thus achieving a sharper posterior distribution with apparently more accurate estimate of $\theta$ !

It is evident that a fraud is being perpetrated here; by the same argument we could re-use the same data any number of times, thus raising the likelihood function to an arbitrarily high power, and seemingly getting arbitrarily accurate estimates of $\theta$ - all from the same original data set $D$ which might consist of only one or two observations.

If we actually had two different data sets $D, D^{*}$ which were logically independent, in the sense that knowing one would tell us nothing about the other - but which happened to be numerically identical - then indeed (8.79) would be valid, and the correct likelihood function from the two data sets would be the square of the likelihood from one of them.

Therefore the fraudulent procedure is, in effect, claiming to have twice as many observations as we really have. One can find this procedure actually used and advocated in the literature, in the guise of a 'data dependent prior' (Akaike, 1980). This is also close to the topic of 'meta-analysis' discussed earlier, where ludicrous errors can result from failure to perceive the logical dependence of different data sets which are causally independent.

The most egregious example of attempted sample re-use is in the aforementioned 'randomization tests', in which every one of the $n$ ! permutations of the data is thought to contain new evidence relevant to the problem! We examine this astonishing view and its consequences in Chapter 17.

### 8.12.2 A folk theorem

In ordinary algebra, suppose that we have a number of unknowns $\left\{x_{1}, \ldots, x_{n}\right\}$ in some domain $X$ to be determined, and are given the values of $m$ functions of them:

$$
\begin{align*}
y_{1} & =f_{1}\left(x_{1}, \ldots, x_{n}\right) \\
y_{2} & =f_{2}\left(x_{1}, \ldots, x_{n}\right)  \tag{8.80}\\
& \ldots \\
y_{m} & =f_{m}\left(x_{1}, \ldots, x_{n}\right)
\end{align*}
$$

If $m=n$ and the Jacobian $\partial\left(y_{1}, \ldots, y_{n}\right) / \partial\left(x_{1}, \ldots, x_{n}\right)$ is not zero, then we can in principle solve for the $x_{i}$ uniquely. But if $m<n$ the system is underdetermined; one cannot find all the $x_{i}$ because the information is insufficient.

It appears that this well-known theorem of algebra has metamorphosed into a popular folk theorem of probability theory. Many authors state, as if it were an evident truth, that from $m$ observations one cannot estimate more than $m$ parameters. Authors with the widest divergence of viewpoints in other matters seem to be agreed on this. Therefore we almost hesitate to point out the obvious; that nothing in probability theory places any such limitation on us. In probability theory, as our data tend to zero, the effect is not that fewer and fewer parameters can be estimated; given a single observation, nothing prevents us from estimating a million different parameters. What happens as our data tend to zero is that those estimates just relax back to the prior estimates, as common sense tells us they must.

There may still be a grain of truth in this, however, if we consider a slightly different scenario; instead of varying the amount of data for a fixed number of parameters, suppose we vary the number of parameters for a fixed amount of data. Then does the accuracy of our estimate of one parameter depend on how many other parameters we are estimating? We note verbally what one finds, leaving it as an exercise for the reader to write down the detailed equations. The answer depends on how the sampling distributions change as we add new parameters; are the posterior pdfs for the parameters independent? If so, then our estimate of one parameter cannot depend on how many others are present.

But if in adding new parameters they all get correlated in the posterior pdf, then the estimate of one parameter $\theta$ might be greatly degraded by the presence of others (uncertainty in the values of the other parameters could then 'leak over' and contribute to the uncertainty
in $\theta$ ). In that case, it may be that some function of the parameters can be estimated more accurately than can any one of them. For example, if two parameters have a high negative correlation in the posterior pdf, then their sum can be estimated much more accurately than can their difference. ${ }^{8}$ All these subtleties are lost on orthodox statistics, which does not recognize even the concept of correlations in a posterior pdf.

### 8.12.3 Effect of prior information

As we noted above, it is obvious, from the general principle of non-use of redundant information $A A=A$, that our data make a difference only when they tell us something that our prior information does not. It should be (but apparently is not) equally obvious that prior information makes a difference only when it tells us something that the data do not. Therefore, whether our prior information is or is not important can depend on which data set we get. For example, suppose we are estimating a general parameter $\theta$, and we know in advance that $\theta<6$. If the data lead to a negligible likelihood in the region $\theta>6$, then that prior information has no effect on our conclusions. Only if the data alone would have indicated appreciable likelihood in $\theta>6$ does the prior information matter.

But consider the opposite extreme: if the data placed practically all the likelihood in the region $\theta>6$, then the prior information would have overwhelming importance and the robot would be led to an estimate very nearly $\theta^{*}=6$, determined almost entirely by the prior information. But in that case the evidence of the data strongly contradicts the prior information, and we would become skeptical about the correctness of the prior information, the model, or the data. This is another case where astonishing new information may cause resurrection of alternative hypotheses that we always have lurking somewhere in our minds.

The robot, by design, has no creative imagination and always believes literally what we tell it; and so, if we fail to tell it about any alternative hypotheses, it will continue to give us the best estimates based on unquestioning acceptance of the hypothesis space that we gave it - right up to the point where the data and the prior information become logically contradictory - at which point, as noted at the end of Chapter 2, the robot crashes.

In principle, a single data point could determine accurate values of a million parameters. For example, if a function $f\left(x_{1}, x_{2}, \ldots\right)$ of one million variables takes on the value $\sqrt{2}$ only at a single point, and we learn that $f=\sqrt{2}$ exactly, then we have determined one million variables exactly. Or, if a single parameter is determined to an accuracy of 12 decimal digits, a simple mapping can convert this into estimates of six parameters to two digits each. But this gets us into the subject of 'algorithmic complexity', which is not our present topic.

### 8.12.4 Clever tricks and gamesmanship

Two very different attitudes toward the technical workings of mathematics are found in the literature. In 1761, Leonhard Euler complained about isolated results which 'are not based

[^67]on a systematic method' and therefore whose 'inner grounds seem to be hidden'. Yet in the 20th century, writers as diverse in viewpoint as Feller and de Finetti are agreed in considering computation of a result by direct application of the systematic rules of probability theory as dull and unimaginative, and revel in the finding of some isolated clever trick by which one can see the answer to a problem without any calculation.

For example, Peter and Paul toss a coin alternately starting with Peter, and the one who first tosses 'heads' wins. What are the probabilities $p, p^{\prime}$ for Peter or Paul to win? The direct, systematic computation would sum $(1 / 2)^{n}$ over the odd and even integers:

$$
\begin{equation*}
p=\sum_{n=0}^{\infty} \frac{1}{2^{2 n+1}}=\frac{2}{3}, \quad \quad p^{\prime}=\sum_{n=1}^{\infty} \frac{1}{2^{2 n}}=\frac{1}{3} \tag{8.81}
\end{equation*}
$$

The clever trick notes instead that Paul will find himself in Peter's shoes if Peter fails to win on the first toss: $\operatorname{ergo}, p^{\prime}=p / 2$, so $p=2 / 3, p^{\prime}=1 / 3$.

Feller's perception was so keen that in virtually every problem he was able to see a clever trick; and then gave only the clever trick. So his readers get the impression that:
(1) probability theory has no systematic methods; it is a collection of isolated, unrelated clever tricks, each of which works on one problem but not on the next one;
(2) Feller was possessed of superhuman cleverness;
(3) only a person with such cleverness can hope to find new useful results in probability theory.

Indeed, clever tricks do have an aesthetic quality that we all appreciate at once. But we doubt whether Feller, or anyone else, was able to see those tricks on first looking at the problem.

We solve a problem for the first time by that (perhaps dull to some) direct calculation applying our systematic rules. After seeing the solution, we may contemplate it and see a clever trick that would have led us to the answer much more quickly. Then, of course, we have the opportunity for gamesmanship by showing others only the clever trick, scorning to mention the base means by which we first found the answer. But while this may give a boost to our ego, it does not help anyone else.

Therefore we shall continue expounding the systematic calculation methods, because they are the only ones which are guaranteed to find the solution. Also, we try to emphasize general mathematical techniques which will work not only on our present problem, but on hundreds of others. We do this even if the current problem is so simple that it does not require those general techniques. Thus we develop the very powerful algorithms involving group invariance, partition functions, entropy, and Bayes' theorem, that do not appear at all in Feller's work. For us, as for Euler, these are the solid meat of the subject, which make it unnecessary to discover a different new clever trick for each new problem.

We learned this policy from the example of George Pólya. For a century, mathematicians had been, seemingly, doing their best to conceal the fact that they were finding their theorems first by the base methods of plausible conjecture, and only afterward finding the 'clever trick' of an effortless, rigorous proof. Pólya (1954) gave away the secret in his Mathematics and Plausible Reasoning, which was a major stimulus for the present work.

Clever tricks are always pleasant diversions, and useful in a temporary way, when we want only to convince someone as quickly as possible. Also, they can be valuable in understanding a result; having found a solution by tedious calculation, if we can then see a simple way of looking at it that would have led to the same result in a few lines, this is almost sure to give us a greater confidence in the correctness of the result, and an intuitive understanding of how to generalize it. We point this out many times in the present work. But the road to success in probability theory goes first through mastery of the general, systematic methods of permanent value. For a teacher, therefore, maturity is largely a matter of overcoming the urge to gamesmanship.

# Repetitive experiments: probability and frequency 

The essence of the present theory is that no probability, direct, prior, or posterior, is simply a frequency.
H. Jeffreys (1939)

We have developed probability theory as a generalized logic of plausible inference which should apply, in principle, to any situation where we do not have enough information to permit deductive reasoning. We have seen it applied successfully in simple prototype examples of nearly all the current problems of inference, including sampling theory, hypothesis testing, and parameter estimation.

Most of probability theory, however, as treated in the past 100 years, has confined attention to a special case of this, in which one tries to predict the results of, or draw inferences from, some experiment that can be repeated indefinitely under what appear to be identical conditions; but which nevertheless persists in giving different results on different trials. Indeed, virtually all application-oriented expositions define probability as meaning 'limiting frequency in independent repetitions of a random experiment' rather than as an element of logic. The mathematically oriented often define it more abstractly, merely as an additive measure, without any specific connection to the real world. However, when they turn to applications, they too tend to think of probability in terms of frequency. It is important that we understand the exact relationship between these conventional treatments and the theory being developed here.

Some of these relationships have been seen already; in the preceding five chapters we have shown that probability theory as logic can be applied consistently in many problems of inference that do not fit into the frequentist preconceptions, and so would be considered beyond the scope of probability theory. Evidently, the problems that can be solved by frequentist probability theory form a subclass of those that are amenable to probability theory as logic, but it is not yet clear just what that subclass is. In the present chapter we seek to clarify this, with some surprising results, including a better understanding of the role of induction in science.

There are also many problems where the attempt to use frequentist probability theory in inference leads to nonsense or disaster. We postpone examination of this pathology to later chapters, particularly Chapter 17.

### 9.1 Physical experiments

Our first example of such a repetitive experiment appeared in Chapter 3, where we considered sampling with replacement from an urn, and noted that even there great complications arise. But we managed to muddle our way through them by the conceptual device of 'randomization' which, although ill-defined, had enough intuitive force to overcome the fundamental lack of logical justification.

Now we want to consider general repetitive experiments where there need not be any resemblance to drawing from an urn, and for which those complications may be far greater and more diverse than they were for the urn. But at least we know that any such experiment is subject to physical law. If it consists of tossing a coin or die, it will surely conform to the laws of Newtonian mechanics, well known for 300 years. If it consists of giving a new medicine to a variety of patients, the principles of biochemistry and physiology, only partially understood at present, surely determine the possible effects that can be observed. An experiment in high-energy elementary particle physics is subject to physical laws about which we are about equally ignorant; but even here well-established general principles (conservation of charge, angular momentum, etc.) restrict the possibilities.

Clearly, competent inferences about any such experiment must take into account whatever is currently known concerning the physical laws that apply to the situation. Generally, this knowledge will determine the 'model' that we prescribe in the statement of the problem. If one fails to take account of the real physical situation and the known physical laws that apply, then the most impeccably rigorous mathematics from that point on will not guard against producing nonsense or worse. The literature gives much testimony to this.

In any repeatable experiment or measurement, some relevant factors are the same at each trial (whether or not the experimenter is consciously trying to hold them constant or is even consciously aware of them), and some vary in a way not under the control of the experimenter. Those factors that are the same (whether from the experimenter's good control of conditions or from his failure to influence them at all) are called systematic. Those factors which vary in an uncontrolled way are often called random, a term which we shall usually avoid, because in current English usage it carries some very wrong connotations. ${ }^{1}$ We should call them, rather, irreproducible by the experimental technique used. They might become reproducible by an improved technique; indeed, the progress of all areas of experimental science involves the continual development of more powerful techniques that exert finer control over conditions, making more effects reproducible. Once a phenomenon becomes reproducible, as has happened in molecular biology, it emerges from the cloud of speculation and fantasy to become a respectable part of 'hard' science.

In this chapter we examine in detail how our robot reasons about a repetitive experiment. Our aim is to find the logical relations between the information it has and the kind of

[^68]predictions it is able to make. Let our experiment consist of $n$ trials, with $m$ possible results at each trial; if it consists of tossing a coin, then $m=2$; for a die, $m=6$. If we are administering a vaccine to a sequence of patients, then $m$ is the number of distinguishable reactions to the treatment, $n$ is the number of patients, etc.

At this point, one would say, conventionally, something like: 'Each trial is capable of giving any one of $m$ possible results, so in $n$ trials there are $N=m^{n}$ different conceivable outcomes.' However, the exact meaning of this is not clear: is it a statement or an assumption of physical fact, or only a description of the robot's information? The content and range of validity of what we are doing depends on the answer.

The number $m$ may be regarded, always, as a description of the state of knowledge in which we conduct a probability analysis; but this may or may not correspond to the number of real possibilities actually existing in Nature. On examining a cubical die, we feel rather confident in taking $m=6$; but in general we cannot know in advance how many different results are possible. Some of the most important problems of inference are of the 'Charles Darwin' type.

Exercise 9.1. When Charles Darwin first landed on the Galapagos Islands in September 1835, he had no idea how many different species of plants he would find there. Having examined $n=122$ specimens, and finding that they can be classified into $m=19$ different species, what is the probability that there are still more species, as yet unobserved? At what point does one decide to stop collecting specimens because it is unlikely that anything more will be learned? This problem is much like that of the sequential test of Chapter 4, although we are now asking a different question. It requires judgment about the real world in setting up the mathematical model (that is, in the prior information used in choosing the appropriate hypothesis space), but persons with reasonably good judgment will be led to substantially the same conclusions.

In general, then, far from being a known physical fact, the number $m$ should be understood to be simply the number of results per trial that we shall take into account in the present calculation. Then it is perhaps being stated most defensibly if we say that when we specify $m$ we are defining a tentative working hypothesis, whose consequences we want to learn. In any event, we are concerned with two different sample spaces; the space $S$ for a single trial, consisting of $m$ points, and the extension space

$$
\begin{equation*}
S^{n}=S \otimes S \otimes \cdots \otimes S \tag{9.1}
\end{equation*}
$$

the direct product of $n$ copies of $S$, which is the sample space for the experiment as a whole. For clarity, we use the word 'result' for a single trial referring to space $S$, while 'outcome' refers to the experiment as a whole, defined on space $S^{n}$. Thus, one outcome consists of the enumeration of $n$ results (including their order if the experiment is conducted
in such a way that an order is defined). Then we may say that the number of results being considered in the present calculation is $m$, while the number of outcomes being considered is $N=m^{n}$.

Denote the result of the $i$ th trial by $r_{i}\left(1 \leq r_{i} \leq m, 1 \leq i \leq n\right)$. Then any outcome of the experiment can be indicated by specifying the numbers $\left\{r_{1}, \ldots, r_{n}\right\}$, which constitute a conceivable data set $D$. Since the different outcomes are mutually exclusive and exhaustive, if our robot is given any information $I$ about the experiment, the most general probability assignment it can make is a function of the $r_{i}$ :

$$
\begin{equation*}
P(D \mid I)=p\left(r_{1} \ldots r_{n}\right) \tag{9.2}
\end{equation*}
$$

satisfying the sums over all possible data sets

$$
\begin{equation*}
\sum_{r_{1}=1}^{m} \sum_{r_{2}=1}^{m} \ldots \sum_{r_{n}=1}^{m} p\left(r_{1} \ldots r_{n}\right)=1 \tag{9.3}
\end{equation*}
$$

As a convenience, since the $r_{i}$ are non-negative integers, we may regard them as digits (modulo $m$ ) in a number $R$ expressed in the base $m$ number system; $0 \leq R \leq N-1$. Our robot, however poorly informed it may be about the real world, is an accomplished manipulator of numbers, so we may instruct it to communicate with us in the base $m$ number system instead of the decimal (base ten) system that you and I were trained to use because of an anatomical peculiarity of humans.

For example, suppose that our experiment consists of tossing a die four times; there are $m=6$ possible results at each trial, and $N=6^{4}=1296$ possible outcomes for the experiment, which can be indexed ( 1 to 1296). Then to indicate the outcome that is designated as number 836 in the decimal system, the robot notes that

$$
\begin{equation*}
836=\left(3 \times 6^{3}\right)+\left(5 \times 6^{2}\right)+\left(1 \times 6^{1}\right)+\left(2 \times 6^{0}\right) \tag{9.4}
\end{equation*}
$$

and so, in the base six system the robot displays this as outcome number 3512.
Unknown to the robot, this has a deeper meaning to you and me; for us, this represents the outcome in which the first toss gave three spots up, the second gave five spots, the third gave one spot, and the fourth toss gave two spots (since in the base six system the individual digits $r_{i}$ have meaning only modulo 6 , the display $5024 \equiv 5624$ represents an outcome in which the second toss yielded six spots up).

More generally, for an experiment with $m$ possible results at each trial, repeated $n$ times, we communicate with the robot in the base $m$ number system, whereupon each number displayed will have exactly $n$ digits, and for us the $i$ th digit will represent, modulo $m$, the result of the $i$ th trial. By this device we trick our robot into taking instructions and giving its conclusions in a format which has for us an entirely different meaning. We can now ask the robot for its predictions on any question we care to ask about the digits in the display number, and this will never betray to the robot that it is really making predictions about a repetitive physical experiment (for the robot, by construction as discussed in Chapter 4, always accepts what we tell it as the literal truth).

With the conceptual problem defined as carefully as we know how to do, we may turn finally to the actual calculations. We noted in the discussion following Eq. (2.86) that, depending on details of the information $I$, many different probability assignments (9.2) might be appropriate; consider first the obvious simplest case of all.

### 9.2 The poorly informed robot

Suppose we tell the robot only that there are $N$ possibilities, and give no other information. That is, the robot is not only ignorant about the relevant physical laws; it is not even told that the full experiment consists of $n$ repetitions of a simpler one. For it, the situation is as if there were only a single trial, with $N$ possible results, the 'mechanism' being completely unknown.

At this point, you might object that we have withheld from the robot some very important information that must be of crucial importance for rational inferences about the experiment; and so we have. Nevertheless, it is important that we understand the surprising consequences of neglecting that information.

What meaningful predictions about the experiment could the robot possibly make, when it is in such a primitive state of ignorance that it does not even know that there is any repetitive experiment involved? Actually, the poorly informed robot is far from helpless; although it is hopelessly naïve in some respects, nevertheless it is already able to make a surprisingly large number of correct predictions for purely combinatorial reasons (this should give us some respect for the cogency of multiplicity factors, which can mask a lot of ignorance).

Let us see first just what those poorly informed predictions are; then we can give the robot additional pertinent pieces of information and see how its predictions are revised as it comes to know more and more about the real physical experiment. In this way we can follow the robot's education step by step, until it reaches a level of sophistication comparable to (in some cases, exceeding) that displayed by real scientists and statisticians discussing real experiments.

Denote this initial state of ignorance (the robot knows only the number $N$ of possible outcomes and nothing else) by $I_{0}$. The principle of indifference (2.95) then applies; the robot's 'sample space' or 'hypothesis space' consists of $N=m^{n}$ discrete points, and to each it assigns probability $N^{-1}$. Any proposition $A$ that is defined to be true on a subset $S^{\prime} \subset S^{n}$ and false on the complementary subset $S^{n}-S^{\prime}$ will, by the rule (2.99), then be assigned the probability

$$
\begin{equation*}
P\left(A \mid I_{0}\right)=\frac{M(n, A)}{N} \tag{9.5}
\end{equation*}
$$

where $M(n, A)$ is the multiplicity of $A$ (number of points of $S^{n}$ on which $A$ is true). This trivial looking result summarizes everything the robot can say on the prior information $I_{0}$, and it illustrates again that, whenever they are relevant to the problem, connections between probability and frequency appear automatically, as mathematical consequences of our rules.

Consider $n$ tosses of a die, $m=6$; the probability (9.2) of any completely specified outcome is

$$
\begin{equation*}
p\left(r_{1} \ldots r_{n} \mid I_{0}\right)=\frac{1}{6^{n}}, \quad 1 \leq r_{i} \leq 6, \quad 1 \leq i \leq n . \tag{9.6}
\end{equation*}
$$

Then what is the probability that the first toss gives three spots, regardless of what happens later? We ask the robot for the probability that the first digit $r_{1}=3$. Then the $6^{n-1}$ propositions

$$
\begin{equation*}
A\left(r_{2}, \ldots, r_{n}\right) \equiv r_{1}=3 \text { and the remaining digits are } r_{2}, \ldots, r_{n} \tag{9.7}
\end{equation*}
$$

are mutually exclusive, and so (2.85) applies:

$$
\begin{align*}
P\left(r_{1}=3 \mid I_{0}\right) & =\sum_{r_{2}=1}^{6} \cdots \sum_{r_{n}=1}^{6} p\left(3 r_{2} \ldots r_{n} \mid I_{0}\right)  \tag{9.8}\\
& =6^{n-1} p\left(r_{1} \ldots r_{n} \mid I_{0}\right) \\
& =1 / 6 .
\end{align*}
$$

(Note that ' $r_{1}=3$ ' is a proposition, so by our notational rules in Appendix B we are allowed to put it in a formal probability symbol with capital $P$.) But by symmetry, if we had asked for the probability that any specified $(i$ th) toss gives any specified $(k$ th) result, the calculation would have been the same:

$$
\begin{equation*}
P\left(r_{i}=k \mid I_{0}\right)=1 / 6, \quad 1 \leq k \leq 6, \quad 1 \leq i \leq n . \tag{9.9}
\end{equation*}
$$

Now, what is the probability that the first toss gives $k$ spots, and the second gives $j$ spots? The robot's calculation is just like the above; the results of the remaining tosses comprise $6^{n-2}$ mutually exclusive possibilities, and so

$$
\begin{align*}
P\left(r_{1}=k, r_{2}=j \mid I_{0}\right) & =\sum_{r_{3}=1}^{6} \cdots \sum_{r_{n}=1}^{6} p\left(k, j, r_{3} \ldots r_{n} \mid I_{0}\right)  \tag{9.10}\\
& =6^{n-2} p\left(r_{1} \ldots r_{n} \mid I_{0}\right)=1 / 6^{2} \\
& =1 / 36,
\end{align*}
$$

and by symmetry the answer would have been the same for any two different tosses. Similarly, the robot will tell us that the probability for any specified outcome at any three different tosses is

$$
\begin{equation*}
p\left(r_{i} r_{j} r_{k} \mid I_{0}\right)=1 / 6^{3}=1 / 216 \tag{9.11}
\end{equation*}
$$

and so on!
Let us now try to educate the robot. Suppose we give it the additional information that, to you and me, means that the first toss gave three spots. But we tell this to the robot in the form: out of the originally possible $N$ outcomes, the correct one belongs to the subclass for which the first digit is $r_{1}=3$. With this additional information, what probability will it now assign to the proposition $r_{2}=j$ ? This conditional probability is determined by the
product rule (2.63):

$$
\begin{equation*}
p\left(r_{2} \mid r_{1} I_{0}\right)=\frac{p\left(r_{1} r_{2} \mid I_{0}\right)}{p\left(r_{1} \mid I_{0}\right)} \tag{9.12}
\end{equation*}
$$

or, using (9.9) and (9.10),

$$
\begin{equation*}
p\left(r_{2} \mid r_{1} I_{0}\right)=\frac{1 / 36}{1 / 6}=1 / 6=p\left(r_{2} \mid I_{0}\right) \tag{9.13}
\end{equation*}
$$

The robot's prediction is unchanged. If we tell it the result of the first two tosses and ask for its predictions about the third, we have from (9.11) the same result:

$$
\begin{equation*}
p\left(r_{3} \mid r_{1} r_{2} I_{0}\right)=\frac{p\left(r_{3} r_{1} r_{2} \mid I_{0}\right)}{p\left(r_{1} r_{2} \mid I_{0}\right)}=\frac{1 / 216}{1 / 36}=1 / 6=p\left(r_{3} \mid I_{0}\right) \tag{9.14}
\end{equation*}
$$

We can continue in this way, and will find that if we tell the robot the results of any number of tosses, this will have no effect at all on its predictions for the remaining ones. It appears that the robot is in such a profound state of ignorance $I_{0}$ that it cannot be educated. However, if it does not respond to one kind of instruction, perhaps it will respond to another. But first we need to understand the cause of the difficulty.

### 9.3 Induction

In what way does the robot's behavior surprise us? Its reasoning here is different from the way you and I would reason, in that the robot does not seem to learn from the past. If we were told that the first dozen digits were all 3, you and I would take the hint and start placing our bets on 3 for the next digit. But the poorly informed robot does not take the hint, no matter how many times it is given.

More generally, if you or I could perceive any regular pattern in the previous results, we would more or less expect it to continue; this is the reasoning process called induction. The robot does not yet see how to reason inductively. However, the robot must do all things quantitatively, and you and I would have to admit that we are not certain whether the regularity will continue. It only seems somewhat likely, but our intuition does not tell us how likely. So our intuition, as in Chapters 1 and 2, gives us only a qualitative 'sense of direction' in which we feel the robot's quantitative reasoning ought to go.

Note that what we are calling induction is a very different process from what is called, confusingly, 'mathematical induction'. The latter is a rigorous deductive process, and we are not concerned with it here.

The problem of 'justifying induction' has been a difficult one for the conventional formulations of probability theory, and the nemesis of some philosophers beginning with David Hume $(1739,1777)$ in the 18 th century. For example, the philosopher Karl Popper (1974) has gone so far as to flatly deny the possibility of induction. He asked the rhetorical question: 'Are we rationally justified in reasoning from repeated instances of which we have experience to instances of which we have no experience?' This is, quite literally, the poorly informed robot speaking to us, and wanting us to answer 'No!' But we want to show that
a better informed robot will answer: 'Yes, if we have prior information providing a logical connection between the different trials' and give specific circumstances that enable induction to be made.

The difficulty has seemed particularly acute in the theory of survey sampling, which corresponds closely to our equations above. Having questioned 1000 people and found that 672 of them favor proposition $A$ in the next election, by what right do the pollsters jump to the conclusion that about $67 \pm 3 \%$ of the millions not surveyed also favor proposition $A$ ? For the poorly informed robot (and, apparently, for Popper too), learning the opinions of any number of persons tells it nothing about the opinions of anyone else.

The same logical problem appears in many other scenarios. In physics, suppose we measured the energies of 1000 atoms, and found that 672 of them were in excited states, the rest in the ground state. Do we have any right to conclude that about $67 \%$ of the $10^{23}$ other atoms not measured are also in excited states? Or, 1000 cancer patients were given a new treatment and 672 of them recovered; then in what sense is one justified in predicting that this treatment will also lead to recovery in about $67 \%$ of future patients? On prior information $I_{0}$, there is no justification at all for such inferences.

As these examples show, the problem of logical justification of induction (i.e., of clarifying the exact meaning of the statements, and the exact sense in which they can be supported by logical analysis) is important as well as difficult.

### 9.4 Are there general inductive rules?

What is shown by (9.13) and (9.14) is that, on the information $I_{0}$, the results of different tosses are, logically, completely independent propositions; giving the robot any information whatsoever about the results of specified tosses tells it nothing relevant to any other toss. The reason for this was stressed above: the robot does not yet know that the successive digits $\left\{r_{1}, r_{2}, \ldots\right\}$ represent successive repetitions of the same experiment. It can be educated out of this state only by giving it some kind of information that has relevance to all tosses; for example, if we tell it something, however slight, about some property - physical or logical that is common to all trials.

Perhaps, then, we might learn by introspection: What is that extra 'hidden' information, common to all trials, that you and I are using, unconsciously, when we do inductive reasoning? Then we might try giving this hidden information to the robot (i.e., incorporate it into our equations).

A very little introspection is enough to make us aware that there is no one piece of hidden information; there are many different kinds. Indeed, the inductive reasoning that we all do varies widely, even for identical data, as our prior knowledge about the experiment varies. Sometimes we 'take the hint' immediately, and sometimes we are as slow to do it as the poorly informed robot.

For example, suppose the data are that the first three tosses of a coin have all yielded 'heads': $D=H_{1} H_{2} H_{3}$. What is our intuitive probability $P\left(H_{4} \mid D I\right)$ for heads on the fourth toss? This depends very much on what that prior information $I$ is. On prior information
$I_{0}$ the answer is always $p\left(H_{4} \mid D I_{0}\right)=1 / 2$, whatever the data. Two other possibilities are:
$I_{1} \equiv$ We have been allowed to examine the coin carefully and observe the tossing. We
know that the coin has a head and a tail and is perfectly symmetrical, with its center
of gravity in the right place, and we saw nothing peculiar in the way it was tossed.
$I_{2} \equiv$ We were not allowed to examine the coin, and we are very dubious about the
'honesty' of either the coin or the tosser.

On information $I_{1}$, our intuition will probably tell us that the prior evidence of the symmetry of the coin far outweighs the evidence of three tosses; so we shall ignore the data and again assign $P\left(H_{4} \mid D I_{1}\right)=1 / 2$.

But on information $I_{2}$ we would consider the data to have some cogency: we would feel that the fact of three heads and no tails constitutes some evidence (although certainly not proof) that some systematic influence is at work favoring heads, and so we would assign $P\left(H_{4} \mid D I_{2}\right)>1 / 2$. Then we would be doing real inductive reasoning.

Now we seem to be facing a paradox. For $I_{1}$ represents a great deal more information than does $I_{2}$; yet it is $P\left(H_{4} \mid D I_{1}\right)$ that agrees with the poorly informed robot! In fact, it is easy to see that all our inferences based on $I_{1}$ agree with those of the poorly informed robot, as long as the prior evidence of symmetry outweighs the evidence of the data.

This is only an example of something that we have surely noted many times in other contexts. The fact that one person has far greater knowledge than another does not mean that they necessarily disagree; an idiot might guess the same truth that a scholar labored for years to discover. All the same, it does call for some deep thought to understand why knowledge of perfect symmetry could leave us making the same inferences as does the poorly informed robot.

As a start on this, note that we would not be able to assign any definite numerical value to $P\left(H_{4} \mid D I_{2}\right)$ until that vague information $I_{2}$ is specified much more clearly. For example, consider the extreme case:
$I_{3} \equiv$ We know that the coin is a trick one, that has either two heads or two tails; but we do not
know which.

Then we would, of course, assign $P\left(H_{4} \mid D I_{3}\right)=1$; in this state of prior knowledge, the evidence of a single toss is already conclusive. It is not possible to take the hint any more strongly than this.

As a second clue, note that our robot did seem, at first glance, to be doing inductive reasoning of a kind back in Chapter 3; for example in (3.14), where we examined the hypergeometric distribution. But on second glance it was doing 'reverse induction'; the more red balls that had been drawn, the lower its probability for red in the future. And this reverse induction disappeared when we went on to the limit of the binomial distribution.

But you and I could also be persuaded to do reverse induction in coin tossing. Consider the prior information:
$I_{4} \equiv$ The coin has a concealed inner mechanism that constrains it to give exactly 50 heads and 50 tails in the next 100 tosses.

On this prior information, we would say that tossing the coin is, for the next 100 times, equivalent to drawing from an urn that contains initially 50 red balls and 50 white ones. We could then use the product rule as in (9.12) but with the hypergeometric distribution $h(r \mid N, M, n)$ of (3.22):

$$
\begin{equation*}
P\left(H_{4} \mid D I_{4}\right)=\frac{h(4 \mid 100,50,4)}{h(3 \mid 100,50,3)}=\frac{0.05873}{0.12121}=0.4845<\frac{1}{2} \tag{9.15}
\end{equation*}
$$

But in this case it is easier to reason it out directly: $P\left(H_{4} \mid D I_{4}\right)=(M-3) /(N-3)=$ $47 / 97=0.4845$.

The great variety of different conclusions that we have found from the same data makes it clear that there can be no such thing as a single universal inductive rule and, in view of the unlimited variety of different kinds of conceivable prior information, makes it seem dubious that there could exist even a classification of all inductive rules by some system of parameters.

Nevertheless, such a classification was attempted by the philosopher R. Carnap (18911970), who found (Carnap, 1952) a continuum of rules identified by a single parameter $\lambda$ $(0<\lambda<\infty)$. But ironically, Carnap's rules turned out to be identical with those given, on the basis of entirely different reasoning, by Laplace in the 18th century (the 'rule of succession' and its generalizations) that had been rejected as metaphysical nonsense by statisticians and philosophers. ${ }^{2}$

Laplace was not considering the general problem of induction, but was only finding the consequences of a certain type of prior information, so the fact that he did not obtain every conceivable inductive rule never arose and would have been of no concern to him. In the meantime, superior analyses of Laplace's problem had been given by W. E. Johnson (1932), de Finetti (1937) and Harold Jeffreys (1939), of which Carnap seemed unaware.

Carnap was seeking the general inductive rule (i.e., the rule by which, given the record of past results, one can make the best possible prediction of future ones). But he suffered from one of the standard occupational diseases of philosophers; his exposition wanders off into abstract symbolic logic without ever considering a specific real example. So he never rises to the level of seeing that different inductive rules correspond to different prior information. It seems to us obvious, from arguments like the above, that this is the primary fact controlling induction, without which the problem cannot even be stated, much less solved; there is no 'general inductive rule'. Yet neither the term 'prior information' nor the concept ever appears in Carnap's exposition.

[^69]This should give a good idea of the level of confusion that exists in this field, and the reason for it; conventional frequentist probability theory simply ignores prior information and - just for that reason - it is helpless to account for induction. Fortunately, probability theory as logic is able to deal with the full problem.

### 9.5 Multiplicity factors

In spite of the formal simplicity of (9.5), the actual numerical evaluation of $P\left(A \mid I_{0}\right)$ for a complicated proposition $A$ may involve immense combinatorial calculations. For example, suppose we toss a die twelve times. The number of conceivable outcomes is

$$
\begin{equation*}
6^{12}=2.18 \times 10^{9} \tag{9.16}
\end{equation*}
$$

which is about equal to the number of minutes since the Great Pyramid was built. The geologists and astrophysicists tell us that the age of the universe is of the order of $10^{10}$ years, or $3 \times 10^{17}$ seconds. Thus, in 30 tosses of a die, the number of possible outcomes $\left(6^{30}=2.21 \times 10^{23}\right)$ is about equal to the number of microseconds in the age of the universe. Yet we shall be particularly interested in evaluating quantities like (9.5) pertaining to a famous experiment involving 20000 tosses of a die!

It is true that we are concerned with finite sets; but they can be rather large and we need to learn how to calculate on them. An exact calculation will generally involve intricate number-theoretic details (such as whether $n$ is a prime number, whether it is odd or even, etc.), and may require many different analytical expressions for different $n$. While we could make some further progress by elementary methods, any real facility in these calculations requires some more sophisticated mathematical techniques. We digress to collect some of the basic mathematical facts needed for them. These were given, for the most part, by Laplace, J. Willard Gibbs, and Claude Shannon. In view of the large numbers, there turn out to be extremely good approximations which are easy to calculate.

A large class of problems may be fit into the following scheme, for which we can indicate the exact calculation that should, in principle, be done. Let $\left\{g_{1}, g_{2}, \ldots, g_{m}\right\}$ be any set of $m$ finite real numbers. For concreteness, one may think of $g_{j}$ as the 'value' or the 'gain' of observing the $j$ th result in any trial (perhaps the number of pennies we win whenever that result occurs), but the following considerations are independent of whatever meaning we attach to the $\left\{g_{j}\right\}$, with the proviso that they are additive; i.e., sums such as $g_{1}+g_{2}$ are to be, like sums of pennies, meaningful to us. We could, equally well, make it more abstract by saying simply that we are concerned with predicting linear functions of the $n_{j}$. The total amount of $G$ generated by the experiment is then

$$
\begin{equation*}
G=\sum_{i=1}^{n} g\left(r_{i}\right)=\sum_{j=1}^{m} n_{j} g_{j} \tag{9.17}
\end{equation*}
$$

where the sample number $n_{j}$ is the number of times the $j$ th result occurred. If we ask the robot for the probability for obtaining this amount, it will answer, from (9.5),

$$
\begin{equation*}
p\left(G \mid n, I_{0}\right)=f\left(G \mid n, I_{0}\right)=\frac{M(n, G)}{N} \tag{9.18}
\end{equation*}
$$

where $N=m^{n}$ and $M(n, G)$ is the multiplicity of the event $G$; i.e., the number of different outcomes which yield the value $G$ (we now indicate in it also the number of trials $n$ - to the robot, the number of digits needed to define an outcome - because we want to allow this to vary). Many probabilities are determined by this multiplicity factor, in its dependence on $n$ and $G$.

### 9.6 Partition function algorithms

Expanding $M(n, G)$ according to the result of the $n$th trial gives the recursion relation

$$
\begin{equation*}
M(n, G)=\sum_{j=1}^{m} M\left(n-1, G-g_{j}\right) \tag{9.19}
\end{equation*}
$$

For small $n$, a computer could apply this $n$ times for direct evaluation of $M(n, G)$, but this would be impractical for very large $n$. Equation (9.19) is a linear difference equation with constant coefficients in both $n$ and $G$, so it must have elementary solutions of exponential form:

$$
\begin{equation*}
\exp \{\alpha n+\lambda G\} \tag{9.20}
\end{equation*}
$$

On substitution into (9.19), we find that this is a solution of the difference equation if $\alpha$ and $\lambda$ are related by

$$
\begin{equation*}
\exp \{\alpha\}=Z(\lambda) \equiv \sum_{j=1}^{m} \exp \left\{-\lambda g_{j}\right\} \tag{9.21}
\end{equation*}
$$

The function $Z(\lambda)$ is called the partition function, and it will have a fundamental importance throughout all of probability theory. An arbitrary superposition of such elementary solutions:

$$
\begin{equation*}
H(n, G)=\int \mathrm{d} \lambda Z^{n}(\lambda) \exp \{\lambda G\} h(\lambda) \tag{9.22}
\end{equation*}
$$

is, from linearity, a formal solution of (9.19). However, the true $M(n, G)$ also satisfies the initial condition $M(0, G)=\delta(G, 0)$, and is defined only for certain discrete values of $G=\sum n_{j} g_{j}$, the values that are possible results of $n$ trials. Further elaboration of (9.22) leads to analytical methods of calculation that will be used in the advanced applications in the later chapters; but for the present let us note the remarkable things that can be done just with algebraic methods.

Equation (9.22) has the form of an inverse Laplace transform. To find the discrete Laplace transform of $M(n, G)$ multiply $M(n, G)$ by $\exp \{-\lambda G\}$ and sum over all possible values
of $G$. This sum contains a contribution from every possible outcome of the experiment, and so it can be expressed equally well as a sum over all possible sample numbers:

$$
\begin{equation*}
\sum_{G} \exp \{-\lambda G\} M(n, G)=\sum_{n_{j} \in U} W\left(n_{1}, \ldots, n_{m}\right) \exp \left\{-\lambda \sum n_{j} g_{j}\right\} \tag{9.23}
\end{equation*}
$$

where the multinomial coefficient

$$
\begin{equation*}
W\left(n_{1}, \ldots, n_{m}\right) \equiv \frac{n!}{n_{1}!\cdots n_{m}!} \tag{9.24}
\end{equation*}
$$

is the number of outcomes which lead to the sample numbers $\left\{n_{j}\right\}$. If $x_{j}^{n_{j}}=\exp \left\{-n_{j} g_{j}\right\}$ then $\exp \left\{-\sum_{j}^{m} n_{j} g_{j}\right\}=x_{1}^{n_{1}} x_{2}^{n_{2}} \ldots x_{m}^{n_{m}}$. The multinomial expansion is defined by

$$
\begin{equation*}
\left(x_{1}+\cdots+x_{m}\right)^{n}=\sum_{n_{j} \in U} W\left(n_{1}, \ldots, n_{m}\right) x_{1}^{n_{1}} \ldots x_{m}^{n_{m}} \tag{9.25}
\end{equation*}
$$

In (9.23) we sum over the 'universal set' $U$, defined by

$$
\begin{equation*}
\left\{U: n_{j} \geq 0, \quad \sum_{j=1}^{m} n_{j}=n\right\} \tag{9.26}
\end{equation*}
$$

which consists of all possible sample numbers in $n$ trials. But, comparing (9.23) with (9.25), this is just

$$
\begin{equation*}
\sum_{G} \exp \{-\lambda G\} M(n, G)=Z^{n}(\lambda) . \tag{9.27}
\end{equation*}
$$

Equation (9.27) says that the number of ways $M(n, G)$ in which a particular value $G$ can be realized is just the coefficient of $\exp \{-\lambda G\}$ in $Z^{n}(\lambda)$; in other words, $Z(\lambda)$ raised to the $n$th power displays the exact way in which all the possible outcomes in $n$ trials are partitioned among the possible values of $G$, which indicates why the name 'partition function' is appropriate.

### 9.6.1 Solution by inspection

In some simple problems, this observation gives us the solution by mere inspection of $Z^{n}(\lambda)$. For example, if we make the choice

$$
\begin{equation*}
g_{j} \equiv \delta(j, 1) \tag{9.28}
\end{equation*}
$$

then the total $G$ is just the first sample number:

$$
\begin{equation*}
G=\sum_{j} n_{j} g_{j}=n_{1} \tag{9.29}
\end{equation*}
$$

The partition function (9.21) is then

$$
\begin{equation*}
Z(\lambda)=\exp \{-\lambda\}+m-1 \tag{9.30}
\end{equation*}
$$

and, from Newton's binomial expansion,

$$
\begin{equation*}
Z^{n}(\lambda)=\sum_{s=0}^{n}\binom{n}{s} \exp \{-\lambda s\}(m-1)^{n-s} \tag{9.31}
\end{equation*}
$$

$M(n, G)=M\left(n, n_{1}\right)$ is then the coefficient of $\exp \left\{-\lambda n_{1}\right\}$ in this expression:

$$
\begin{equation*}
M(n, G)=M\left(n, n_{1}\right)=\binom{n}{n_{1}}(m-1)^{n-n_{1}} \tag{9.32}
\end{equation*}
$$

In this simple case, the counting could have been done also as: $M\left(n, n_{1}\right)=$ (number of ways of choosing $n_{1}$ trials out of $\left.n\right) \times($ number of ways of allocating the remaining $m-1$ trial results to the remaining $n-n_{1}$ trials). However, the partition function method works just as well in more complicated problems; and even in this example the partition function method, once understood, is easier to use.

In the choice (9.28) we separated off the trial result $j=1$ for special attention. More generally, suppose we separate the $m$ trial results comprising the sample space $S$ arbitrarily into a subset $S^{\prime}$ containing $s$ of them, and the complementary subset $\overline{S^{\prime}}$ consisting of the ( $m-s$ ) remaining ones, where $1<s<m$. Call any result in the subset $S^{\prime}$ a 'success', any in $\overline{S^{\prime}}$ a 'failure'. Then we replace (9.28) by

$$
g_{j}= \begin{cases}1 & j \in S^{\prime}  \tag{9.33}\\ 0 & \text { otherwise }\end{cases}
$$

and (9.29)-(9.32) are generalized as follows. $G$ is now the total number of successes, called traditionally $r$ :

$$
\begin{equation*}
G=\sum_{j=1}^{m} n_{j} g_{j} \equiv r \tag{9.34}
\end{equation*}
$$

and the partition function now becomes

$$
\begin{equation*}
Z(\lambda)=s \exp \{-\lambda\}+m-s \tag{9.35}
\end{equation*}
$$

from which

$$
\begin{equation*}
Z^{n}(\lambda)=\sum_{r=0}^{n}\binom{n}{r} s^{r} \exp \{-\lambda r\}(m-s)^{n-r} \tag{9.36}
\end{equation*}
$$

and so the coefficient of $\exp \{-\lambda r\}$ is

$$
\begin{equation*}
M(n, G)=M(n, r)=\binom{n}{r} s^{r}(m-s)^{n-r} \tag{9.37}
\end{equation*}
$$

From (9.18), the poorly informed robot's probability for $r$ successes is therefore

$$
\begin{equation*}
P\left(G=r \mid I_{0}\right)=\binom{n}{r} p^{r}(1-p)^{n-r}, \quad 0 \leq r \leq n, \tag{9.38}
\end{equation*}
$$

where $p=s / m$. But this is just the binomial distribution $b(r \mid n, p)$, whose derivation cost us so much conceptual agonizing in Chapter 3. There we found the binomial distribution (3.86) as the limiting form in drawing from an infinitely large urn, and again as a randomized approximate form (3.92) in drawing with replacement from a finite urn; but in neither case was it exact for a finite urn. Now we have found a case where the binomial distribution arises for a different reason, and it is exact for a finite sample space.

This quantitative exactness is a consequence of our making the problem more abstract; there is now, in the prior information $I_{0}$, no mention of complicated physical properties such as those of urns, balls, and hands reaching in. But more important, and surprising, is simply the qualitative fact that the binomial distribution, ostensibly arising out of repeated sampling, has appeared in the inferences of a robot so poorly informed that it does not even have the concept of repetitions! In other words, the binomial distribution has an exact combinatorial basis, completely independent of the notion of 'repetitive sampling'.

This gives us a clue toward understanding how the poorly informed robot functions. In conventional probability theory, starting with James Bernoulli (1713), the binomial distribution has always been derived from the postulate that the probability for any result is to be the same at each trial, strictly independent of what happens at any other trial. But, as we have noted already, that is exactly what the poorly informed robot would say - not out of its knowledge of the physical conditions of the experiment, but out of its complete ignorance of what is happening.

Now we could go through many other derivations and we would find that this agreement persists: the poorly informed robot will find not only the binomial but also its generalization, the multinomial distribution, as combinatorial theorems.

Exercise 9.2. Derive the multinomial distribution found in Chapter 3, Eq. (3.77), as a generalization or extension of our derivation of (9.38).

Then all the usual probability distributions of sampling theory (Poisson, gamma, Gaussian, chi-squared, etc.) will follow as limiting forms of these. All the results that conventional probability theory has been obtaining from the frequency definition, and the assumption of strict independence of different trials, are just what the poorly informed robot would find in the same problems. In other words, frequentist probability theory is, functionally, just the reasoning of the poorly informed robot.

Then, since the poorly informed robot is unable to do inductive reasoning, we begin to understand why conventional probability theory has trouble with it. Until we learn how to introduce some kind of logical connection between the results of different trials, the results of any trials cannot tell us anything about any other trial, and it will be impossible to 'take the hint'.

Frequentist probability theory seems to be stuck with independent trials because it lays great stress on limit theorems, and examination of them shows that their derivation depends
entirely on the strict independence of different trials. The slightest positive correlation between the results of different trials will render those theorems qualitatively wrong. Indeed, without that strict independence, not only limit theorems, but virtually all of the sampling distributions for estimators, on which orthodox statistics depends, would be incorrect.

Here the poorly informed robot would seem to have the tactical advantage; for all those limit theorems and sampling distributions for estimators are valid exactly on information $I_{0}$. There is another important difference; in conventional probability theory that 'independence' is held to mean causal physical independence; but how is one to judge this as a property of the real world? We have seen no discussion of this in the orthodox literature. To the robot it means logical independence, a stronger condition, but one that makes its calculations cleaner and simpler.

Solution by inspection of $Z^{n}(\lambda)$ has the merit that it yields exact results. However, only relatively simple problems can be solved in this way. We now note a much more powerful algebraic method.

### 9.7 Entropy algorithms

We return to the problem of calculating multiplicities as in (9.18)-(9.37), but in a little more general formulation. Consider a proposition $A\left(n_{1}, \ldots, n_{m}\right)$ which is a function of the sample numbers $n_{j}$; it is defined to be true when $\left(n_{1}, \ldots, n_{m}\right)$ are in some subset $R \in U$, where $U$ is the universal set (9.26), and false when they are in the complementary set $\bar{R}=U-R$. If $A$ is linear in the $n_{j}$, then it is the same as our $G$ in (9.17). The multiplicity of $A$ (number of outcomes for which it is true) is

$$
\begin{equation*}
M(n, A)=\sum_{n_{j} \in R} W\left(n_{1}, \ldots, n_{m}\right), \tag{9.39}
\end{equation*}
$$

where the multinomial coefficient $W$ was defined in (9.24).
How many terms $T(n, m)$ are in the sum (9.39)? This is a well-known combinatorial problem for which the reader will easily find the solution ${ }^{3}$

$$
\begin{equation*}
T(n, m)=\binom{n+m-1}{n}=\frac{(n+m-1)!}{n!(m-1)!} \tag{9.40}
\end{equation*}
$$

and we note that, as $n \rightarrow \infty$,

$$
\begin{equation*}
T(n, m) \sim \frac{n^{m-1}}{(m-1)!} \tag{9.41}
\end{equation*}
$$

The number of terms grows as a finite [ $(m-1)$ th] power of $n$ (as can be seen intuitively by thinking of the $n_{j}$ as Cartesian coordinates in an $m$-dimensional space and noting the geometrical meaning of the conditions (9.26) defining $U$ ). Denote the greatest term in the

[^70]region $R$ by
\[

$$
\begin{equation*}
W_{\max } \equiv \operatorname{Max}_{R} W\left(n_{1}, \ldots, n_{m}\right) \tag{9.42}
\end{equation*}
$$

\]

Then the sum (9.39) cannot be less than $W_{\max }$, and the number of terms in (9.39) cannot be greater than $T(n, m)$, so

$$
\begin{equation*}
W_{\max } \leq M(n, A) \leq W_{\max } T(n, m) \tag{9.43}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{1}{n} \log \left(W_{\max }\right) \leq \frac{1}{n} \log M(n, A) \leq \frac{1}{n} \log \left(W_{\max }\right)+\frac{1}{n} \log T(n, m) . \tag{9.44}
\end{equation*}
$$

But as $n \rightarrow \infty$, from (9.41), we have

$$
\begin{equation*}
\frac{1}{n} \log T(n, m) \rightarrow 0 \tag{9.45}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{1}{n} \log M(n, A) \rightarrow \frac{1}{n} \log \left(W_{\max }\right) . \tag{9.46}
\end{equation*}
$$

The multinomial coefficient $W$ grows so rapidly with $n$ that in the limit the single maximum term in the sum (9.39) dominates it. The logarithm of $T$ grows less rapidly than $n$, so in the limit it makes no difference in (9.44).

Then how does $\log (W / n)$ behave in the limit? The limit we want is the one in which the sample frequencies $f_{j}=n_{j} / n$ tend to constants; in other words, the limit as $n \rightarrow \infty$ of

$$
\begin{equation*}
\frac{1}{n} \log \left[\frac{n!}{\left(n f_{1}\right)!\cdots\left(n f_{m}\right)!}\right] \tag{9.47}
\end{equation*}
$$

as the $f_{j}$ are held constant. But, from the Stirling asymptotic approximation,

$$
\begin{equation*}
\log (n!) \sim n \log (n)-n+\log \sqrt{2 \pi n}+O\left(\frac{1}{n}\right) \tag{9.48}
\end{equation*}
$$

we find that, in the limit, $\log (W / n)$ tends to a finite constant value independent of $n$ :

$$
\begin{equation*}
\frac{1}{n} \log (W) \rightarrow H \equiv-\sum_{j=1}^{m} f_{j} \log \left(f_{j}\right) \tag{9.49}
\end{equation*}
$$

which is just what we call the entropy of the frequency distribution $\left\{f_{1}, \ldots, f_{m}\right\}$. We have the result that, for very large $n$, if the sample frequencies $f_{j}$ tend to constants, the multiplicity of $A$ goes into a surprisingly simple expression:

$$
\begin{equation*}
M(n, A) \sim \exp \{n H\} \tag{9.50}
\end{equation*}
$$

in the sense that the ratio of the two sides in (9.50) tends to unity (although their difference does not tend to zero; but they are both growing so rapidly that this makes no percentage difference in the limit). From (9.46) it is understood that in (9.50) the frequencies $f_{j}=n_{j} / n$ to be used in $H$ are the ones which maximize $H$ over the region $R$ for which $A$ is defined.

We now see what was not evident before; that this multiplicity is to be found by determining the frequency distribution $\left\{f_{1}, \ldots, f_{m}\right\}$ which has maximum entropy subject to whatever constraints define $R$. ${ }^{4}$

It requires some thought and analysis to appreciate what we have in (9.50). Note first that we now have the means to complete the calculations which require explicit values for the multiplicities $M(n, G)$. Before proceeding to calculate the entropy, let us note briefly how this will go. If $A$ is linear in the $n_{j}$, then the multiplicity (9.50) is also equal asymptotically to

$$
\begin{equation*}
M(n, G)=\exp \{n H\} \tag{9.51}
\end{equation*}
$$

and so the probability for realizing the total $G$ is, from (9.18),

$$
\begin{equation*}
p\left(G \mid n, I_{0}\right)=m^{-n} \exp \{n H\}=\exp \left\{-n\left(H_{0}-H\right)\right\} \tag{9.52}
\end{equation*}
$$

where $H_{0}=\log (m)$ is the absolute maximum of the entropy, derived below in (9.74). Often, the quantity most directly relevant is not the entropy, but the difference between the entropy and its maximum possible value; this is a direct measure of how strong are the constraints $R$. For many purposes it would have been better if entropy had been defined as that difference; but the historical precedence would be very hard to change now. In any event, (9.52) has some deep intuitive meaning that we develop in later chapters.

Let us note the effect of acquiring new information; now we learn that a specified trial yielded the amount $g_{j}$. This new information changes the multiplicity of $A$ because now the remaining $(n-1)$ trials must have yielded the total amount $\left(G-g_{j}\right)$, and the number of ways this could happen is $M\left(n-1, G-g_{j}\right)$. Also, the frequencies are slightly changed, because one trial that yielded $g_{j}$ is now absent from the counting. Instead of $f_{k}=n_{k} / n$ in (9.18), we now have the frequencies $\left\{f_{1}^{\prime}, \ldots, f_{m}^{\prime}\right\}$, where

$$
\begin{equation*}
f_{k}^{\prime}=\frac{n_{k}-\delta_{j k}}{n-1}, \quad 1 \leq k \leq m \tag{9.53}
\end{equation*}
$$

or writing $f_{k}^{\prime}=f_{k}+\delta f_{k}$, the change is

$$
\begin{equation*}
\delta f_{k}=\frac{f_{k}-\delta_{j k}}{n-1} \tag{9.54}
\end{equation*}
$$

which is exact; as a check, note that $\sum f_{k}^{\prime}=1$ and $\sum \delta f_{k}=0$, as it should be.
This small change in frequencies induces a small change in the entropy; writing the new value as $H^{\prime}=H+\delta H$, we find

$$
\begin{equation*}
\delta H=\sum_{k} \frac{\partial H}{\partial f_{k}} \delta f_{k}+O\left(\frac{1}{n^{2}}\right)=\left[\frac{H+\log \left(f_{j}\right)}{n-1}\right]+O\left(\frac{1}{n^{2}}\right), \tag{9.55}
\end{equation*}
$$

[^71]and so
\[

$$
\begin{equation*}
H^{\prime}=\frac{n H+\log \left(f_{j}\right)}{n-1}+O\left(\frac{1}{n^{2}}\right) \tag{9.56}
\end{equation*}
$$

\]

Then the new multiplicity is, asymptotically,

$$
\begin{equation*}
M\left(n-1, G-g_{j}\right)=\exp \left\{(n-1) H^{\prime}\right\}=f_{j} \exp \{n H\}\left[1+O\left(\frac{1}{n}\right)\right] \tag{9.57}
\end{equation*}
$$

The asymptotic forms of multiplicity are astonishingly simple compared with the exact expressions. This means that, contrary to first appearances when we noted the enormous size of the extension set $S^{n}$, the large $n$ limit is by far the easiest thing to calculate when we have the right mathematical machinery. Indeed, the set $S^{n}$ has disappeared from our considerations; the remaining problem is to calculate the $f_{k}$ that maximize the entropy (9.49) over the domain $R$. But this is a problem that is solved on the sample space $S$ of a single trial!

The probability for getting the total gain $G$ is changed from (9.52) to

$$
\begin{equation*}
p\left(G \mid r_{i}=j, n I_{0}\right)=\frac{M\left(n-1, G-g_{j}\right)}{m^{n-1}} \tag{9.58}
\end{equation*}
$$

and, given only $I_{0}$, the prior probability for the event $r_{i}=j$ is, from (9.5),

$$
\begin{equation*}
p\left(r_{i}=j \mid n I_{0}\right)=\frac{1}{m} \tag{9.59}
\end{equation*}
$$

This gives us everything we need to apply Bayes' theorem conditional on $G$ :

$$
\begin{equation*}
p\left(r_{i}=j \mid G n I_{0}\right)=p\left(r_{i}=j \mid n I_{0}\right) \frac{p\left(G \mid r_{i}=j, n I_{0}\right)}{p\left(G \mid n I_{0}\right)} \tag{9.60}
\end{equation*}
$$

or

$$
\begin{equation*}
p\left(r_{i}=j \mid G n I_{0}\right)=\frac{1}{m} \frac{\left[M\left(n-1, G-g_{j}\right) / m^{n-1}\right]}{\left[M(n, G) / m^{n}\right]}=\frac{M\left(n-1, G-g_{j}\right)}{M(n, G)}=f_{j} \tag{9.61}
\end{equation*}
$$

Knowledge of $G$ therefore changes the robot's probability for the $j$ th result from the uniform prior probability $1 / m$ to the observed frequency $f_{j}$ of that result. Intuition might have expected this connection between probability and frequency to appear eventually, but it may seem surprising that this requires only that the total $G$ be known. Note, however, that specifying $G$ determines the maximum entropy frequency distribution $\left\{f_{1}, \ldots, f_{m}\right\}$, so there is no paradox here.

Exercise 9.3. Extend this result to derive the joint probability

$$
\begin{equation*}
p\left(r_{i}=j, r_{s}=t \mid G n I_{0}\right)=M\left(n-2, G-g_{j}-g_{t}\right) / M(n, G) \tag{9.62}
\end{equation*}
$$

as a ratio of multiplicities and give the resulting probability. Are the trials still independent, or does knowledge of $G$ induce correlations between different trials?

These results show the gratifyingly simple and reasonable things that the poorly informed robot can do. In conventional frequentist probability theory, these connections are only postulated arbitrarily; the poorly informed robot derives them as consequences of the rules of probability theory.

Now we return to the problem of carrying out the entropy maximization to obtain explicit expressions for the entropies $H$ and frequencies $f_{j}$.

### 9.8 Another way of looking at it

The following observation gives us a better intuitive understanding of the partition function method. Unfortunately, it is only a number-theoretic trick, useless in practice. From (9.28) and (9.29) we see that the multiplicity of ways in which the total $G$ can be realized can be written as

$$
\begin{equation*}
M(n, G)=\sum_{\left\{n_{j}\right\}} W\left(n_{1}, \ldots, n_{m}\right), \tag{9.63}
\end{equation*}
$$

where we are to sum over all sets of non-negative integers $\left\{n_{j}\right\}$ satisfying

$$
\begin{equation*}
\sum n_{j}=n, \quad \sum n_{j} g_{j}=G \tag{9.64}
\end{equation*}
$$

Let $\left\{n_{j}\right\}$ and $\left\{n_{j}^{\prime}\right\}$ be two such different sets which yield the same total: $\sum n_{j} g_{j}=\sum n_{j}^{\prime} g_{j}=$ $G$. Then it follows that

$$
\begin{equation*}
\sum_{j=1}^{m} k_{j} g_{j}=0 \tag{9.65}
\end{equation*}
$$

where by hypothesis the integers $k_{j} \equiv n_{j}-n_{j}^{\prime}$ cannot all be zero.
Two numbers $f, g$ are said to be incommensurable if their ratio is not a rational number; i.e., if $(f / g)$ cannot be written as $(r / s)$, where $r$ and $s$ are integers (but, of course, any ratio may be thus approximated arbitrarily close by choosing $r, s$ large enough). Likewise, we shall call the numbers $\left(g_{1}, \ldots, g_{m}\right)$ jointly incommensurable if no one of them can be written as a linear combination of the others with rational coefficients. But if this is so, then (9.65) implies that all $k_{j}=0$ :

$$
\begin{equation*}
n_{j}=n_{j}^{\prime}, \quad 1 \leq j \leq m, \tag{9.66}
\end{equation*}
$$

so if the $\left\{g_{1}, \ldots, g_{m}\right\}$ are jointly incommensurable, then in principle the solution is immediate; for then a given value of $G=\sum n_{j} g_{j}$ can be realized by only one set of sample numbers $n_{j}$; i.e., if $G$ is specified exactly, this determines the exact values of all the $\left\{n_{j}\right\}$. Then we have only one term in (9.63):

$$
\begin{equation*}
M(n, G)=W\left(n_{1}, \ldots, n_{m}\right) \tag{9.67}
\end{equation*}
$$

and

$$
\begin{equation*}
M\left(n-1, G-g_{j}\right)=W\left(n_{1}^{\prime}, \ldots, n_{m}^{\prime}\right) \tag{9.68}
\end{equation*}
$$

where, necessarily, $n_{i}^{\prime}=n_{i}-\delta_{i j}$. Then the exact result (9.61) reduces to

$$
\begin{equation*}
p\left(r_{k}=j \mid G n I_{0}\right)=\frac{W\left(n_{1}^{\prime}, \ldots, n_{m}^{\prime}\right)}{W\left(n_{1}, \ldots, n_{m}\right)}=\frac{(n-1)!}{n!} \frac{n_{j}!}{\left(n_{j}-1\right)!}=\frac{n_{j}}{n} \tag{9.69}
\end{equation*}
$$

In this case the result could have been found in a different way: whenever by any means the robot knows the sample number $n_{j}$ (i.e., the number of digits $\left\{r_{1}, \ldots, r_{n}\right\}$ equal to $j$ ) but does not know at which trials the $j$ th result occurred (i.e., which digits are equal to $j$ ), it can apply James Bernoulli's rule (9.18) directly:

$$
\begin{equation*}
P\left(r_{k}=j \mid n_{j} I_{0}\right)=\frac{n_{j}}{\text { (total number of digits) }} \tag{9.70}
\end{equation*}
$$

Again, the probability for any proposition $A$ is equal to the frequency with which it is true in the relevant set of equally possible hypotheses. So again, our robot, even if poorly informed, is nevertheless producing the standard results that current conventional treatments all assure us are correct. Conventional writers appear to regard this as a kind of law of physics; but we need not invoke any 'law' to account for the fact that a measured frequency often approximates an assigned probability (to a relative accuracy something like $1 / \sqrt{n}$, where $n$ is the number of trials). If the information used to assign that probability includes all of the systematic effects at work in the real experiment, then the great majority of all things that could happen in the experiment correspond to frequencies remaining in such a shrinking interval; this is simply a combinatorial theorem, which in essence was given already by de Moivre and Laplace in the 18th century, in their asymptotic formula. In virtually all of current probability theory this strong connection between probability and frequency is taken for granted for all probabilities, but without any explanation of the mechanism that produces it; for us, this connection is only a special case.

### 9.9 Entropy maximization

The above derivation (9.50) of $M(n, A)$ is valid for a proposition $A$ that is defined by some arbitrary function of the sample numbers $n_{j}$. In general, one might need many different algorithms for this maximization. But in the case $A=G$, where we are concerned with a linear function $G=\sum n_{j} g_{j}$, the domain $R$ is defined by specifying just the average of $G$ over the $n$ trials:

$$
\begin{equation*}
\bar{G}=\frac{G}{n}=\sum_{j=1}^{m} f_{j} g_{j}, \tag{9.71}
\end{equation*}
$$

which is also an average over the frequency distribution. Then the maximization problem has a solution that was given once and for all by J. Willard Gibbs (1902) in his work on statistical mechanics.

It required another lifetime for Gibbs' algorithm to be generally appreciated; for 75 years it was rejected and attacked by some because, for those who thought of probability as a
real physical phenomenon, it appeared arbitrary. Only through the work of Claude Shannon (1948) was it possible to understand what the Gibbs' algorithm was accomplishing. This was pointed out first in Jaynes (1957a) in suggesting a new interpretation of statistical mechanics (as an example of logical inference rather than as a physical theory), and this led rather quickly to a generalization of Gibbs' equilibrium theory to nonequilibrium statistical mechanics.

In Chapter 11 we set down the complete mathematical apparatus generated by the maximum entropy principle; for the present it will be sufficient to give the solution for the case at hand. An inequality given by Gibbs leads to an elegant solution to our maximization problem.

Let $\left\{f_{1}, \ldots, f_{m}\right\}$ be any possible frequency distribution on $m$ points, satisfying ( $f_{j} \geq 0$, $\sum_{j} f_{j}=1$ ), and let $\left\{u_{1}, \ldots, u_{m}\right\}$ be any other frequency distribution satisfying the same conditions. Then using the fact that on the positive real $\operatorname{line} \log (x) \leq(x-1)$ with equality if and only if $x=1$, we have

$$
\begin{equation*}
\sum_{j=1}^{m} f_{j} \log \left(\frac{u_{j}}{f_{j}}\right) \leq 0 \tag{9.72}
\end{equation*}
$$

with equality if and only if $f_{j}=u_{j}$ for all $j$. In this we recognize the entropy expression (9.49), so the Gibbs inequality becomes

$$
\begin{equation*}
H\left(f_{1}, \ldots, f_{m}\right) \leq-\sum_{j=1}^{m} f_{j} \log \left(u_{j}\right) \tag{9.73}
\end{equation*}
$$

from which various conclusions can be drawn. Making the choice $u_{j}=1 / m$ for all $j$, it becomes

$$
\begin{equation*}
H \leq \log (m) \tag{9.74}
\end{equation*}
$$

so the maximum possible value of $H$ is $\log (m)$, attained if and only if $f_{j}$ is the uniform distribution $f_{j}=1 / m$ for all $j$. Now make the choice

$$
\begin{equation*}
u_{j}=\frac{\exp \left\{-\lambda g_{j}\right\}}{Z(\lambda)} \tag{9.75}
\end{equation*}
$$

where the normalizing factor $Z(\lambda)$ is just the partition function (9.21). Choose the constant $\lambda$ so that some specified average $\bar{G}=\sum u_{j} g_{j}$ is attained; we shall see presently how to do this. The Gibbs inequality becomes

$$
\begin{equation*}
H \leq \sum f_{j} g_{j}+\log Z(\lambda) \tag{9.76}
\end{equation*}
$$

Now let $f_{j}$ vary over the class of all frequency distributions that yield the wanted average (9.71). The right-hand side of (9.76) remains constant, and $H$ attains its maximum value on $R$ :

$$
\begin{equation*}
H_{\max }=\bar{G}+\log (Z) \tag{9.77}
\end{equation*}
$$

if and only if $f_{j}=u_{j}$. It remains only to choose $\lambda$ so that the average value $\bar{G}$ is realized. But it is evident from (9.75) that

$$
\begin{equation*}
\bar{G}=-\frac{\partial}{\log (Z) \partial \lambda}, \tag{9.78}
\end{equation*}
$$

so this is to be solved for $\lambda$. It is easy to see that this has only one real root (on the real axis, the right-hand side of (9.78) is a continuous, strictly decreasing monotonic function of $\lambda$ ), so the solution is unique.

We have just derived the 'Gibbs canonical ensemble' formalism, which in quantum statistics is able to determine all equilibrium thermodynamic properties of a closed system (that is, no particles enter it or leave it); but now its generality far beyond that application is evident.

### 9.10 Probability and frequency

In our terminology, a probability is something that we assign, in order to represent a state of knowledge, or that we calculate from previously assigned probabilities according to the rules of probability theory. A frequency is a factual property of the real world that we measure or estimate. The phrase 'estimating a probability' is just as much a logical incongruity as 'assigning a frequency' or 'drawing a square circle'.

The fundamental, inescapable distinction between probability and frequency lies in this relativity principle: probabilities change when we change our state of knowledge; frequencies do not. It follows that the probability $p(E)$ that we assign to an event $E$ can be equal to its frequency $f(E)$ only for certain particular states of knowledge. Intuitively, one would expect this to be the case when the only information we have about $E$ consists of its observed frequency; and the mathematical rules of probability theory confirm this in the following way.

We note the two most familiar connections between probability and frequency. Under the assumption of exchangeability and certain other prior information (Jaynes, 1968), the rule for translating an observed frequency in a binary experiment into an assigned probability is Laplace's rule of succession. We have encountered this already in Chapter 6 in connection with urn sampling, and we analyze it in detail in Chapter 18. Under the assumption of independence, the rule for translating an assigned probability into an estimated frequency is James Bernoulli's weak law of large numbers (or, to get an error estimate, the de MoivreLaplace limit theorem).

However, many other connections exist. They are contained, for example, in the principle of maximum entropy (Chapter 11), the principle of transformation groups (Chapter 12), and in the theory of fluctuations in exchangeable sequences (Jaynes, 1978).

If anyone wished to research this matter, we think he could find a dozen logically distinct connections between probability and frequency that have appeared in various applications. But these connections always appear automatically, whenever they are relevant to the problem, as mathematical consequences of probability theory as logic; there is never any need
to define a probability as a frequency. Indeed, Bayesian theory may justifiably claim to use the notion of frequency more effectively than does the 'frequency' theory. For the latter admits only one kind of connection between probability and frequency, and has trouble in cases where a different connection is appropriate.
R. A. Fisher, J. Neyman, R. von Mises, W. Feller, and L. J. Savage denied vehemently that probability theory is an extension of logic, and accused Laplace and Jeffreys of committing metaphysical nonsense for thinking that it is. It seems to us that, if $\mathrm{Mr} A$ wishes to study properties of frequencies in random experiments and publish the results for all to see and teach them to the next generation, he has every right to do so, and we wish him every success. But in turn Mr $B$ has an equal right to study problems of logical inference that have no necessary connection with frequencies or random experiments, and to publish his conclusions and teach them. The world has ample room for both.

Then why should there be such unending conflict, unresolved after over a century of bitter debate? Why cannot both coexist in peace? What we have never been able to comprehend is this: If $\mathrm{Mr} A$ wants to talk about frequencies, then why can't he just use the word 'frequency'? Why does he insist on appropriating the word 'probability' and using it in a sense that flies in the face of both historical precedent and the common colloquial meaning of that word? By this practice he guarantees that his meaning will be misunderstood by almost every reader who does not belong to his inner circle clique. It seems to us that he would find it easy - and very much in his own self-interest - to avoid these constant misunderstandings, simply by saying what he means. (H. Cramér (1946) did this fairly often, although not with $100 \%$ reliability, so his work is today easier to read and comprehend.)

Of course, von Mises, Feller, Fisher, and Neyman would not be in full agreement among themselves on anything. Nevertheless, whenever any of them uses the word 'probability', if we merely substitute the word 'frequency' we shall go a long way toward clearing up the confusion by producing a statement that means more nearly what they had in mind.

We think it is obvious that the vast majority of the real problems of science fall into Mr B's category, and therefore, in the future, science will be obliged to turn more and more toward his viewpoint and results. Furthermore, Mr B's use of the word 'probability' as expressing human information enjoys not only the historical precedent going back to James Bernoulli (1713), but it is also closer to the modern colloquial meaning of the word.

### 9.11 Significance tests

The rather subtle interplay between the notions of probability and frequency appears again in the topic of significance tests, or 'tests of goodness of fit'. In Chapter 5 we discussed such problems as assessing the validity of Newtonian celestial mechanics, and noted that orthodox significance tests purport to accept and reject hypotheses without considering any alternatives. Then we demonstrated why we cannot say how the observed facts affect the status of some hypothesis $H$ until we state the specific alternative(s) against which $H$ is to be tested. Common sense tells all scientists that a given piece of observational
evidence $E$ might demolish Newton's theory, or elevate it to certainty, or anything in between. It depends entirely on this: against which alternative(s) is it being tested? Bayes' theorem sends us the same message; for example, suppose we wish to consider only two hypotheses, $H$ and $H^{\prime}$. Then on any data $D$ and prior information $I$, we must always have $P(H \mid D I)+P\left(H^{\prime} \mid D I\right)=1$, and in terms of our logarithmic measure of plausibility in decibels as discussed in Chapter 4, Bayes' theorem becomes

$$
\begin{equation*}
e(H \mid D I)=e(H \mid I)+10 \log _{10}\left[\frac{P(D \mid H)}{P\left(D \mid H^{\prime}\right)}\right] \tag{9.79}
\end{equation*}
$$

which we might describe in words by saying that 'Data $D$ supports hypothesis $H$ relative to $H^{\prime}$ by $10 \log _{10}\left[P(D \mid H) / P\left(D \mid H^{\prime}\right)\right]$ decibels'. The phrase 'relative to $H^{\prime}$ ' is essential here, because relative to some other alternative $H^{\prime \prime}$ the change in evidence, $[e(H \mid D I)-e(H \mid I)]$, might be entirely different; it does not make sense to ask how much the observed facts tend 'in themselves' to support or refute $H$ (except, of course, when data $D$ are impossible on hypothesis $H$, so deductive reasoning can take over).

Now as long as we talk only in these generalities, our common sense readily assents to this need for alternatives. But if we consider specific problems, we may have some doubts. For example, in the particle counter problem of Chapter 6 we had a case (known source strength and counter efficiency $s, \phi$ ) where the probability for getting $c$ counts in any one second is a Poisson distribution with mean value $\lambda=s \phi$ :

$$
\begin{equation*}
p(c \mid s \phi)=\exp \{-\lambda\} \frac{\lambda^{c}}{c!}, \quad 0 \leq c \leq \infty \tag{9.80}
\end{equation*}
$$

Although it wasn't necessary for the problem we were considering then, we can still ask: What can we infer from this about the relative frequencies with which we would see $c$ counts if we repeat the measurement in many different seconds, with the resulting data set $D \equiv\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ ? If the assigned probability for any particular event (say the event $c=12$ ) is independently equal to

$$
\begin{equation*}
p=\exp \{-\lambda\} \frac{\lambda^{12}}{12!} \tag{9.81}
\end{equation*}
$$

at each trial, then the probability that the event will occur exactly $r$ times in $n$ trials is the binomial distribution (9.38):

$$
\begin{equation*}
b(r \mid n, p)=\binom{n}{r} p^{r}(1-p)^{n-r} \tag{9.82}
\end{equation*}
$$

There are several ways of calculating the moments of this distribution; one, easy to remember, is that the first moment is

$$
\begin{align*}
\langle r\rangle & =E(r) \\
& =\sum_{r=0}^{n} r b(r \mid n, p) \\
& =\left[p \frac{\mathrm{~d}}{\mathrm{~d} p} \sum_{r}\binom{n}{r} p^{r} q^{(n-r)}\right]_{q=1-p}  \tag{9.83}\\
& =\left(p \frac{\mathrm{~d}}{\mathrm{~d} p}\right) \times(p+q)^{n} \\
& =n p
\end{align*}
$$

likewise,

$$
\begin{align*}
& \left\langle r^{2}\right\rangle=\left(p \frac{\mathrm{~d}}{\mathrm{~d} p}\right)^{2}(p+q)^{n}=n p+n(n-1) p^{2}  \tag{9.84}\\
& \left\langle r^{3}\right\rangle=\left(p \frac{\mathrm{~d}}{\mathrm{~d} p}\right)^{3}(p+q)^{n}=n p+2 n(n-1) p^{2}+n(n-1)(n-2) p^{3}
\end{align*}
$$

and so on! For each higher moment we merely apply the operator ( $p \mathrm{~d} / \mathrm{d} p$ ) one more time, setting $p+q=1$ at the end.

Our (mean) $\pm$ (standard deviation) estimate, over the sampling distribution, of $r$ is then

$$
\begin{align*}
(r)_{\mathrm{est}} & =\langle r\rangle \pm \sqrt{\left\langle r^{2}\right\rangle-\langle r\rangle^{2}}  \tag{9.85}\\
& =n p \pm \sqrt{n p(1-p)}
\end{align*}
$$

and our estimate of the frequency $f=r / n$ with which the event $c=12$ will occur in $n$ trials, is

$$
\begin{equation*}
(f)_{\mathrm{est}}=p \pm \sqrt{\frac{p(1-p)}{n}} \tag{9.86}
\end{equation*}
$$

These relations and their generalizations give the most commonly encountered connection between probability and frequency; it is the original connection given by James Bernoulli (1713).

In the 'long run', therefore, we expect that the actual frequencies of various counts will be distributed in a manner approximating the Poisson distribution (9.80) to within the tolerances indicated by (9.86). Now we can perform the experiment, and the experimental frequencies either will or will not resemble the predicted values. If, by the time we have observed a few thousand counts, the observed frequencies are wildly different from a Poisson distribution (i.e. far outside the limits (9.86)), our intuition will tell us that the arguments which led to the Poisson prediction must be wrong; either the functional form of (9.80), or the independence at different trials, must not represent the real conditions in which the experiment was done.

Yet we have not said anything about any alternatives! Is our intuitive common sense wrong here, or is there some way we can reconcile it with probability theory? The question is not about probability theory but about psychology; it concerns what our intuition is doing here.

### 9.11.1 Implied alternatives

Let's look again at (9.79). No matter what $H^{\prime}$ is, we must have $p\left(D \mid H^{\prime}\right) \leq 1$, and therefore a statement which is independent of any alternative hypotheses is

$$
\begin{equation*}
e(H \mid D I) \geq e(H \mid I)+10 \log _{10} p(D \mid H)=e(H \mid I)-\psi_{\infty} \tag{9.87}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{\infty} \equiv-10 \log _{10} p(D \mid H) \geq 0 \tag{9.88}
\end{equation*}
$$

Thus, there is no possible alternative which data $D$ could support, relative to $H$, by more than $\psi_{\infty}$ decibels.

This suggests the solution to our paradox: in judging the amount of agreement between theory and observation, the proper question to ask is not, 'How well do data $D$ support hypothesis $H$ ?' without mentioning any alternatives. A much better question is, 'Are there any alternatives $H^{\prime}$ which data $D$ would support relative to $H$, and how much support is possible?' Probability theory can give no meaningful answer to the first question because it is not well-posed; but it can give a very definite (quantitative and unambiguous) answer to the second.

We might be tempted to conclude that the proper criterion of 'goodness of fit' is simply $\psi_{\infty}$; or what amounts to the same thing, just the probability $p(D \mid H)$. This is not so, however, as the following argument shows. As we noted at the end of Chapter 6, after we have obtained $D$, it is always possible to invent a strange, 'sure thing' hypothesis $H_{\mathrm{S}}$ according to which every detail of $D$ was inevitable: $p\left(D \mid H_{\mathrm{S}}\right)=1$, and $H_{\mathrm{S}}$ will always be supported relative to $H$ by exactly $\psi_{\infty}$ decibels. Let us see what this implies. Suppose we toss a die $n=10000$ times and record the detailed results. Then, on the hypothesis $H \equiv$ 'the die is honest', each of the $6^{n}$ possible outcomes has probability $6^{-n}$, or

$$
\begin{equation*}
\psi_{\infty}=10 \log _{10}\left(6^{n}\right)=77815 \mathrm{db} \tag{9.89}
\end{equation*}
$$

No matter what we observe in the 10000 tosses, there is always an hypothesis $H_{\mathrm{S}}$ that will be supported relative to $H$ by this enormous amount. If, after observing 10000 tosses, we still believe the die is honest, it can be only because we considered the prior probability for $H_{\mathrm{S}}$ to be even lower than -77815 db . Otherwise, we are reasoning inconsistently.

This is, if startling, all quite correct. The prior probability for $H_{\mathrm{S}}$ was indeed much lower than $6^{-n}$, simply because there were $6^{n}$ different 'sure thing' hypotheses which were all on the same footing before we observed the data $D$. But it is obvious that in practice we
don't want to bother with $H_{\mathrm{S}}$; even though it is supported by the data more than any other, its prior probability is so low that we know in advance that we are not going to accept it anyway.

In practice, we are not interested in comparing $H$ to all conceivable alternatives, but only to all those in some restricted class $\Omega$, consisting of hypotheses which we consider in some sense 'reasonable'. Let us note one example (by far the most common and useful one) of a test relative to such a restricted class of alternatives.

Consider again the above experiment which has $m$ possible results $\left\{A_{1}, \ldots, A_{m}\right\}$ at each trial. Define the quantities

$$
\begin{equation*}
x_{i} \equiv k, \quad \text { if } A_{k} \text { is true at the } i \text { th trial; } \tag{9.90}
\end{equation*}
$$

thus, each $x_{i}$ can take on independently the values $1,2, \ldots, m$. Now we wish to take into account only the hypotheses belonging to the 'Bernoulli class' $B_{m}$ in which there are $m$ possible results at each trial and the probabilities of the $A_{k}$ on successive repetitions of the experiment are considered independent and stationary; thus, when $H$ is in $B_{m}$, the probability conditional on $H$ of any specific sequence $\left\{x_{1}, \ldots, x_{n}\right\}$ of observations has the form

$$
\begin{equation*}
p\left(x_{1} \ldots x_{n} \mid H\right)=p_{1}^{n_{1}} \ldots p_{m}^{n_{m}} \tag{9.91}
\end{equation*}
$$

where $n_{k}$ is the above sample number. To every hypothesis in $B_{m}$ there corresponds a set of numbers $\left\{p_{1} \ldots p_{m}\right\}$ such that $p_{k} \geq 0, \sum_{k} p_{k}=1$, and for our present purposes these numbers completely characterize the hypothesis. Conversely, every such set of numbers defines an hypothesis belonging to the Bernoulli class $B_{m}$.

Now we note an important lemma, given by J. Willard Gibbs (1902). Letting $x=n_{k} / n p_{k}$, and using the fact that on the positive real $\operatorname{line} \log (x) \geq\left(1-x^{-1}\right)$ with equality if and only if $x=1$, we find at once that

$$
\begin{equation*}
\sum_{k=1}^{m} n_{k} \log \left(\frac{n_{k}}{n p_{k}}\right) \geq 0 \tag{9.92}
\end{equation*}
$$

with equality if and only if $p_{k}=n_{k} / n$ for all $k$. This inequality is the same as

$$
\begin{equation*}
\log p\left(x_{1} \ldots x_{n} \mid H\right) \leq n \sum_{k=1}^{m} f_{k} \log \left(f_{k}\right) \tag{9.93}
\end{equation*}
$$

where $f_{k}=n_{k} / n$ is the observed frequency of result $A_{k}$. The right-hand side of (9.88) depends only on the observed sample $D$, so if we consider various hypotheses $\left\{H_{1}, H_{2}, \ldots\right\}$ in $B_{m}$, the quantity (9.88) gives us a measure of how well the different hypotheses fit the data; the nearer to equality, the better the fit.

For convenience in numerical work, we express (9.88) in decibel units as in Chapter 4:

$$
\begin{equation*}
\psi_{B} \equiv 10 \sum_{k=1}^{m} n_{k} \log _{10}\left(\frac{n_{k}}{n p_{k}}\right) \tag{9.94}
\end{equation*}
$$

To see the meaning of $\psi_{B}$, suppose we apply Bayes' theorem in the form of (9.79). Only two hypotheses, $H=\left\{p_{1}, \ldots, p_{m}\right\}$ and $H^{\prime}=\left\{p_{1}^{\prime}, \ldots, p_{m}^{\prime}\right\}$ are being considered. Let the values of $\psi_{B}$ according to $H$ and $H^{\prime}$ be $\psi_{B}, \psi_{B}^{\prime}$, respectively. Then Bayes' theorem reads

$$
\begin{align*}
e\left(H \mid x_{1} \ldots x_{n}\right) & =e(H \mid I)+10 \log _{10}\left[\frac{p\left(x_{1} \ldots x_{n} \mid H\right)}{p\left(x_{1} \ldots x_{n} \mid H^{\prime}\right)}\right]  \tag{9.95}\\
& =e(H \mid I)+\psi_{B}^{\prime}-\psi_{B}
\end{align*}
$$

Now we can always find an hypothesis $H^{\prime}$ in $B_{m}$ for which $p_{k}^{\prime}=n_{k} / n$, and so $\psi_{B}^{\prime}=0$; therefore $\psi_{B}$ has the following meaning:

Given an hypothesis $H$ and the observed data $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$, compute $\psi_{B}$ from (9.94). Then, given any $\psi$ in the range $0 \leq \psi \leq \psi_{B}$, it is possible to find an alternative hypothesis $H^{\prime}$ in $B_{m}$ such that the data support $H^{\prime}$ relative to $H$ by $\psi$ decibels. There is no $H^{\prime}$ in $B_{m}$ which is supported relative to $H$ by more than $\psi_{B}$ decibels.

Thus, although $\psi_{B}$ makes no reference to any specific alternative, it is nevertheless exactly the appropriate measure of 'goodness of fit' relative to the class $B_{m}$ of Bernoulli alternatives. It searches out $B_{m}$ and locates the best alternative in that class.

Now we can understand the seeming paradox with which our discussion of significance tests started; the $\psi$-test is just the quantitative version of what our intuition has been, unconsciously, doing. We have already noted in Chapter 5, Section 5.4, that natural selection in exactly the sense of Darwin would tend to evolve creatures that reason in a Bayesian way because of its survival value.

We can also interpret $\psi_{B}$ in this manner: we may regard the observed results $\left\{x_{1}, \ldots, x_{n}\right\}$ as a 'message' consisting of $n$ symbols chosen from an alphabet of $m$ letters. On each repetition of the experiment, Nature transmits to us one more letter of the message. How much information is transmitted by this message under the Bernoulli probability assignment? Note that

$$
\begin{equation*}
\psi_{B}=10 n \sum_{k=1}^{m} f_{k} \log _{10}\left(f_{k} / p_{k}\right) \tag{9.96}
\end{equation*}
$$

with $f_{k}=n_{k} / n$. Thus, $\left(-\psi_{B} / n\right)$ is the entropy per symbol $H(f ; p)$ of the observed message distribution $\left\{f_{1}, \ldots, f_{m}\right\}$ relative to the 'expected distribution' $\left\{p_{1}, \ldots, p_{m}\right\}$. This shows that the notion of entropy was always inherent in probability theory; independently of Shannon's theorems, entropy or some monotonic function of entropy appears automatically in the equations of anyone who is willing to use Bayes' theorem for hypothesis testing.

Historically, a different criterion was introduced by Karl Pearson early in the 20th century. We expect that, if hypothesis $H$ is true, then $n_{k}$ will be close to $n p_{k}$, in the sense that the difference $\left|n_{k}-n p_{k}\right|$ will grow with $n$ only as $\sqrt{n}$. Call this 'condition $A$ '. Then using the expansion $\log (x)=(x-1)-(x-1)^{2} / 2+\cdots$, we find that

$$
\begin{equation*}
\sum_{k=1}^{m} n_{k} \log \left[\frac{n_{k}}{n p_{k}}\right]=\frac{1}{2} \sum_{k} \frac{\left(n_{k}-n p_{k}\right)^{2}}{n p_{k}}+O\left(\frac{1}{\sqrt{n}}\right) \tag{9.97}
\end{equation*}
$$

the quantity designated as $O(1 / \sqrt{n})$ tending to zero as indicated provided that the observed sample does in fact satisfy condition $A$. The quantity

$$
\begin{equation*}
\chi^{2} \equiv \sum_{k=1}^{m} \frac{\left(n_{k}-n p_{k}\right)^{2}}{n p_{k}}=n \sum_{k} \frac{\left(f_{k}-p_{k}\right)^{2}}{p_{k}} \tag{9.98}
\end{equation*}
$$

is thus very nearly proportional to $\psi_{B}$ if the sample frequencies are close to the expected values:

$$
\begin{equation*}
\psi_{B}=\left[10 \log _{10}(e)\right] \times \frac{1}{2} \chi^{2}+O\left(\frac{1}{\sqrt{n}}\right)=4.343 \chi^{2}+O\left(\frac{1}{\sqrt{n}}\right) \tag{9.99}
\end{equation*}
$$

Pearson suggested that $\chi^{2}$ be used as a criterion of 'goodness of fit', and this has led to the 'chi-squared test', one of the most used techniques of orthodox statistics. Before describing the test, we examine its theoretical basis and suitability as a criterion. Evidently, $\chi^{2} \geq 0$, with equality if and only if the observed frequencies agree exactly with those expected if the hypothesis is true. So, larger values of $\chi^{2}$ correspond to greater deviation between prediction and observation, and too large a value of $\chi^{2}$ should lead us to doubt the truth of the hypothesis. But these qualitative properties are possessed also by $\psi_{B}$ and by any number of other quantities we could define. We have seen how probability theory determines directly the theoretical basis, and precise quantitative meaning, of $\psi_{B}$; so we ask whether there exists any connected theoretical argument pointing to $\chi^{2}$ as the optimal measure of goodness of fit, by some well-defined criterion.

The results of a search for this connected argument are disappointing. Scanning a number of orthodox textbooks, we find that $\chi^{2}$ is usually introduced as a straight deus ex machina; but Cramér (1946) does attempt to prepare the way for the idea, in these words:

It will then be in conformity with the general principle of least squares to adopt as measure of deviation an expression of the form $\sum c_{i}\left(n_{i} / n-p_{i}\right)^{2}$ where the coefficients $c_{i}$ may be chosen more or less arbitrarily. It was shown by K. Pearson that if we take $c_{i}=n / p_{i}$, we shall obtain a deviation measure with particularly simple properties.

In other words, $\chi^{2}$ is adopted, not because it is demonstrated to have good performance by any criterion, but only because it has simple properties!

We have seen that in some cases $\chi^{2}$ is nearly a multiple of $\psi_{B}$, and then they must, of course, lead to essentially the same conclusions. But let us try to understand the quantitative difference in these criteria by a technique introduced in Jaynes (1976), which we borrowed from Galileo. Galileo's telescope was able to reveal the moons of Jupiter because it could magnify what was too small to be perceived by the unaided eye, up to the point where it could be seen by everybody. Likewise, we often find a quantitative difference in the Bayesian and orthodox results, so small that our common sense is unable to pass judgment on which result is preferable. But when this happens, we can find some extreme case where the difference is magnified to the point where common sense can tell us which method is giving sensible results, and which is not.

As an example of this magnification technique, we compare $\psi_{B}$ and $\chi^{2}$ to see which is the more reasonable criterion of goodness of fit.

### 9.12 Comparison of psi and chi-squared

A coin toss can give three different results: (1) heads, (2) tails, (3) it may stand on edge if it is sufficiently thick. Suppose that Mr A's knowledge of the thick English pound coin is such that he assigns probabilities $p_{1}=p_{2}=0.499, p_{3}=0.002$ to these cases. We are in communication with $\mathrm{Mr} B$ on the planet Mars, who has never seen a coin and doesn't have the slightest idea what a coin is. So, when told that there are three possible results at each trial, and nothing more, he can only assign equal probabilities, $p_{1}^{\prime}=p_{2}^{\prime}=p_{3}^{\prime}=1 / 3$.

Now we want to test Mr $A$ 's hypothesis against $\mathrm{Mr} B$ 's by doing a 'random' experiment. We toss the coin 29 times and observe the results ( $n_{1}=n_{2}=14, n_{3}=1$ ). Then if we use the $\psi$ criterion, we would have for the two hypotheses

$$
\begin{align*}
\psi_{A} & =10\left[28 \log _{10}\left(\frac{14}{29 \times 0.499}\right)+\log _{10}\left(\frac{1}{29 \times 0.002}\right)\right] \\
& =8.34 \mathrm{db} \\
\psi_{B} & =10\left[28 \log _{10}\left(\frac{14 \times 3}{29}\right)+\log _{10}\left(\frac{3}{29}\right)\right]  \tag{9.100}\\
& =35.19 \mathrm{db}
\end{align*}
$$

From this experiment, Mr $B$ learns two things: (a) that there is another hypothesis about the coin that is 35.2 db better than his (this corresponds to odds of over 3300:1), and so, unless he can justify an extremely low prior probability for that alternative, he cannot reasonably adhere to his first hypothesis; and (b) that Mr A's hypothesis is better than his by some 26.8 db , and in fact is within about 8 db of the best hypothesis in the Bernoulli class $B_{3}$. Here the $\psi$ test tells us pretty much what our common sense does.

Suppose that the man on Mars knew only about orthodox statistical principles as usually taught; and therefore believed that $\chi^{2}$ was the proper criterion of goodness of fit. He would find that

$$
\begin{align*}
\chi_{A}^{2} & =2 \frac{(14-29 \times 0.499)^{2}}{29 \times 0.499}+\frac{(1-29 \times 0.002)^{2}}{29 \times 0.002} \\
& =15.33 \\
\chi_{B}^{2} & =2 \frac{(14-29 \times 0.333)^{2}}{29 \times 0.333}+\frac{(1-29 \times 0.333)^{2}}{29 \times 0.333}  \tag{9.101}\\
& =11.66
\end{align*}
$$

and he would report back delightedly: 'My hypothesis, by the accepted statistical test, is shown to be slightly preferable to yours!'

Many persons trained to use $\chi^{2}$ will find this comparison startling, and will try immediately to find the error in our numerical work above. We have here still another fulfilment of
what Cox's theorems predict. The $\psi$ criterion is exactly derivable from the rules of probability theory; therefore any criterion which is only an approximation to it must contain either an inconsistency or a qualitative violation of common sense, which can be exhibited by producing special cases.

We can learn an important lesson about the practical use of $\chi^{2}$ by looking more closely at what is happening here. On hypothesis $A$, the 'expected' number of heads or tails in 29 tosses was $n p_{1}=14.471$. The actual observed number must be an integer, and we supposed that in each case it was the closest possible integer, namely 14. Yet this small discrepancy between expected and observed sample numbers, in a sense the smallest it could possibly be, nevertheless had an enormous effect on $\chi^{2}$. The spook lies in the fact that $\chi_{A}^{2}$ turned out so much larger than seems reasonable; there is nothing surprising about the other numerical values. Evidently, it is the last term in $\chi_{A}^{2}$, which refers to the fact the coin stood on edge once in 29 tosses, that is causing the trouble. On hypothesis $A$, the probability that this would happen exactly $r$ times in $n$ tosses is our binomial distribution (9.57), and with $n=29$, $p=0.002$, we find that the probability for seeing the coin on edge one or more times in 29 trials is $1-b(0 \mid n, p)=1-0.998^{29}=1 / 17.73$; i.e. the fact that we saw it even once is a bit unexpected, and constitutes some evidence against $A$. But this amount of evidence is certainly not overwhelming; if our travel guide tells us that London has fog, on the average, one day in 18 , we are hardly astonished to see fog on the day we arrive. Yet this contributes an amount 15.30 , almost all of the value of $\chi_{A}^{2}=15.33$.

It is the $\left(1 / p_{i}\right)$ weighting factor in the summand of $\chi^{2}$ that causes this anomaly. Because of it, the $\chi^{2}$ criterion essentially concentrates its attention on the extremely unlikely possibilities if the hypothesis contains them; and the slightest discrepancy between expected and observed sample number for the unlikely events grotesquely over-penalizes the hypothesis. The $\psi$-test also contains this effect, but in a much milder form, the $1 / p_{i}$ term appearing only in the logarithm.

To see this effect more clearly, suppose now that the experiment had yielded instead the results $n_{1}=14, n_{2}=15, n_{3}=0$. Evidently, by either the $\chi^{2}$ or $\psi$ criterion, this ought to make hypothesis $A$ look better, $B$ worse, than in the first example. Repeating the calculations, we now find

$$
\begin{array}{ll}
\psi_{A}=0.30 \mathrm{db} & \chi_{A}^{2}=0.0925 \\
\psi_{B}=51.2 \mathrm{db} & \chi_{B}^{2}=14.55 .
\end{array}
$$

You see that by far the greatest relative change was in $\chi_{A}^{2}$; both criteria now agree that hypothesis $A$ is far superior to $B$, as far as this experiment indicates.

This shows what can happen through uncritical use of $\chi^{2}$. Professor $Q$ believes in extrasensory perception, and undertakes to prove it to us poor benighted, intransigent doubters. So he plays card games. As in Chapter 5, on the 'null hypothesis' that only chance is operating, it is extremely unlikely that the subject will guess many cards correctly. But Professor $Q$ is determined to avoid the tactical errors of his predecessors, and is alert to the phenomenon of deception hypotheses discussed in Chapter 5; so he averts that possibility by making
videotape recordings of every detail of the experiments. The first few hundred times he plays, the results are disappointing; but these are readily explained away on the grounds that the subject is not in a 'receptive' mood. Of course, the tapes recording these experiments are erased.

One day, providence smiles on Professor $Q$; the subject comes through handsomely and he has the incontrovertible record of it. Immediately he calls in the statisticians, the mathematicians, the notary publics, and the newspaper reporters. An extremely improbable event has at last occurred; and $\chi^{2}$ is enormous. Now he can publish the results and assert: 'The validity of the data is certified by reputable, disinterested persons, the statistical analysis has been under the supervision of recognized statisticians, the calculations have been checked by competent mathematicians. By the accepted statistical test, the null hypothesis has been decisively rejected.' And everything he has said is absolutely true!

## Moral

For testing hypotheses involving moderately large probabilities, which agree moderately well with observation, it will not make much difference whether we use $\psi$ or $\chi^{2}$. But for testing hypotheses involving extremely unlikely events, we had better use $\psi$; or life might become too exciting for us.

### 9.13 The chi-squared test

Now we examine briefly the chi-squared test as done in practice. We have the so-called 'null hypothesis' $H$ to be tested, and no alternative is stated. The null hypothesis predicts certain relative frequencies $\left\{f_{1}, \ldots, f_{m}\right\}$ and corresponding sample numbers $n_{k}=n f_{k}$, where $n$ is the number of trials. We observe the actual sample numbers $\left\{n_{1}, \ldots, n_{m}\right\}$. But if the $n_{k}$ are very small, we group categories together, so that each $n_{k}$ is at least, say, five. For example, in a case with $m=6$, if the observed sample numbers were $\{6,11,14,7,3,2\}$ we would group the last two categories together, making it a problem with $m=5$ distinguishable results per trial, with sample numbers $\{6,11,14,7,5\}$, and null hypothesis $H$ which assigns probabilities $\left\{p_{1}, p_{2}, p_{3}, p_{4}, p_{5}+p_{6}\right\}$. We then calculate the observed value of $\chi^{2}$ :

$$
\begin{equation*}
\chi_{\mathrm{obs}}^{2}=\sum_{k=1}^{m} \frac{\left(n_{k}-n p_{k}\right)^{2}}{n p_{k}} \tag{9.103}
\end{equation*}
$$

as our measure of deviation of observation from prediction. Evidently, it is very unlikely that we would find $\chi_{\mathrm{obs}}^{2}=0$ even if the null hypothesis is true. So, goes the orthodox reasoning, we should calculate the probability that $\chi^{2}$ would have various values, and reject $H$ if the probability $P\left(\chi_{\mathrm{obs}}^{2}\right)$ of finding a deviation as great as or greater than $\chi_{\mathrm{obs}}^{2}$ is sufficiently small; this is the 'tail area' criterion, and one usually takes $5 \%$ (that is, $P\left(\chi_{\mathrm{obs}}^{2}\right)=0.05$ ) as the threshold of rejection.

Now the $n_{k}$ are integers, so $\chi^{2}$ is capable of taking on only a discrete set of numerical values, at most $(n+m-1)!/ n!(m-1)$ ! different values if the $p_{k}$ are all different and
incommensurable. Therefore, the exact $\chi^{2}$ distribution is necessarily discrete and defined at only a finite number of points. However, for sufficiently large $n$, the number and density of points becomes so large that we may approximate the true $\chi^{2}$ distribution by a continuous one. The 'simple property' referred to by Cramér is then the fact, at first glance surprising, that, in the limit of large $n$, we obtain a universal distribution law: the sampling probability that $\chi^{2}$ will lie in the interval $\mathrm{d}\left(\chi^{2}\right)$ is

$$
\begin{equation*}
g\left(\chi^{2}\right) \mathrm{d}\left(\chi^{2}\right)=\frac{\chi^{f-2}}{2^{f / 2}(f / 2-1)!} \exp \left\{-\frac{1}{2} \chi^{2}\right\} \mathrm{d}\left(\chi^{2}\right), \tag{9.104}
\end{equation*}
$$

where $f$ is called the 'number of degrees of freedom' of the distribution. If the null hypothesis $H$ is completely specified (i.e., if it contains no variable parameters), then $f=m-1$, where $m$ is the number of categories used in the sum of (9.98). But if $H$ contains unspecified parameters which must be estimated from the data, we take $f=m-1-r$, where $r$ is the number of parameters estimated. ${ }^{5}$

We readily calculate the expectation and variance over this distribution: $\left\langle\chi^{2}\right\rangle=f$, $\operatorname{var}\left(\chi^{2}\right)=2 f$, so the (mean) $\pm$ (standard deviation) estimate of the $\chi^{2}$ that we expect to see is just

$$
\begin{equation*}
\left(\chi^{2}\right)_{\text {est }}=f \pm \sqrt{2 f} . \tag{9.105}
\end{equation*}
$$

The reason usually given for grouping categories for which the sample numbers are small, is that the approximation (9.104) would otherwise be bad. But grouping inevitably throws away some of the relevant information in the data, and there is never any reason to do this when using the exact $\psi$.

The probability that we would see a deviation as great as or greater than $\chi_{\mathrm{obs}}^{2}$ is then

$$
\begin{equation*}
P\left(\chi_{\mathrm{obs}}^{2}\right)=\int_{\chi_{\mathrm{obs}}^{2}}^{\infty} \mathrm{d}\left(\chi^{2}\right) g\left(\chi^{2}\right)=\int_{q_{\mathrm{obs}}}^{\infty} \mathrm{d} q \frac{q^{k}}{k!} \exp \{-q\}, \tag{9.106}
\end{equation*}
$$

where $q \equiv(1 / 2) \chi^{2}, k \equiv(f-2) / 2$. If $P\left(\chi_{\mathrm{obs}}^{2}\right)<0.05$, we reject the null hypothesis at the $5 \%$ 'significance level'. Tables of $\chi^{2}$ for which $P=0.01,0.05,0.10,0.50$, for various numbers of degrees of freedom, are given in most orthodox textbooks and collections of statistical tables (for example, Crow, Davis, and Maxfield, 1960).
Note the traditional procedure here; we chose some basically arbitrary significance level, then reported only whether the null hypothesis was or was not rejected at that level. Evidently this doesn't tell us very much about the real import of the data; if you tell me that the hypothesis was rejected at the $5 \%$ level, then I can't tell from that whether it would have been rejected at the $1 \%$, or $2 \%$, level. If you tell me that it was not rejected at the $5 \%$ level, then I don't know whether it would have been rejected at the $10 \%$, or $20 \%$, level. The orthodox statistician would tell us far more about what the data really indicate if he would report instead the significance level $P\left(\chi^{2}\right)$ at which the null hypothesis is just barely rejected; for then we know what the verdict would be at all levels. This is the practice of reporting

[^72]so-called ' $P$-values', a major improvement over the original custom. Unfortunately, the orthodox $\chi^{2}$ and other tables are still so constructed that you cannot use them to report the conclusions in this more informative way, because they give numerical values only at such widely separated values of the significance level that interpolation is not possible.

How does one find numerical $P$-values without using the chi-squared tables? Writing $q=q_{0}+t,(9.106)$ becomes

$$
\begin{align*}
P & =\int_{0}^{\infty} \mathrm{d} t \frac{\left(q_{0}+t\right)^{k}}{k!} \exp \left\{-\left(q_{0}+t\right)\right\} \\
& =\frac{1}{k!} \sum_{k=0}^{m}\binom{m}{k} \int_{0}^{\infty} \mathrm{d} t q_{0}^{k} t^{m-k} \exp \left\{-\left(q_{0}+t\right)\right\}  \tag{9.107}\\
& =\sum_{k=0}^{m} \exp \left\{-q_{0}\right\} \frac{q_{0}^{k}}{k!}
\end{align*}
$$

But this is just the cumulative Poisson distribution and easily computed.
If you use the $\psi$-test instead, however, you don't need any tables. The evidential meaning of the sample is then described simply by the numerical value of $\psi$, and not by a further arbitrary construct such as tail areas. Of course, the numerical value of $\psi$ doesn't in itself tell you whether to reject the hypothesis (although we could, with just as much justification as in the chi-squared test, prescribe some definite 'level' at which to reject). From the Bayesian point of view, there is simply no use in rejecting any hypothesis unless we can replace it with a definite alternative known to be better; and, obviously, whether this is justified must depend not only on $\psi$, but also on the prior probability for the alternative and on the consequences of making wrong decisions. Common sense tells us that this is, necessarily, a problem not just of inference, but of decision theory.

In spite of the vast difference in viewpoints, there is not necessarily much difference in the actual conclusions reached. For example, as the number of degrees of freedom $f$ increases, the orthodox statistician will accept a higher value of $\chi^{2}$ (roughly proportional to $f$, as (9.105) indicates) on the grounds that such a high value is quite likely to occur if the hypothesis is true; but the Bayesian, who will reject it only in favor of a definite alternative, must also accept a proportionally higher value of $\psi$, because the number of reasonable alternatives is increasing exponentially with $f$, and the prior probability for any one of them is correspondingly decreasing. So, in either case we end up rejecting the hypothesis if $\psi$ or $\chi^{2}$ exceeds some critical limit, with an enormous difference in the philosophy of how we choose that limit, but not necessarily a big difference in its actual location.

For many more details about chi-squared, see Lancaster (1969); and for some curious views that Bayesian methods fail to give proper significance tests, see Box and Tiao (1973).

### 9.14 Generalization

Although the point is not made in the orthodox literature, which does not mention alternatives at all, we see from the preceding section that $\chi^{2}$ is not a measure of goodness of fit relative
to all conceivable alternatives, but only relative to those in the same Bernoulli class. Until this is recognized, one really does not know what the $\chi^{2}$-test is testing.

The procedure by which we constructed the $\psi$-test generalizes at once to the rule for constructing the exact test which compares the null hypothesis to any well-defined class $C$ of alternatives. Just write Bayes' theorem describing the effect of data $D$ on the relative plausibility of two hypotheses $H_{1}, H_{2}$ in that class, in the form

$$
\begin{equation*}
e\left(H_{1} \mid D I\right)-e\left(H_{2} \mid D I\right)=\psi_{2}-\psi_{1}, \tag{9.108}
\end{equation*}
$$

where $\psi_{i}$ depends only on the data and $H_{i}$ is non-negative over $C$, and vanishes for some $H_{i}$ in $C$. Then we can always find an $H_{2}$ in $C$ for which $\psi_{2}=0$, and so we have constructed the appropriate $\psi_{1}$ which measures goodness of fit relative to the class of alternatives $C$, and has the same meaning as that defined after (9.95). $\psi_{1}$ is the maximum amount by which any hypothesis in $C$ can be supported relative to $H_{1}$ by the data $D$.

Thus, if we want a Bayesian test that is exact but operates in a similar way to orthodox significance tests, it can be produced quite easily. But we shall see in Chapter 17 that a different viewpoint has advantages; the format of orthodox significance tests can be replaced, as was done already by Laplace, by a parameter estimation procedure, which yields even more useful information.

Anscombe (1963) held it to be a weakness of the Bayesian method that we had to introduce a specific class of alternatives. We have answered that sufficiently here and in Chapters 4 and 5. We would hold it to be a great merit of the Bayesian approach that it forces us to recognize these essential features of inference, which have not been apparent to all orthodox statisticians. Our discussion of significance tests is a good example of what, we suggest, is the general situation; if an orthodox method is usable in some problem, then the Bayesian approach to inference supplies the missing theoretical basis for it, and usually improvements on it. Any significance test is only a slight variant of our multiple hypothesis testing procedures given in Chapter 4.

### 9.15 Halley's mortality table

An early example of the use of observed frequencies as probabilities, in a more useful and dignified context than gambling, and by a procedure that is so nearly correct that we could not improve on it appreciably today, was provided by the astronomer Edmund Halley (1656-1742) of 'Halley's Comet' fame. Interested in many things besides astronomy, he also prepared in 1693 the first modern mortality table. Let us dwell a moment on the details of this work because of its great historical interest.

The subject does not quite start with Halley, however. In England, due presumably to increasing population densities, various plagues were rampant from the 16th century up to the adoption of public sanitation policies and facilities in the mid-19th century. In London, starting intermittently in 1591, and continuously from 1604 for several decades, there were published weekly Bills of Mortality, which listed for each parish the number of births and deaths of males and females and the statistics compiled by the Searchers, a body of 'ancient

Matrons' who carried out the unpleasant task of examining corpses, and, from the physical evidence and any other information they were able to elicit by inquiry, judged as best as they could the cause of each death.

In 1662, John Graunt (1620-74) called attention to the fact that these Bills, in their totality, contained valuable demographic information that could be useful to governments and scholars for many other purposes besides judging the current state of public health (Graunt, 1662). ${ }^{6}$ He aggregated the data for 1632 into a single more useful table and made the observation that, in sufficiently large pools of data on births, there are always slightly more boys than girls, which circumstance provoked many speculations and calculations by probabilists for the next 150 years. Graunt was not a scholar, but a self-educated shopkeeper. Nevertheless, his short work contained so much valuable good sense that it came to the attention of Charles II, who as a reward ordered the Royal Society (which he had founded shortly before) to admit Graunt as a Fellow. ${ }^{7}$

Edmund Halley was highly educated, mathematically competent (later succeeding Wallis (in 1703) as Savilian Professor of Mathematics at Oxford University and Flamsteed (in 1720) as Astronomer Royal and Director of the Greenwich Observatory), a personal friend of Isaac Newton and the one who had persuaded him to publish his Principia by dropping his own work to see it through publication and paying for it out of his own modest fortune. He was eminently in a position to do more with demographic data than was John Graunt.

In undertaking to determine the actual distribution of age in the population, Halley had extensive data on births and deaths from London and Dublin. But records of the age at death were often missing, and he perceived that London and Dublin were growing rapidly by in-migration, biasing the data with people dying there who were not born there. Those data were so contaminated with trend that he had no means of extracting the information he needed. So he found instead five years' data (1687-91) for a city with a stable population: Breslau in Silesia (today called Wroclaw, in what is now Poland). Silesians, more meticulous in record keeping and less inclined to migrate, generated better data for his purpose.

Of course, contemporary standards of nutrition, sanitation, and medical care in Breslau might differ from those in England. But in any event Halley produced a mortality table surely valid for Breslau and presumably not badly in error for England. We have converted it into a graph, with three emendations described below, and present it in Figure 9.1.

In the 17th century, even so learned a man as Halley did not have the habits of full, clear expression that we expect in scholarly works today. In reading his work we are exasperated

[^73]Table 9.1. Halley's first table.

| Age | $d(y) / 5$ | Age | $d(y) / 5$ | Age | $d(y) / 5$ | Age | $d(y) / 5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 348 | 28 | 8 | $\vdots$ | 10 | 90 | 1 |
| $\vdots$ | 198 | $\vdots$ | 7 | 63 | 12 | 91 | 1 |
| 7 | 11 | 35 | 7 | $\vdots$ | 9.5 | 98 | 0 |
| 8 | 11 | 36 | 8 | 70 | 14 | 99 | 0.5 |
| 9 | 6 | $\vdots$ | 9.5 | 71 | 9 | 100 | $3 / 5$ |
| $\vdots$ | 5.5 | 42 | 8 | 72 | 11 |  |  |
| 14 | 2 | $\vdots$ | 9 | $\vdots$ | 9.5 |  |  |
| $\vdots$ | 3.5 | 45 | 7 | 77 | 6 |  |  |
| 18 | 5 | $\vdots$ | 7 | $\vdots$ | 7 |  |  |
| $\vdots$ | 6 | 49 | 10 | 81 | 3 |  |  |
| 21 | 4.5 | 54 | 11 | $\vdots$ | 4 |  |  |
| $\vdots$ | 6.5 | 55 | 9 | 84 | 2 |  |  |
| 27 | 9 | 56 | 9 | $\vdots$ | 1 |  |  |



Fig. 9.1. $n(y)$ : estimated number of persons in the age range $(y, y+1)$ years.
at the ambiguities and omissions, which make it impossible to ascertain some important details about his data and procedure. We know that his data consisted of monthly records of the number of births and deaths and the age of each person at death. Unfortunately, he does not show us the original, unprocessed data, which would today be of far greater value to us than anything in his work, because, with modern probability theory and computers, we could easily process the data for ourselves, and extract much more information from them than Halley did.

Halley presents two tables derived from the data, giving respectively the estimated number $d(x)$ of annual deaths (total number/5) at each age of $x$ years, Table 9.1 (but which inexplicably contains some entries that are not multiples of $1 / 5$ ), and the estimated distribution $n(x)$ of population by age, Table 9.2. Thus, the first table is, crudely, something like

Table 9.2. Halley's second table.

| Age | $n(y)$ | Age | $n(y)$ | Age | $n(y)$ | Age | $n(y)$ | Age | $n(y)$ | Age | $n(y)$ | Age | $n(y)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1000 | 13 | 640 | 25 | 567 | 37 | 472 | 49 | 357 | 61 | 232 | 73 | 109 |
| 2 | 855 | 14 | 634 | 26 | 560 | 38 | 463 | 50 | 346 | 62 | 222 | 74 | 98 |
| 3 | 798 | 15 | 628 | 27 | 553 | 39 | 454 | 51 | 335 | 63 | 212 | 75 | 88 |
| 4 | 760 | 16 | 622 | 28 | 546 | 40 | 445 | 52 | 324 | 64 | 202 | 76 | 78 |
| 5 | 732 | 17 | 616 | 29 | 539 | 41 | 436 | 53 | 313 | 65 | 192 | 77 | 68 |
| 6 | 710 | 18 | 610 | 30 | 531 | 42 | 427 | 54 | 302 | 66 | 182 | 78 | 58 |
| 7 | 692 | 19 | 604 | 31 | 523 | 43 | 417 | 55 | 292 | 67 | 172 | 79 | 49 |
| 8 | 680 | 20 | 598 | 32 | 515 | 44 | 407 | 56 | 282 | 68 | 162 | 80 | 41 |
| 9 | 670 | 21 | 592 | 33 | 507 | 45 | 397 | 57 | 272 | 69 | 152 | 81 | 34 |
| 10 | 661 | 22 | 586 | 34 | 499 | 46 | 387 | 58 | 262 | 70 | 142 | 82 | 28 |
| 11 | 653 | 23 | 579 | 35 | 490 | 47 | 377 | 59 | 252 | 71 | 131 | 83 | 23 |
| 12 | 646 | 24 | 573 | 36 | 481 | 48 | 367 | 60 | 242 | 72 | 120 | 84 | 20 |

the negative derivative of the second. But, inexplicably, he omits the very young ( $<7 \mathrm{yr}$ ) from the first table, and the very old ( $>84 \mathrm{yr}$ ) from the second, thus withholding what are in many ways the most interesting parts, the regions of strong curvature of the graph.

Even so, if we knew the exact procedure by which Halley constructed the tables from the raw data, we might be able to reconstruct both tables in their entirety. But he gives absolutely no information about this, saying only,

From these Considerations I have formed the adjoyned Table, whose Uses are manifold, and give a more just Idea of the State and Condition of Mankind, than any thing yet extant that I know of.

But he fails to inform us what 'these Considerations' are, so we are reduced to conjecturing what he actually did.

Although we were unable to find any conjecture which is consistent with all the numerical values in Halley's tables, we can clarify things to some extent. Firstly, the actual number of deaths at each age in the first table naturally shows considerable 'statistical fluctuations' from one age to the next. Halley must have done some kind of smoothing of this, because the fluctuations do not show in the second table.

From other evidence in his article, we infer that he reasoned as follows. If the population distribution is stable (exactly the same next year as this year), then the difference $n(25)$ $n(26)$ between the number now alive at ages 25 and 26 must be equal to the number $d(25)$ now at age 25 who will die in the next year. Thus we would expect that the second table might be constructed by starting with the estimated number (1238) born each year as $n(0)$, and by recursion taking $n(x)=n(x-1)-\bar{d}(x)$, where $\bar{d}(x)$ is the smoothed estimate of $d$. Finally, the total population of Breslau is estimated as $\sum_{x} n(x)=34000$. But, although the later parts of Table 9.2 are well accounted for by this surmise, the early parts $(0<x<7)$ do not fit it, and we have been unable to form even a conjecture about how he determined the first six entries of Table 9.2.

We have shifted the ages downward by one year in our graph because it appears that the common meanings of terms have changed in 300 years. Today, when we say colloquially that a boy is 'eight years old', we mean that his exact age $x$ is in the range ( $8 \leq x<9$ ); i.e., he is actually in his ninth year of life. But we can make sense out of Halley's numbers only if we assume that for him the phrase 'eight years current' meant in the eighth year of life; $7<x \leq 8$. These points were noted also by Greenwood (1942), whose analysis confirms our conclusion about the meaning of 'age current'. However, our attempt to follow his reasoning beyond that point leaves us more confused than before. At this point we must give up, and simply accept Halley's judgment, whatever it was.

In Figure 9.1 we give Halley's second table as a graph of a shifted function $n(y)$. Thus, where Halley's table reads (25 567) we give it as $n(24)=567$, which we interpret to mean an estimated 567 persons in the age range $(24 \leq x<25)$. Thus, our $n(y)$ is what we believe to be Halley's estimated number of persons in the age range $(y, y+1)$ years.

Thirdly, Halley's second table stops at the entry ( 84 20); yet the first table has data beyond that age, which he used in estimating the total population of Breslau. His first table indicates what we interpret as 19 deaths in the range $(85,100)$ in the five years, including three at 'age current' 100. He estimated the total population in that age range as 107 . We have converted this meager information, plus other comparisons of the two tables, into a smoothed extrapolation of Halley's second table (our entries $n(84), \ldots, n(99)$ ), which shows the necessary sharp curvature in the tail.

What strikes us first about this graph is the appalling infant mortality rate. Halley states elsewhere that only $56 \%$ of those born survived to the age of six (although this does not agree with his Table 9.2) and that $50 \%$ survive to age 17 (which does agree with the table). The second striking feature is the almost perfect linearity in the age range 35-80.

Halley notes various uses that can be made of his second table, including estimating the size of the army that the city could raise, and the values of annuities. Let us consider only one, the estimation of future life expectancy. We would think it reasonable to assign a probability that a person of age $y$ will live to age $z$, as $p=n(z) / n(y)$, to sufficient accuracy.

Actually, Halley does not use the word 'probability' but instead refers to 'odds' in exactly the same way that we use it today: '. . . if the number of Persons of any Age remaining after one year, be divided by the difference between that and the number of the Age proposed, it shews the odds that there is, that a Person of that Age does not die in a Year.' Thus, Halley's odds on a person living $m$ more years, given a present age of $y$ years, is $O(m \mid y)=$ $n(y+m) /[n(y)-n(y+m)]=p /(1-p)$, in agreement with our calculation.

Another exasperating feature is that Halley pooled the data for males and females, and thus failed to exhibit their different mortality functions; lacking his raw data, we are unable to rectify this.

Let the things which exasperate us in Halley's work be a lesson for us today. The First Commandment of scientific data analysis publication ought to be: 'Thou shalt reveal thy full original data, unmutilated by any processing whatsoever.' Just as today we could do far more with Halley's raw data than he did, future readers may be able to do more with our raw data than we can, if only we will refrain from mutilating it according to our
present purposes and prejudices. At the very least, they will approach our data with a different state of prior knowledge than ours, and we have seen how much this can affect the conclusions.

Exercise 9.3. Suppose you had the same raw data as Halley. How would you process them today, taking full advantage of probability theory? How different would the actual conclusions be?

### 9.16 Comments

### 9.16.1 The irrationalists

Philosophers have argued over the nature of induction for centuries. Some, from David Hume (1711-76) in the mid-18th century to Karl Popper in the mid-20th (for example, Popper and Miller, 1983), have tried to deny the possibility of induction, although all scientific knowledge has been obtained by induction. D. Stove (1982) calls them and their colleagues 'the irrationalists' and tries to understand (1) how could such an absurd view ever have arisen?; and (2) by what linguistic practices do the irrationalists succeed in gaining an audience? However, we are not bothered by this situation because we are not convinced that much of an audience exists.

In denying the possibility of induction, Popper holds that theories can never attain a high probability. But this presupposes that the theory is being tested against an infinite number of alternatives. We would observe that the number of atoms in the known universe is finite; so also, therefore, is the amount of paper and ink available to write alternative theories. It is not the absolute status of an hypothesis embedded in the universe of all conceivable theories, but the plausibility of an hypothesis relative to a definite set of specified alternatives, that Bayesian inference determines.

As we showed in connection with multiple hypothesis testing in Chapter 4, Newton's theory in Chapter 5, and the above discussion of significance tests, an hypothesis can attain a very high or very low probability within a class of well-defined alternatives. Its probability within the class of all conceivable theories is neither large nor small; it is simply undefined because the class of all conceivable theories is undefined. In other words, Bayesian inference deals with determinate problems - not the undefined ones of Popper - and we would not have it otherwise.

The objection to induction is often stated in different terms. If a theory cannot attain a high absolute probability against all alternatives, then there is no way to prove that induction from it will be right. But that quite misses the point; it is not the function of induction to be 'right', and working scientists do not use it for that purpose (and could not if we wanted to). The functional use of induction in science is not to tell us what predictions must be true, but rather what predictions are most strongly indicated by our present hypotheses and our present information?

Put more carefully: What predictions are most strongly indicated by the information that we have put into the calculation? It is quite legitimate to do induction based on hypotheses that we do not believe, or even that we know to be false, to learn what their predictable consequences would be. Indeed, an experimenter seeking evidence for his favorite theory does not know what to look for unless he knows what predictions are made by some alternative theory. He must give temporary lip-service to the alternative in order to find out what it predicts, although he does not really believe it.

If predictions made by a theory are borne out by future observation, then we become more confident of the hypotheses that led to them; and if the predictions never fail in vast numbers of tests, we come eventually to call those hypotheses 'physical laws'. Successful induction is, of course, of great practical value in planning strategies for the future. But from successful induction we do not learn anything basically new; we only become more confident of what we knew already.

On the other hand, if the predictions prove to be wrong, then induction has served its real purpose; we have learned that our hypotheses are wrong or incomplete, and from the nature of the error we have a clue as to how they might be improved. So those who criticize induction on the grounds that it might not be right, could not possibly be more mistaken. As Harold Jeffreys explained long ago, induction is most valuable to a scientist just when it turns out to be wrong; only then do we get new fundamental knowledge.

Some striking case histories of induction in use are found in biology, where causal relations are often so complex and subtle that it is remarkable that it was possible to uncover them at all. For example, it became clear in the 20th century that new influenza pandemics were coming out of China; the worst ones acquired names like the Asian Flu (in 1957), the Hong Kong Flu (in 1968), and Beijing A (in 1993). It appears that the cause has been traced to the fact that Chinese farmers raise ducks and pigs side by side. Humans are not infected directly by viruses in ducks, even by handling them and eating them; but pigs can absorb duck viruses, transfer some of their genes to other viruses, and in this form pass them on to humans, where they take on a life of their own because they appear as something entirely new, for which the human immune system is unprepared.

An equally remarkable causal chain is in the role of the gooseberry as a host transmuting and transmitting the white pine blister rust disease. Many other examples of unraveling subtle cause-effect chains are found in the classic work of Louis Pasteur, and of modern medical researchers who continue to succeed in locating the specific genes responsible for various disorders.

We stress that all of these triumphant examples of highly important detective work were accomplished by qualitative plausible reasoning using the format defined by Pólya (1954). Modern Bayesian analysis is just the unique quantitative expression of this reasoning format, the inductive reasoning that Hume and Popper held to be impossible. It is true that this reasoning format does not guarantee that the conclusion must be correct; but then direct tests can confirm it or refute it. Without the preparatory inductive reasoning phase, one would not know which direct tests to try.

### 9.16.2 Superstitions

Another curious circumstance is that, although induction has proved a tricky thing to understand and justify logically, the human mind has a predilection for rampant, uncontrolled induction, and it requires much education to overcome this. As we noted briefly in Chapter 5, the reasoning of those without training in any mental discipline - who are therefore unfamiliar with either deductive logic or probability theory - is mostly unjustified induction.

In spite of modern science, general human comprehension of the world has progressed very little beyond the level of ancient superstitions. As we observe constantly in news commentaries and documentaries, the untrained mind never hesitates to interpret every observed correlation as a causal influence, and to predict its recurrence in the future. For one with no comprehension of what science is, it makes no difference whether that causation is or is not explainable rationally by a physical mechanism. Indeed, the very idea that a causal influence requires a physical mechanism to bring it about is quite foreign to the thinking of the uneducated; belief in supernatural influences makes such hypotheses, for them, unnecessary. ${ }^{8}$

Thus, the commentators for the very numerous television nature documentaries showing us the behavior of animals in the wild, never hesitate to see in every random mutation some teleological purpose; always, the environmental niche is there and the animal mutates, purposefully, in order to adapt to it. Every conformation of feather, beak, and claw is explained to us in terms of its purpose, but never suggesting how an unsubstantial purpose could bring about a physical change in the animal. ${ }^{9}$

It would seem that we have here a valuable opportunity to illustrate and explain evolution; yet the commentators (usually out-of-work actors) have no comprehension of the simple, easily understood cause-and-effect mechanism pointed out over 100 years ago by Charles Darwin. When we have the palpable evidence, and a simple explanation of it, before us, it is incredible that anybody could look to something supernatural, that nobody has ever observed, to explain it. But never does a commentator imagine that the mutation occurs first, and the resulting animal is obliged to seek a niche where it can survive and use its body structures as best it can in that environment. We see only the ones who were successful at this; the others are not around when the cameraman arrives, and their small numbers make it unlikely that a paleontologist will ever find evidence of them. ${ }^{10}$ These documentaries always have very beautiful photography, and they deserve commentaries that make sense.

Indeed, there are powerful counter-examples to the theory that an animal adapts its body structure purposefully to its environment. In the Andes mountains there are woodpeckers where there are no trees. Evidently, they did not become woodpeckers by adapting their body

[^74]structures to their environment; rather, they were woodpeckers first who, finding themselves through some accident in a strange environment, survived by putting their body structures to a different use. Indeed, the creatures arriving at any environmental niche are seldom perfectly adapted to it; often they are just barely well enough adapted to survive. But then, in this stressful situation, bad mutations are eliminated faster than usual, so natural selection operates faster than usual to make them better adapted.

# Physics of 'random experiments' 


#### Abstract

I believe, for instance, that it would be very difficult to persuade an intelligent physicist that current statistical practice was sensible, but that there would be much less difficulty with an approach via likelihood and Bayes' theorem.


G. E. P. Box (1962)

As we have noted several times, the idea that probabilities are physically real things, based ultimately on observed frequencies of random variables, underlies most recent expositions of probability theory, which would seem to make it a branch of experimental science. At the end of Chapter 8 we saw some of the difficulties that this view leads us to; in some real physical experiments the distinction between random and nonrandom quantities is so obscure and artificial that you have to resort to black magic in order to force this distinction into the problem at all. But that discussion did not reach into the serious physics of the situation. In this chapter, we take time off for an interlude of physical considerations that show the fundamental difficulty with the notion of 'random' experiments.

### 10.1 An interesting correlation

There have always been dissenters from the 'frequentist' view who have maintained, with Laplace, that probability theory is properly regarded as the 'calculus of inductive reasoning', and is not fundamentally related to random experiments at all. A major purpose of the present work is to demonstrate that probability theory can deal, consistently and usefully, with far more than frequencies in random experiments. According to this view, consideration of random experiments is only one specialized application of probability theory, and not even the most important one; for probability theory as logic solves far more general problems of reasoning which have nothing to do with chance or randomness, but a great deal to do with the real world. In the present chapter we carry this further and show that 'frequentist' probability theory has major logical difficulties in dealing with the very random experiments for which it was invented.

One who studies the literature of these matters perceives that there is a strong correlation; those who have advocated the non-frequency view have tended to be physicists, while,
up until very recently, mathematicians, statisticians, and philosophers almost invariably favored the frequentist view. Thus, it appears that the issue is not merely one of philosophy or mathematics; in some way not yet clear, it also involves physics.

The mathematician tends to think of a random experiment as an abstraction - really nothing more than a sequence of numbers. To define the 'nature' of the random experiment, he introduces statements - variously termed assumptions, postulates, or axioms - which specify the sample space and assert the existence, and certain other properties, of limiting frequencies. But, in the real world, a random experiment is not an abstraction whose properties can be defined at will. It is surely subject to the laws of physics; yet recognition of this is conspicuously missing from frequentist expositions of probability theory. Even the phrase 'laws of physics' is not to be found in them. However, defining a probability as a frequency is not merely an excuse for ignoring the laws of physics; it is more serious than that. We want to show that maintenance of a frequency interpretation to the exclusion of all others requires one to ignore virtually all the professional knowledge that scientists have about real phenomena. If the aim is to draw inferences about real phenomena, this is hardly the way to begin.

As soon as a specific random experiment is described, it is the nature of a physicist to start thinking, not about the abstract sample space thus defined, but about the physical mechanism of the phenomenon being observed. The question whether the usual postulates of probability theory are compatible with the known laws of physics is capable of logical analysis, with results that have a direct bearing on the question, not of the mathematical consistency of frequency and non-frequency theories of probability, but of their applicability in real situations. In our opening quotation, the statistician G. E. P. Box noted this; let us analyze his statement in the light both of history and of physics.

### 10.2 Historical background

As we know, probability theory started in consideration of gambling devices by Gerolamo Cardano in the 16th century, and by Pascal and Fermat in the 17th; but its development beyond that level, in the 18th and 19th centuries, was stimulated by applications in astronomy and physics, and was the work of people - James and Daniel Bernoulli, Laplace, Poisson, Legendre, Gauss, Boltzmann, Maxwell, Gibbs - most of whom we would describe today as mathematical physicists.

Reactions against Laplace had begun in the mid-19th century, when Cournot (1843), Ellis (1842, 1863), Boole (1854), and Venn (1866) - none of whom had any training in physics were unable to comprehend Laplace's rationale and attacked what he did, simply ignoring all his successful results. In particular, John Venn, a philosopher without the tiniest fraction of Laplace's knowledge of either physics or mathematics, nevertheless considered himself competent to write scathing, sarcastic attacks on Laplace's work. In Chapter 16 we note his possible later influence on the young R. A. Fisher. Boole (1854, Chaps XX and XXI) shows repeatedly that he does not understand the function of Laplace's prior probabilities (to represent a state of knowledge rather than a physical fact). In other words, he too suffers from
the mind projection fallacy. On p. 380 he rejects a uniform prior probability assignment as 'arbitrary', and explicitly refuses to examine its consequences; by which tactics he prevents himself from learning what Laplace was really doing and why.

Laplace was defended staunchly by the mathematician Augustus de Morgan $(1838,1847)$ and the physicist W. Stanley Jevons, ${ }^{1}$ who understood Laplace's motivations and for whom his beautiful mathematics was a delight rather than a pain. Nevertheless, the attacks of Boole and Venn found a sympathetic hearing in England among non-physicists. Perhaps this was because biologists, whose training in physics and mathematics was for the most part not much better than Venn's, were trying to find empirical evidence for Darwin's theory and realized that it would be necessary to collect and analyze large masses of data in order to detect the small, slow trends that they visualized as the means by which evolution proceeds. Finding Laplace's mathematical works too much to digest, and since the profession of statistician did not yet exist, they would naturally welcome suggestions that they need not read Laplace after all.

In any event, a radical change took place at about the beginning of the 20th century when a new group of workers, not physicists, entered the field. They were concerned mostly with biological problems and with Venn's encouragement proceeded to reject virtually everything done by Laplace. To fill the vacuum, they sought to develop the field anew based on entirely different principles in which one assigned probabilities only to data and to nothing else. Indeed, this did simplify the mathematics at first, because many of the problems solvable by Laplace's methods now lay outside the gambit of their methods. As long as they considered only relatively simple problems (technically, problems with sufficient statistics but no nuisance parameters and no important prior information), the shortcoming was not troublesome. This extremely aggressive school soon dominated the field so completely that its methods have come to be known as 'orthodox' statistics, and the modern profession of statistician has evolved mostly out of this movement. Simultaneously with this development, the physicists - with Sir Harold Jeffreys as almost the sole exception - quietly retired from the field, and statistical analysis disappeared from the physics curriculum. This disappearance has been so complete that if today someone were to take a poll of physicists, we think that not one in 100 could identify such names as Fisher, Neyman or Wald, or such terms as maximum likelihood, confidence interval, analysis of variance.

This course of events - the leading role of physicists in development of the original Bayesian methods, and their later withdrawal from orthodox statistics - was no accident. As further evidence that there is some kind of basic conflict between orthodox statistical doctrine and physics, we may note that two of the most eloquent proponents of nonfrequency definitions in the early 20th century - Poincaré and Jeffreys - were mathematical physicists of the very highest competence, as was Laplace. Professor Box's statement thus has a clear basis in historical fact.

[^75]But what is the nature of this conflict? What is there in the physicist's knowledge that leads him to reject the very thing that the others regard as conferring 'objectivity' on probability theory? To see where the difficulty lies, we examine a few simple random experiments from the physicist's viewpoint. The facts we want to point out are so elementary that one cannot believe they are really unknown to modern writers on probability theory. The continual appearance of new textbooks which ignore them merely illustrates what we physics teachers have always known: you can teach a student the laws of physics, but you cannot teach him the art of recognizing the relevance of this knowledge, much less the habit of actually applying it, in his everyday problems.

### 10.3 How to cheat at coin and die tossing

Cramér (1946) takes it as an axiom that 'any random variable has a unique probability distribution'. From the later context, it is clear that what he really means is that it has a unique frequency distribution. If one assumes that the number obtained by tossing a die is a random variable, this leads to the conclusion that the frequency with which a certain face comes up is a physical property of the die; just as much so as its mass, moment of inertia, or chemical composition. Thus, Cramér (1946, p. 154) states:

The numbers $p_{r}$ should, in fact, be regarded as physical constants of the particular die that we are using, and the question as to their numerical values cannot be answered by the axioms of probability theory, any more than the size and the weight of the die are determined by the geometrical and mechanical axioms. However, experience shows that in a well-made die the frequency of any event $r$ in a long series of throws usually approaches $1 / 6$, and accordingly we shall often assume that all the $p_{r}$ are equal to $1 / 6 \ldots$.

To a physicist, this statement seems to show utter contempt for the known laws of mechanics. The results of tossing a die many times do not tell us any definite number characteristic only of the die. They tell us also something about how the die was tossed. If you toss 'loaded' dice in different ways, you can easily alter the relative frequencies of the faces. With only slightly more difficulty, you can still do this if your dice are perfectly 'honest'.

Although the principles will be just the same, it will be simpler to discuss a random experiment with only two possible outcomes per trial. Consider, therefore, a 'biased' coin, about which I. J. Good (1962) has remarked:

Most of us probably think about a biased coin as if it had a physical probability. Now whether it is defined in terms of frequency or just falls out of another type of theory, I think we do argue that way. I suspect that even the most extreme subjectivist such as de Finetti would have to agree that he did sometimes think that way, though he would perhaps avoid doing it in print.

We do not know de Finetti's private thoughts, but would observe that it is just the famous exchangeability theorem of de Finetti which shows us how to carry out a probability analysis of the biased coin without thinking in the manner suggested.

In any event, it is easy to show how a physicist would analyze the problem. Let us suppose that the center of gravity of this coin lies on its axis, but displaced a distance $x$ from its geometrical center. If we agree that the result of tossing this coin is a 'random variable', then, according to the axiom stated by Cramér and hinted at by Good, there must exist a definite functional relationship between the frequency of heads and $x$ :

$$
\begin{equation*}
p_{H}=f(x) \tag{10.1}
\end{equation*}
$$

But this assertion goes far beyond the mathematician's traditional range of freedom to invent arbitrary axioms, and encroaches on the domain of physics; for the laws of mechanics are quite competent to tell us whether such a functional relationship does or does not exist.

The easiest game to analyze turns out to be just the one most often played to decide such practical matters as the starting side in a football game. Your opponent first calls 'heads' or 'tails' at will. You then toss the coin into the air, catch it in your hand, and, without looking at it, show it first to your opponent, who wins if he has called correctly. It is further agreed that a 'fair' toss is one in which the coin rises at least nine feet into the air, and thus spends at least 1.5 seconds in free flight.

The laws of mechanics now tell us the following. The ellipsoid of inertia of a thin disc is an oblate spheroid of eccentricity $1 / \sqrt{2}$. The displacement $x$ does not affect the symmetry of this ellipsoid, and, so according to the Poinsot construction, as found in textbooks on rigid dynamics (such as Routh, 1905, or Goldstein, 1980, Chap. 5), the polhodes remain circles concentric with the axis of the coin. In consequence, the character of the tumbling motion of the coin while in flight is exactly the same for a biased as an unbiased coin, except that for the biased one it is the center of gravity, rather than the geometrical center, which describes the parabolic 'free particle' trajectory.

An important feature of this tumbling motion is conservation of angular momentum; during its flight the angular momentum of the coin maintains a fixed direction in space (but the angular velocity does not; and so the tumbling may appear chaotic to the eye). Let us denote this fixed direction by the unit vector $n$; it can be any direction you choose, and it is determined by the particular kind of twist you give the coin at the instant of launching. Whether the coin is biased or not, it will show the same face throughout the motion if viewed from this direction (unless, of course, $n$ is exactly perpendicular to the axis of the coin, in which case it shows no face at all).

Therefore, in order to know which face will be uppermost in your hand, you have only to carry out the following procedure. Denote by $k$ a unit vector passing through the coin along its axis, with its point on the 'heads' side. Now toss the coin with a twist so that $k$ and $n$ make an acute angle, then catch it with your palm held flat, in a plane normal to $n$. On successive tosses, you can let the direction of $n$, the magnitude of the angular momentum, and the angle between $n$ and $k$, vary widely; the tumbling motion will then appear entirely different to the eye on different tosses, and it would require almost superhuman powers of observation to discover your strategy.

Thus, anyone familiar with the law of conservation of angular momentum can, after some practice, cheat at the usual coin-toss game and call his shots with $100 \%$ accuracy. You can
obtain any frequency of heads you want - and the bias of the coin has no influence at all on the results!

Of course, as soon as this secret is out, someone will object that the experiment analyzed is too 'simple'. In other words, those who have postulated a physical probability for the biased coin have, without stating so, really had in mind a more complicated experiment in which some kind of 'randomness' has more opportunity to make itself felt.

While accepting this criticism, we cannot suppress the obvious comment: scanning the literature of probability theory, isn't it curious that so many mathematicians, usually far more careful than physicists to list all the qualifications needed to make a statement correct, should have failed to see the need for any qualifications here? However, to be more constructive, we can just as well analyze a more complicated experiment.

Suppose that now, instead of catching the coin in our hands, we toss it onto a table, and let it spin and bounce in various ways until it comes to rest. Is this experiment sufficiently 'random' so that the true 'physical probability' will manifest itself? No doubt, the answer will be that it is not sufficiently random if the coin is merely tossed up six inches starting at the table level, but it will become a 'fair' experiment if we toss it up higher.

Exactly how high, then, must we toss it before the true physical probability can be measured? This is not an easy question to answer, and we make no attempt to answer it here. It would appear, however, that anyone who asserts the existence of a physical probability for the coin ought to be prepared to answer it; otherwise, it is hard to see what content the assertion has (that is, the assertion has the nature of theology rather than science; there is no way to confirm it or disprove it).

We do not deny that the bias of the coin will now have some influence on the frequency of heads; we claim only that the amount of that influence depends very much on how you toss the coin so that, again in this experiment, there is no definite number $p_{H}=f(x)$ describing a physical property of the coin. Indeed, even the direction of this influence can be reversed by different methods of tossing, as follows.

However high we toss the coin, we still have the law of conservation of angular momentum; and so we can toss it by method $A$ : to ensure that heads will be uppermost when the coin first strikes the table, we have only to hold it heads up, and toss it so that the total angular momentum is directed vertically. Again, we can vary the magnitude of the angular momentum, and the angle between $n$ and $k$, so that the motion appears quite different to the eye on different tosses, and it would require very close observation to notice that heads remains uppermost throughout the free flight. Although what happens after the coin strikes the table is complicated, the fact that heads is uppermost at first has a strong influence on the result, which is more pronounced for large angular momentum.

Many people have developed the knack of tossing a coin by method $B$ : it goes through a phase of standing on edge and spinning rapidly about a vertical axis, before finally falling to one side or the other. If you toss the coin this way, the eccentric position of the center of gravity will have a dominating influence, and render it practically certain that it will fall always showing the same face. Ordinarily, one would suppose that the coin prefers to fall in the position which gives it the lowest center of gravity; i.e., if the center of gravity is
displaced toward tails, then the coin should have a tendency to show heads. However, for an interesting mechanical reason, which we leave for you to work out from the principles of rigid dynamics, method $B$ produces the opposite influence, the coin strongly preferring to fall so that its center of gravity is high.

On the other hand, the bias of the coin has a rather small influence in the opposite direction if we toss it by method $C$ : the coin rotates about a horizontal axis which is perpendicular to the axis of the coin, and so bounces until it can no longer turn over.

In this experiment also, a person familiar with the laws of mechanics can toss a biased coin so that it will produce predominantly either heads or tails, at will. Furthermore, the effect of method $A$ persists whether the coin is biased or not; and so one can even do this with a perfectly 'honest' coin. Finally, although we have been considering only coins, essentially the same mechanical considerations (with more complicated details) apply to the tossing of any other object, such as a die.

The writer has never thought of a biased coin 'as if it had a physical probability' because, being a professional physicist, I know that it does not have a physical probability. From the fact that we have seen a strong preponderance of heads, we cannot conclude legitimately that the coin is biased; it may be biased, or it may have been tossed in a way that systematically favors heads. Likewise, from the fact that we have seen equal numbers of heads and tails, we cannot conclude legitimately that the coin is 'honest'. It may be honest, or it may have been tossed in a way that nullifies the effect of its bias.

### 10.3.1 Experimental evidence

Since the conclusions just stated are in direct contradiction to what is postulated, almost universally, in expositions of probability theory, it is worth noting that we can verify them easily in a few minutes of experimentation in a kitchen. An excellent 'biased coin' is provided by the metal lid of a small pickle jar, of the type which is not knurled on the outside, and has the edge rolled inward rather than outward, so that the outside surface is accurately round and smooth, and so symmetrical that on an edge view one cannot tell which is the top side. Suspecting that many people not trained in physics simply would not believe the things just claimed without experimental proof, we have performed these experiments with a jar lid of diameter $d=2 \frac{5}{8}$ inches, height $h=\frac{3}{8}$ inch. Assuming a uniform thickness for the metal, the center of gravity should be displaced from the geometrical center by a distance $x=d h /(2 d+8 h)=0.120$ inches; and this was confirmed by hanging the lid by its edge and measuring the angle at which it comes to rest. Ordinarily, one expects this bias to make the lid prefer to fall bottom side (i.e., the inside) up; and so this side will be called 'heads'. The lid was tossed up about 6 feet, and fell onto a smooth linoleum floor. I allowed myself ten practice tosses by each of the three methods described, and then recorded the results of a number of tosses by: method $A$ deliberately favoring heads, method $A$ deliberately favoring tails, method $B$, and method $C$, as given in Table 10.1.

In method $A$ the mode of tossing completely dominated the result (the effect of bias would, presumably, have been greater if the 'coin' were tossed onto a surface with a greater

Table 10.1. Results of tossing a 'biased
coin' in four different ways.

| Method | Number of tosses | Number of heads |
| :---: | :---: | :---: |
| $A(H)$ | 100 | 99 |
| $A(T)$ | 50 | 0 |
| $B$ | 100 | 0 |
| $C$ | 100 | 54 |

coefficient of friction). In method $B$, the bias completely dominated the result (in about 30 of these tosses it looked for a while as if the result were going to be heads, as one might naively expect; but each time the 'coin' eventually righted itself and turned over, as predicted by the laws of rigid dynamics). In method $C$, there was no significant evidence for any effect of bias. The conclusions are pretty clear.

A holdout can always claim that tossing the coin in any of the four specific ways described is 'cheating', and that there exists a 'fair' way of tossing it, such that the 'true' physical probabilities of the coin will emerge from the experiment. But again, the person who asserts this should be prepared to define precisely what this fair method is, otherwise the assertion is without content. Presumably, a fair method of tossing ought to be some kind of random mixture of methods $A(H), A(T), B, C$, and others; but what is a 'fair' relative weighting to give them? It is difficult to see how one could define a 'fair' method of tossing except by the condition that it should result in a certain frequency of heads; and so we are involved in a circular argument.

This analysis can be carried much further, as we shall do below; but perhaps it is sufficiently clear already that analysis of coin and die tossing is not a problem of abstract statistics, in which one is free to introduce postulates about 'physical probabilities' which ignore the laws of physics. It is a problem of mechanics, highly complicated and irrelevant to probability theory except insofar as it forces us to think a little more carefully about how probability theory must be formulated if it is to be applicable to real situations. Performing a random experiment with a coin does not tell us what the physical probability for heads is; it may tell us something about the bias, but it also tells us something about how the coin is being tossed. Indeed, unless we know how it is being tossed, we cannot draw any reliable inferences about its bias from the experiment.

It may not, however, be clear from the above that conclusions of this type hold quite generally for random experiments, and in no way depend on the particular mechanical properties of coins and dice. In order to illustrate this, consider an entirely different kind of random experiment, as a physicist views it.

### 10.4 Bridge hands

Elsewhere we quote Professor William Feller's pronouncements on the use of Bayes' theorem in quality control testing (Chapter 17), on Laplace's rule of succession (Chapter 18),
and on Daniel Bernoulli's conception of the utility function for decision theory (Chapter 13). He does not fail us here either; in his interesting textbook (Feller, 1950), he writes:

The number of possible distributions of cards in bridge is almost $10^{30}$. Usually, we agree to consider them as equally probable. For a check of this convention more than $10^{30}$ experiments would be required - a billion of billion of years if every living person played one game every second, day and night.

Here again, we have the view that bridge hands possess 'physical probabilities,' that the uniform probability assignment is a 'convention', and that the ultimate criterion for its correctness must be observed frequencies in a random experiment.

The thing which is wrong here is that none of us - not even Feller - would be willing to use this criterion with a real deck of cards. Because, if we know that the deck is an honest one, our common sense tells us something which carries more weight than $10^{30}$ random experiments do. We would, in fact, be willing to accept the result of the random experiment only if it agreed with our preconceived notion that all distributions are equally likely.

To many, this last statement will seem like pure blasphemy - it stands in violent contradiction to what we have all been taught is the correct attitude toward probability theory. Yet, in order to see why it is true, we have only to imagine that those $10^{30}$ experiments had been performed, and the uniform distribution was not forthcoming. If all distributions of cards have equal frequencies, then any combination of two specified cards will appear together in a given hand, on the average, once in $(52 \times 51) /(13 \times 12)=17$ deals. But suppose that the combination (jack of hearts - seven of clubs) appeared together in each hand three times as often as this. Would we then accept it as an established fact that there is something about the particular combination (jack of hearts - seven of clubs) that makes it inherently more likely than others?

We would not. We would reject the experiment and say that the cards had not been properly shuffled. But once again we are involved in a circular argument, because there is no way to define a 'proper' method of shuffling except by the condition that it should produce all distributions with equal frequency!

Any attempt to find such a definition involves one in even deeper logical difficulties; one dare not describe the procedure of shuffling in exact detail because that would destroy the 'randomness' and make the exact outcome predictable and always the same. In order to keep the experiment 'random', one must describe the procedure incompletely, so that the outcome will be different on different runs. But how could one prove that an incompletely defined procedure will produce all distributions with equal frequency? It seems to us that the attempt to uphold Feller's postulate of physical probabilities for bridge hands leads one into an outright logical contradiction.

Conventional teaching holds that probability assignments must be based fundamentally on frequencies; and that any other basis is at best suspect, at worst irrational with disastrous consequences. On the contrary, this example shows very clearly that there is a principle for determining probability assignments which has nothing to do with frequencies, yet is so compelling that it takes precedence over any amount of frequency data. If present teaching
does not admit the existence of this principle, it is only because our intuition has run so far ahead of logical analysis - just as it does in elementary geometry - that we have never taken the trouble to present that logical analysis in a mathematically respectable form. But if we learn how to do this, we may expect to find that the mathematical formulation can be applied to a much wider class of problems, where our intuition alone would hardly suffice.

In carrying out a probability analysis of bridge hands, are we really concerned with physical probabilities, or with inductive reasoning? To help answer this, consider the following scenario. The date is 1956, when the writer met Willy Feller and had a discussion with him about these matters. Suppose I had told him that I have dealt at bridge 1000 times, shuffling 'fairly' each time; and that in every case the seven of clubs was in my own hand. What would his reaction be? He would, I think, mentally visualize the number

$$
\begin{equation*}
\left(\frac{1}{4}\right)^{1000}=10^{-602} \tag{10.2}
\end{equation*}
$$

and conclude instantly that I have not told the truth; and no amount of persuasion on my part would shake that judgment. But what accounts for the strength of his belief? Obviously, it cannot be justified if our assignment of equal probabilities to all distributions of cards (therefore probability $1 / 4$ for the seven of clubs to be in the dealer's hand) is merely a 'convention', subject to change in the light of experimental evidence; he rejects my reported experimental evidence, just as we did above. Even more obviously, he is not making use of any knowledge about the outcome of an experiment involving $10^{30}$ bridge hands.

Then what is the extra evidence he has, which his common sense tells him carries more weight than do any number of random experiments, but whose help he refuses to acknowledge in writing textbooks? In order to maintain the claim that probability theory is an experimental science, based fundamentally not on logical inference but on frequency in a random experiment, it is necessary to suppress some of the information which is available. This suppressed information, however, is just what enables our inferences to approach the certainty of deductive reasoning in this example and many others.

The suppressed evidence is, of course, simply our recognition of the symmetry of the situation. The only difference between a seven and an eight is that there is a different number printed on the face of the card. Our common sense tells us that where a card goes in shuffling depends only on the mechanical forces that are applied to it; and not on which number is printed on its face. If we observe any systematic tendency for one card to appear in the dealer's hand, which persists on indefinite repetitions of the experiment, we can conclude from this only that there is some systematic tendency in the procedure of shuffling, which alone determines the outcome of the experiment.

Once again, therefore, performing the experiment tells you nothing about the 'physical probabilities' of different bridge hands. It tells you something about how the cards are being shuffled. But the full power of symmetry as cogent evidence has not yet been revealed in this argument; we return to it presently.

### 10.5 General random experiments

In the face of all the foregoing arguments, one can still take the following position (as a member of the audience did after one of the writer's lectures): 'You have shown only that coins, dice, and cards represent exceptional cases, where physical considerations obviate the usual probability postulates; i.e., they are not really 'random experiments'. But that is of no importance because these devices are used only for illustrative purposes; in the more dignified random experiments which merit the serious attention of the scientist, there is a physical probability.'

To answer this we note two points. Firstly, we reiterate that when anyone asserts the existence of a physical probability in any experiment, then the onus is on him to define the exact circumstances in which this physical probability can be measured; otherwise the assertion is without content.

This point needs to be stressed: those who assert the existence of physical probabilities do so in the belief that this establishes for their position an 'objectivity' that those who speak only of a 'state of knowledge' lack. Yet to assert as fact something which cannot be either proved or disproved by observation of facts is the opposite of objectivity; it is to assert something that one could not possibly know to be true. Such an assertion is not even entitled to be called a description of a 'state of knowledge'.

Secondly, note that any specific experiment for which the existence of a physical probability is asserted is subject to physical analysis like the ones just given, which will lead eventually to an understanding of its mechanism. But as soon as this understanding is reached, then this new experiment will also appear as an exceptional case like the above ones, where physical considerations obviate the usual postulates of physical probabilities.

For, as soon as we have understood the mechanism of any experiment $E$, then there is logically no room for any postulate that various outcomes possess physical probabilities; the question: 'What are the probabilities of various outcomes ( $O_{1}, O_{2}, \ldots$ )?' then reduces immediately to the question: 'What are the probabilities of the corresponding initial conditions $\left(I_{1}, I_{2}, \ldots\right)$ that lead to these outcomes?'

We might suppose that the possible initial conditions $\left\{I_{k}\right\}$ of experiment $E$ themselves possess physical probabilities. But then we are considering an antecedent random experiment $E^{\prime}$, which produces conditions $I_{k}$ as its possible outcomes: $I_{k}=O_{k}^{\prime}$. We can analyze the physical mechanism of $E^{\prime}$ and, as soon as this is understood, the question will revert to: 'What are the probabilities of the various initial conditions $I_{k}^{\prime}$ for experiment $E^{\prime}$ ?'

Evidently, we are involved in an infinite regress $\left\{E, E^{\prime}, E^{\prime \prime}, \ldots\right\}$; the attempt to introduce a physical probability will be frustrated at every level where our knowledge of physical law permits us to analyze the mechanism involved. The notion of 'physical probability' must retreat continually from one level to the next, as knowledge advances.

We are, therefore, in a situation very much like the 'warfare between science and theology’ of earlier times. For several centuries, theologians with no factual knowledge of astronomy, physics, biology, and geology nevertheless considered themselves competent to make dogmatic factual assertions which encroached on the domains of those
fields - assertions which they were later forced to retract one by one in the face of advancing knowledge.

Clearly, probability theory ought to be formulated in a way that avoids factual assertions properly belonging to other fields, and which will later need to be retracted (as is now the case for many assertions in the literature concerning coins, dice, and cards). It appears to us that the only formulation which accomplishes this, and at the same time has the analytical power to deal with the current problems of science, is the one which was seen and expounded on intuitive grounds by Laplace and Jeffreys. Its validity is a question of logic, and does not depend on any physical assumptions.

As we saw in Chapter 2, a major contribution to that logic was made by R. T. Cox (1946, 1961), who showed that those intuitive grounds can be replaced by theorems. We think it is no accident that Richard Cox was also a physicist (Professor of Physics and Dean of the Graduate School at Johns Hopkins University), to whom the things we have pointed out here would be evident from the start.

The Laplace-Jeffreys-Cox formulation of probability theory does not require us to take one reluctant step after another down that infinite regress; it recognizes that anything which like the child's spook - continually recedes from the light of detailed inspection can exist only in our imagination. Those who believe most strongly in physical probabilities, like those who believe in astrology, never seem to ask what would constitute a controlled experiment capable of confirming or disproving their belief.

Indeed, the examples of coins and cards should persuade us that such controlled experiments are, in principle, impossible. Performing any of the so-called random experiments will not tell us what the 'physical probabilities' are, because there is no such thing as a 'physical probability'; we might as well ask for a square circle. The experiment tells us, in a very crude and incomplete way, something about how the initial conditions are varying from one repetition to another.

A much more efficient way of obtaining this information would be to observe the initial conditions directly. However, in many cases this is beyond our present abilities; as in determining the safety and effectiveness of a new medicine. Here the only fully satisfactory approach would be to analyze the detailed sequence of chemical reactions that follow the taking of this medicine, in persons of every conceivable state of health. Having this analysis, one could then predict, for each individual patient, exactly what the effect of the medicine will be.

Such an analysis being entirely out of the question at present, the only feasible way of obtaining information about the effectiveness of a medicine is to perform a 'random' experiment. No two patients are in exactly the same state of health; and the unknown variations in this factor constitute the variable initial conditions of the experiment, while the sample space comprises the set of distinguishable reactions to the medicine. Our use of probability theory in this case is a standard example of inductive reasoning which amounts to the following.

If the initial conditions of the experiment (i.e., the physiological conditions of the patients who come to us) continue in the future to vary over the same unknown range as they have in the past, then the relative frequency of cures will, in the future, approximate those which
we have observed in the past. In the absence of positive evidence giving a reason why there should be some change in the future, and indicating in which direction this change should go, we have no grounds for predicting any change in either direction, and so can only suppose that things will continue in more or less the same way. As we observe the relative frequencies of cures and side-effects to remain stable over longer and longer times, we become more and more confident about this conclusion. But this is only inductive reasoning - there is no deductive proof that frequencies in the future will not be entirely different from those in the past.

Suppose now that the eating habits or some other aspect of the lifestyle of the population starts to change. Then, the state of health of the incoming patients will vary over a different range than before, and the frequency of cures for the same treatment may start to drift up or down. Conceivably, monitoring this frequency could be a useful indicator that the habits of the population are changing, and this in turn could lead to new policies in medical procedures and public health education.

At this point, we see that the logic invoked here is virtually identical with that of industrial quality control, discussed in Chapter 4. But looking at it in this greater generality makes us see the role of induction in science in a very different way than has been imagined by some philosophers.

### 10.6 Induction revisited

As we noted in Chapter 9, some philosophers have rejected induction on the grounds that there is no way to prove that it is 'right' (theories can never attain a high probability); but this misses the point. The function of induction is to tell us not which predictions are right, but which predictions are indicated by our present knowledge. If the predictions succeed, then we are pleased and become more confident of our present knowledge; but we have not learned much.

The real role of induction in science was pointed out clearly by Harold Jeffreys (1931, Chap. 1) over 60 years ago; yet, to the best of our knowledge, no mathematician or philosopher has ever taken the slightest note of what he had to say:

A common argument for induction is that induction has always worked in the past and therefore may be expected to hold in the future. It has been objected that this is itself an inductive argument and cannot be used in support of induction. What is hardly ever mentioned is that induction has often failed in the past and that progress in science is very largely the consequence of direct attention to instances where the inductive method has led to incorrect predictions.

Put more strongly, it is only when our inductive inferences are wrong that we learn new things about the real world. For a scientist, therefore, the quickest path to discovery is to examine those situations where it appears most likely that induction from our present knowledge will fail. But those inferences must be our best inferences, which make full use of all the knowledge we have. One can always make inductive inferences that are wrong in a useless way, merely by ignoring cogent information.

Indeed, that is just what Popper did. His trying to interpret probability itself as expressing physical causation not only cripples the applications of probability theory in the way we saw in Chapter 3 (it would prevent us from getting about half of all conditional probabilities right because they express logical connections rather than causal physical ones), it leads one to conjure up imaginary causes while ignoring what was already known about the real physical causes at work. This can reduce our inferences to the level of pre-scientific, uneducated superstition, even when we have good data.

Why do physicists see this more readily than others? Because, having created this knowledge of physical law, we have a vested interest in it and want to see it preserved and used. Frequency or propensity interpretations start by throwing away practically all the professional knowledge that we have labored for centuries to get. Those who have not comprehended this are in no position to discourse to us on the philosophy of science or the proper methods of inference.

### 10.7 But what about quantum theory?

Those who cling to a belief in the existence of 'physical probabilities' may react to the above arguments by pointing to quantum theory, in which physical probabilities appear to express the most fundamental laws of physics. Therefore let us explain why this is another case of circular reasoning. We need to understand that present quantum theory uses entirely different standards of logic than does the rest of science.

In biology or medicine, if we note that an effect $E$ (for example, muscle contraction, phototropism, digestion of protein) does not occur unless a condition $C$ (nerve impulse, light, pepsin) is present, it seems natural to infer that $C$ is a necessary causative agent for $E$. Most of what is known in all fields of science has resulted from following up this kind of reasoning. But suppose that condition $C$ does not always lead to effect $E$; what further inferences should a scientist draw? At this point, the reasoning formats of biology and quantum theory diverge sharply.

In the biological sciences, one takes it for granted that in addition to $C$ there must be some other causative factor $F$, not yet identified. One searches for it, tracking down the assumed cause by a process of elimination of possibilities that is sometimes extremely tedious. But persistence pays off; over and over again, medically important and intellectually impressive success has been achieved, the conjectured unknown causative factor being finally identified as a definite chemical compound. Most enzymes, vitamins, viruses, and other biologically active substances owe their discovery to this reasoning process.

In quantum theory, one does not reason in this way. Consider, for example, the photoelectric effect (we shine light on a metal surface and find that electrons are ejected from it). The experimental fact is that the electrons do not appear unless light is present. So light must be a causative factor. But light does not always produce ejected electrons; even though the light from a unimode laser is present with absolutely steady amplitude, the electrons appear only at particular times that are not determined by any known parameters of the light. Why then do we not draw the obvious inference, that in addition to the light there
must be a second causative factor, still unidentified, and the physicist's job is to search for it?

What is done in quantum theory today is just the opposite; when no cause is apparent one simply postulates that no cause exists - ergo, the laws of physics are indeterministic and can be expressed only in probability form. The central dogma is that the light determines not whether a photoelectron will appear, but only the probability that it will appear. The mathematical formalism of present quantum theory - incomplete in the same way that our present knowledge is incomplete - does not even provide the vocabulary in which one could ask a question about the real cause of an event.

Biologists have a mechanistic picture of the world because, being trained to believe in causes, they continue to use the full power of their brains to search for them - and so they find them. Quantum physicists have only probability laws because for two generations we have been indoctrinated not to believe in causes - and so we have stopped looking for them. Indeed, any attempt to search for the causes of microphenomena is met with scorn and a charge of professional incompetence and 'obsolete mechanistic materialism'. Therefore, to explain the indeterminacy in current quantum theory we need not suppose there is any indeterminacy in Nature; the mental attitude of quantum physicists is already sufficient to guarantee it. ${ }^{2}$

This point also needs to be stressed, because most people who have not studied quantum theory on the full technical level are incredulous when told that it does not concern itself with causes; and, indeed, it does not even recognize the notion of 'physical reality'. The currently taught interpretation of the mathematics is due to Niels Bohr, who directed the Institute for Theoretical Physics in Copenhagen; therefore it has come to be called 'The Copenhagen interpretation'.

As Bohr stressed repeatedly in his writings and lectures, present quantum theory can answer only questions of the form: 'If this experiment is performed, what are the possible results and their probabilities?' It cannot, as a matter of principle, answer any question of the form: 'What is really happening when ...?' Again, the mathematical formalism of present quantum theory, like Orwellian newspeak, does not even provide the vocabulary in which one could ask such a question. These points have been explained in some detail by Jaynes (1986d, 1989, 1990a, 1992a).

We suggest, then, that those who try to justify the concept of 'physical probability' by pointing to quantum theory are entrapped in circular reasoning, not basically different from that noted above with coins and bridge hands. Probabilities in present quantum theory express the incompleteness of human knowledge just as truly as did those in classical statistical mechanics; only its origin is different.

[^76]In classical statistical mechanics, probability distributions represented our ignorance of the true microscopic coordinates - ignorance that was avoidable in principle but unavoidable in practice, but which did not prevent us from predicting reproducible phenomena, just because those phenomena are independent of the microscopic details.

In current quantum theory, probabilities express our own ignorance due to our failure to search for the real causes of physical phenomena; and, worse, our failure even to think seriously about the problem. This ignorance may be unavoidable in practice, but in our present state of knowledge we do not know whether it is unavoidable in principle; the 'central dogma' simply asserts this, and draws the conclusion that belief in causes, and searching for them, is philosophically naïve. If everybody accepted this and abided by it, no further advances in understanding of physical law would ever be made; indeed, no such advance has been made since the 1927 Solvay Congress in which this mentality became solidified into physics. ${ }^{3}$ But it seems to us that this attitude places a premium on stupidity; to lack the ingenuity to think of a rational physical explanation is to support the supernatural view.

To many people, these ideas are almost impossible to comprehend because they are so radically different from what we have all been taught from childhood. Therefore, let us show how just the same situation could have happened in coin tossing, had classical physicists used the same standards of logic that are now used in quantum theory.

### 10.8 Mechanics under the clouds

We are fortunate that the principles of Newtonian mechanics could be developed and verified to great accuracy by studying astronomical phenomena, where friction and turbulence do not complicate what we see. But suppose the Earth were, like Venus, enclosed perpetually in thick clouds. The very existence of an external universe would be unknown for a long time, and to develop the laws of mechanics we would be dependent on the observations we could make locally.

Since tossing of small objects is nearly the first activity of every child, it would be observed very early that they do not always fall with the same side up, and that all one's efforts to control the outcome are in vain. The natural hypothesis would be that it is the volition of the object tossed, not the volition of the tosser, that determines the outcome; indeed, that is the hypothesis that small children make when questioned about this.

Then it would be a major discovery, once coins had been fabricated, that they tend to show both sides about equally often; and the equality appears to get better as the number of tosses increases. The equality of heads and tails would be seen as a fundamental law of physics; symmetric objects have a symmetric volition in falling (as, indeed, Cramér and Feller seem to have thought).

[^77]With this beginning, we could develop the mathematical theory of object tossing, discovering the binomial distribution, the absence of time correlations, the limit theorems, the combinatorial frequency laws for tossing of several coins at once, the extension to more complicated symmetric objects like dice, etc. All the experimental confirmations of the theory would consist of more and more tossing experiments, measuring the frequencies in more and more elaborate scenarios. From such experiments, nothing would ever be found that called into question the existence of that volition of the object tossed; they only enable one to confirm that volition and measure it more and more accurately.

Then, suppose that someone was so foolish as to suggest that the motion of a tossed object is determined, not by its own volition, but by laws like those of Newtonian mechanics, governed by its initial position and velocity. He would be met with scorn and derision; for in all the existing experiments there is not the slightest evidence for any such influence. The Establishment would proclaim that, since all the observable facts are accounted for by the volition theory, it is philosophically naïve and a sign of professional incompetence to assume or search for anything deeper. In this respect, the elementary physics textbooks would read just like our present quantum theory textbooks.

Indeed, anyone trying to test the mechanical theory would have no success; however carefully he tossed the coin (not knowing what we know) it would persist in showing head and tails about equally often. To find any evidence for a causal instead of a statistical theory would require control over the initial conditions of launching, orders of magnitude more precise than anyone can achieve by hand tossing. We would continue almost indefinitely, satisfied with laws of physical probability and denying the existence of causes for individual tosses external to the object tossed - just as quantum theory does today - because those probability laws account correctly for everything that we can observe reproducibly with the technology we are using.

After thousands of years of triumph of the statistical theory, someone finally makes a machine which tosses coins in absolutely still air, with very precise control of the exact initial conditions. Magically, the coin starts giving unequal numbers of heads and tails; the frequency of heads is being controlled partially by the machine. With development of more and more precise machines, one finally reaches a degree of control where the outcome of the toss can be predicted with $100 \%$ accuracy. Belief in 'physical probabilities' expressing a volition of the coin is recognized finally as an unfounded superstition. The existence of an underlying mechanical theory is proved beyond question; and the long success of the previous statistical theory is seen as due only to the lack of control over the initial conditions of the tossing.

Because of recent spectacular advances in the technology of experimentation, with increasingly detailed control over the initial states of individual atoms (see, for example, Rempe, Walter and Klein, 1987), we think that the stage is going to be set, before very many more years have passed, for the same thing to happen in quantum theory; a century from now the true causes of microphenomena will be known to every schoolboy and, to paraphrase Seneca, they will be incredulous that such clear truths could have escaped us throughout the 20th (and into the 21st) century.

### 10.9 More on coins and symmetry

Now we go into a more careful, detailed discussion of some of these points, alluding to technical matters that must be explained more fully elsewhere. The rest of this chapter is not for the casual reader; only the one who wants a deeper understanding than is conveyed by the above simple scenarios. But many of the attacks on Laplace arise from failure to comprehend the following points.

The problems in which intuition compels us most strongly to a uniform probability assignment are not the ones in which we merely apply a principle of 'equal distribution of ignorance'. Thus, to explain the assignment of equal probabilities to heads and tails on the grounds that we 'saw no reason why either face should be more likely than the other', fails utterly to do justice to the reasoning involved. The point is that we have not merely 'equal ignorance'. We also have positive knowledge of the symmetry of the problem; and introspection will show that when this positive knowledge is lacking, so also is our intuitive compulsion toward a uniform distribution. In order to find a respectable mathematical formulation, we therefore need to find first a more respectable verbal formulation. We suggest that the following verbalization does do justice to the reasoning, and shows us how to generalize the principle.

I perceive here two different problems: having formulated one definite problem - call it $\mathrm{P}_{1}$ - involving the coin, the operation which interchanges heads and tails transforms the problem into a different one - call it $\mathrm{P}_{2}$. If I have positive knowledge of the symmetry of the coin, then I know that all relevant dynamical or statistical considerations, however complicated, are exactly the same in the two problems. Whatever state of knowledge I had in $\mathrm{P}_{1}$, I must therefore have exactly the same state of knowledge in $\mathrm{P}_{2}$, except for the interchange of heads and tails. Thus, whatever probability I assign to heads in $\mathrm{P}_{1}$, consistency demands that I assign the same probability to tails in $\mathrm{P}_{2}$.

Now, it might be quite reasonable to assign probability $2 / 3$ to heads, $1 / 3$ to tails in $\mathrm{P}_{1}$; whereupon, from symmetry, it must be $2 / 3$ to tails, $1 / 3$ to heads in $P_{2}$. This might be the case, for example, if $P_{1}$ specified that the coin is to be held between the fingers heads up, and dropped just one inch onto a table. Thus, symmetry of the coin by no means compels us to assign equal probabilities to heads and tails; the question necessarily involves the other conditions of the problem.

But now suppose the statement of the problem is changed in just one respect; we are no longer told whether the coin is held initially with heads up or tails up. In this case, our intuition suddenly takes over with a compelling force, and tells us that we must assign equal probabilities to heads and tails; and, in fact, we must do this regardless of what frequencies have been observed in previous repetitions of the experiment.

The great power of symmetry arguments lies just in the fact that they are not deterred by any amount of complication in the details. The conservation laws of physics arise in this way; thus, conservation of angular momentum for an arbitrarily complicated system of particles is a simple consequence of the fact that the Lagrangian is invariant under space rotations. In current theoretical physics, almost the only known exact results in atomic and
nuclear structure are those which we can deduce by symmetry arguments, using the methods of group theory.

These methods could be of the highest importance in probability theory also, if orthodox ideology did not forbid their use. For example, they enable us, in many cases, to extend the principle of indifference to find consistent prior probability assignments in a continuous parameter space $\Theta$, where its use has always been considered ambiguous. The basic point is that a consistent principle for assigning prior probabilities must have the property that it assigns equivalent priors to represent equivalent states of knowledge.

The prior distribution must therefore be invariant under the symmetry group of the problem; and so the prior can be specified arbitrarily only in the so-called 'fundamental domain' of the group (Wigner, 1959). This is a subspace $\Theta_{0} \subset \Theta$ such that (1) applying two different group elements $g_{i} \neq g_{j}$ to $\Theta_{0}$, the subspaces $\Theta_{i} \equiv g_{i}, \Theta_{0}, \Theta_{j} \equiv g_{j}, \Theta_{0}$ are disjoint; and (2) carrying out all group operations on $\Theta_{0}$ just generates the full hypothesis space: $\cup_{j} \Theta_{j}=\Theta$.

For example, let points in a plane be defined by their polar coordinates $(r, \alpha)$. If the group is the four-element one generated by a $90^{\circ}$ rotation of the plane, then any sector $90^{\circ}$ wide, such as ( $\beta \leq \alpha<\beta+\pi / 2$ ), is a fundamental domain. Specifying the prior in any such sector, symmetry under the group then determines the prior everywhere in the plane.

If the group contains a continuous symmetry operation, the dimensionality of the fundamental domain is less than that of the parameter space; and so the probability density need be specified only on a set of points of measure zero, whereupon it is determined everywhere. If the number of continuous symmetry operations is equal to the dimensionality of the space $\Theta$, the fundamental domain reduces to a single point, and the prior probability distribution is then uniquely determined by symmetry alone, just as it is in the case of an honest coin. Later we shall formalize and generalize these symmetry arguments.

There is still an important constructive point to be made about the power of symmetry arguments in probability theory. To see it, let us go back for a closer look at the cointossing problem. The laws of mechanics determine the motion of the coin, as describing a certain trajectory in a 12 -dimensional phase space (three coordinates $\left(q_{1}, q_{2}, q_{3}\right)$ of its center of mass, three Eulerian angles $\left(q_{4}, q_{5}, q_{6}\right)$ specifying its orientation, and six associated momenta $\left.\left(p_{1}, \ldots, p_{6}\right)\right)$. The difficulty of predicting the outcome of a toss arises from the fact that very small changes in the location of the initial phase point can change the final results.

Imagine the possible initial phase points to be labeled $H$ or $T$, according to the final results. Contiguous points labeled $H$ comprise a set which is presumably twisted about in the 12 -dimensional phase space in a very complicated, convoluted way, parallel to and separated by similar $T$-sets.

Consider now a region $R$ of phase space, which represents the accuracy with which a human hand can control the initial phase point. Because of limited skill, we can be sure only that the initial point is somewhere in $R$, which has a phase volume

$$
\begin{equation*}
\Gamma(R)=\int_{R} \mathrm{~d} q_{1} \cdots \mathrm{~d} q_{6} \mathrm{~d} p_{1} \cdots \mathrm{~d} p_{6} . \tag{10.3}
\end{equation*}
$$

If the region $R$ contains both $H$ and $T$ domains, we cannot predict the result of the toss. But what probability should we assign to heads? If we assign equal probability to equal phase volumes in $R$, this is evidently the fraction $p_{H} \equiv \Gamma(H) / \Gamma(R)$ of phase volume of $R$ that is occupied by $H$ domains. This phase volume $\Gamma$ is the 'invariant measure' of phase space. The cogency of invariant measures for probability theory will be explained later; for now we note that the measure $\Gamma$ is invariant under a large group of 'canonical' coordinate transformations, and also under the time development, according to the equations of motion. This is Liouville's theorem, fundamental to statistical mechanics; the exposition of Gibbs (1902) devotes the first three chapters to discussion of it, before introducing probabilities.

Now, if we have positive knowledge that the coin is perfectly 'honest', then it is clear that the fraction $\Gamma(H) / \Gamma(R)$ is very nearly $1 / 2$, and becomes more accurately so as the size of the individual $H$ and $T$ domains become smaller compared with $R$. Because, for example, if we are launching the coin in a region $R$ where the coin makes 50 complete revolutions while falling, then a $1 \%$ change in the initial angular velocity will just interchange heads and tails by the time the coin reaches the floor. Other things being equal (all dynamical properties of the coin involve heads and tails in the same manner), this should just reverse the final result.

A change in the initial 'orbital' velocity of the coin, which results in a $1 \%$ change in the time of flight, should also do this (strictly speaking, these conclusions are only approximate, but we expect them to be highly accurate, and to become more so if the changes become less than $1 \%$ ). Thus, if all other initial phase coordinates remain fixed, and we vary only the initial angular velocity $\dot{\theta}$ and upward velocity $\dot{z}$, the $H$ and $T$ domains will spread into thin ribbons, like the stripes on a zebra. From symmetry, the width of adjacent ribbons must be very nearly equal.

This same 'parallel ribbon' shape of the $H$ and $T$ domains presumably holds also in the full phase space. ${ }^{4}$ This is quite reminiscent of Gibbs' illustration of fine-grained and coarse-grained probability densities, in terms of the stirring of colored ink in water. On a sufficiently fine scale, every phase region is either $H$ or $T$; the probability for heads is either zero or unity. But on the scale of sizes of the 'macroscopic' region $R$ corresponding to ordinary skills, the probability density is the coarse-grained one, which from symmetry must be very nearly $1 / 2$ if we know that the coin is honest.

What if we don't consider all equal phase volumes within $R$ as equally likely? Well, it doesn't really matter if the $H$ and $T$ domains are sufficiently small. 'Almost any' probability density which is a smooth, continuous function within $R$, will give nearly equal weight to the $H$ and $T$ domains, and we will still have very nearly $1 / 2$ for the probability for heads. This is an example of a general phenomenon, discussed by Poincaré, that, in cases where small

[^78]changes in initial conditions produce big changes in the final results, our final probability assignments will be, for all practical purposes, independent of the initial ones.

As soon as we know that the coin has perfect dynamical symmetry between heads and tails - i.e., its Lagrangian function

$$
\begin{equation*}
L\left(q_{1}, \ldots, p_{6}\right)=(\text { kinetic energy })-(\text { potential energy }) \tag{10.4}
\end{equation*}
$$

is invariant under the symmetry operation that interchanges heads and tails - then we know an exact result. No matter where in phase space the initial region $R$ is located, for every $H$ domain there is a $T$ domain of equal size and identical shape, in which heads and tails are interchanged. Then if $R$ is large enough to include both, we shall persist in assigning probability $1 / 2$ to heads.

Now suppose the coin is biased. The above argument is lost to us, and we expect that the phase volumes of $H$ and $T$ domains within $R$ are no longer equal. In this case, the 'frequentist' tells us that there still exists a definite 'objective' frequency of heads, $p_{H} \neq$ $1 / 2$, which is a measurable physical property of the coin. Let us understand clearly what this implies. To assert that the frequency of heads is a physical property only of the coin, is equivalent to asserting that the ratio $v(H) / v(R)$ is independent of the location of region $R$. If this were true, it would be an utterly unprecedented new theorem of mechanics, with important implications for physics which extend far beyond coin tossing.

Of course, no such thing is true. From the three specific methods of tossing the coin discussed in Section 10.3 which correspond to widely different locations of the region $R$, it is clear that the frequency of heads will depend very much on how the coin is tossed. Method $A$ uses a region of phase space where the individual $H$ and $T$ domains are large compared with $R$, so human skill is able to control the result. Method $B$ uses a region where, for a biased coin, the $T$ domain is very much larger than either $R$ or the $H$ domain. Only method $C$ uses a region where the $H$ and $T$ domains are small compared with $R$, making the result unpredictable from knowledge of $R$.

It would be interesting to know how to calculate the ratio $v(H) / v(R)$ as a function of the location of $R$ from the laws of mechanics; but it appears to be a very difficult problem. Note, for example, that the coin cannot come to rest until its initial potential and kinetic energy have been either transferred to some other object or dissipated into heat by frictional forces; so all the details of how that happens must be taken into account. Of course, it would be quite feasible to do controlled experiments which measure this ratio in various regions of phase space. But it seems that the only person who would have any use for this information is a professional gambler.

Clearly, our reason for assigning probability $1 / 2$ to heads when the coin is honest is not based merely on observed frequencies. How many of us can cite a single experiment in which the frequency $1 / 2$ was established under conditions we would accept as significant? Yet none of us hesitates a second in choosing the number $1 / 2$. Our real reason is simply common sense recognition of the symmetry of the situation. Prior information which does not consist of frequencies is of decisive importance in determining probability assignments even in this simplest of all random experiments.

Those who adhere publicly to a strict frequency interpretation of probability jump to such conclusions privately just as quickly and automatically as anyone else; but in so doing they have violated their basic premise that (probability) $\equiv$ (frequency); and so in trying to justify this choice they must suppress any mention of symmetry, and fall back on remarks about assumed frequencies in random experiments which have, in fact, never been performed. ${ }^{5}$

Here is an example of what one loses by so doing. From the result of tossing a die, we cannot tell whether it is symmetrical or not. But if we know, from direct physical measurements, that the die is perfectly symmetrical and we accept the laws of mechanics as correct, then it is no longer plausible inference, but deductive reasoning, that tells us this: any nonuniformity in the frequencies of different faces is proof of a corresponding nonuniformity in the method of tossing. The qualitative nature of the conclusions we can draw from the random experiment depend on whether we do or do not know that the die is symmetrical.

This reasoning power of arguments based on symmetry has led to great advances in physics for 60 years; as noted, it is not very exaggerated to say that the only known exact results in mathematical physics are the ones that can be deduced by the methods of group theory from symmetry considerations. Although this power is obvious once noted, and it is used intuitively by every worker in probability theory, it has not been widely recognized as a legitimate formal tool in probability theory. ${ }^{6}$

We have just seen that, in the simplest of random experiments, any attempt to define a probability merely as a frequency involves us in the most obvious logical difficulties as soon as we analyze the mechanism of the experiment. In many situations where we can recognize an element of symmetry, our intuition readily takes over and suggests an answer; and of course it is the same answer that our basic desideratum - that equivalent states of knowledge should be represented by equivalent probability assignments - requires for consistency.

But situations in which we have positive knowledge of symmetry are rather special ones among all those faced by the scientist. How can we carry out consistent inductive reasoning in situations where we do not perceive any clear element of symmetry? This is an openended problem because there is no end to the variety of different special circumstances that might arise. As we shall see, the principle of maximum entropy gives a useful and versatile tool for many such problems. But in order to give a start toward understanding this, let's go way back to the beginning and consider the tossing of the coin still another time, in a different way.

### 10.10 Independence of tosses

'When I toss a coin, the probability for heads is one-half.' What do we mean by this statement? Over the past two centuries, millions of words have been written about this simple question. A recent exchange (Edwards, 1991) shows that it is still enveloped in total

[^79]confusion in the minds of some. But, by and large, the issue is between the following two interpretations:
(A) 'The available information gives me no reason to expect heads rather than tails, or vice versa - I am completely unable to predict which it will be.'
(B) 'If I toss the coin a very large number of times, in the long run heads will occur about half the time - in other words, the frequency of heads will approach $1 / 2$.'

We belabor still another time, what we have already stressed many times before. Statement (A) does not describe any property of the coin, but only the robot's state of knowledge (or, if you prefer, of ignorance). Statement (B) is, at least by implication, asserting something about the coin. Thus, (B) is a very much stronger statement than (A). Note, however, that (A) does not in any way contradict (B); on the contrary, (A) could be a consequence of (B). For if our robot were told that this coin has in the past given heads and tails with equal frequency, this would give it no help at all in predicting the result of the next toss.

Why, then, has interpretation (A) been almost universally rejected by writers on probability and statistics for two generations? There are, we think, two reasons for this. In the first place, there is a widespread belief that if probability theory is to be of any use in applications, we must be able to interpret our calculations in the strong sense of (B). But this is simply untrue, as we have demonstrated throughout the preceding eight chapters. We have seen examples of almost all known applications of frequentist probability theory, and many useful problems outside the scope of frequentist probability theory, which are nevertheless solved readily by probability theory as logic.

Secondly, it is another widely held misconception that the mathematical rules of probability theory (the 'laws of large numbers') would lead to (B) as a consequence of (A), and this seems to be 'getting something for nothing'. For, the fact that I know nothing about the coin is clearly not enough to make the coin give heads and tails equally often!

This misconception arises because of a failure to distinguish between the following two statements:
(C) 'Heads and tails are equally likely on a single toss.'
(D) 'If the coin is tossed $N$ times, each of the $2^{N}$ conceivable outcomes is equally likely.'

To see the difference between statements (C) and (D), consider a case where it is known that the coin is biased, but not whether the bias favors heads or tails. Then (C) is applicable but (D) is not. For, on this state of knowledge, as was noted already by Laplace, the sequences $H H$ and $T T$ are each somewhat more likely than $H T$ or $T H$. More generally, our common sense tells us that any unknown influence which favors heads on one toss will likely favor heads on the other toss. Unless our robot has positive knowledge (symmetry of both the coin and the method of tossing) which definitely rules out all such possibilities, (D) is not a correct description of his true state of knowledge; it assumes too much.

Statement (D) implies (C), but says a great deal more. Statement (C) says only, 'I do not know enough about the situation to give me any help in predicting the result of any throw', while (D) seems to be saying, 'I know that the coin is honest, and that it is being tossed in
a way which favors neither face over the other, and that the method of tossing and the wear of the coin give no tendency for the result of one toss to influence the result of another'. But probability theory is subtle; in Chapter 9 we met the poorly informed robot, who makes statement (D) without having any of that information.

Mathematically, the laws of large numbers require much more than (C) for their derivation. Indeed, if we agree that tossing a coin generates an exchangeable sequence (i.e., the probability that $N$ tosses will yield heads at $n$ specified trials depends only on $N$ and $n$, not on the order of heads and tails), then application of the de Finetti theorem, as in Chapter 9, shows that the weak law of large numbers holds only when (D) can be justified. In this case, it is almost correct to say that the probability assigned to heads is equal to the frequency with which the coin gives heads; because, for any $\epsilon \rightarrow 0$, the probability that the observed frequency $f=(n / N)$ lies in the interval $(1 / 2 \pm \epsilon)$ tends to unity as $N \rightarrow \infty$. Let us describe this by saying that there exists a strong connection between probability and frequency. We analyze this more deeply in Chapter 18.

In most recent treatments of probability theory, the writer is concerned with situations where a strong connection between probability and frequency is taken for granted - indeed, this is usually considered essential to the very notion of probability. Nevertheless, the existence of such a strong connection is clearly only an ideal limiting case, unlikely to be realized in any real application. For this reason, the laws of large numbers and limit theorems of probability theory can be grossly misleading to a scientist or engineer who naïvely supposes them to be experimental facts, and tries to interpret them literally in his problems. Here are two simple examples.
(1) Suppose there is some random experiment in which you assign a probability $p$ for some particular outcome $A$. It is important to estimate accurately the fraction $f$ of times $A$ will be true in the next million trials. If you try to use the laws of large numbers, it will tell you various things about $f$; for example, that it is quite likely to differ from $p$ by less than one-tenth of $1 \%$, and enormously unlikely to differ from $p$ by more than $1 \%$. But now imagine that, in the first 100 trials, the observed frequency of $A$ turned out to be entirely different from $p$. Would this lead you to suspect that something was wrong, and would you revise your probability assignment for the 101 st trial? If it would, then your state of knowledge is different from that required for the validity of the law of large numbers. You are not sure of the independence of different trials, and/or you are not sure of the correctness of the numerical value of $p$. Your prediction of $f$ for one million trials is probably no more reliable than for 100 .
(2) The common sense of a good experimental scientist tells him the same thing without any probability theory. Suppose someone is measuring the velocity of light. After making allowances for the known systematic errors, he could calculate a probability distribution for the various other errors, based on the noise level in his electronics, vibration amplitudes, etc. At this point, a naïve application of the law of large numbers might lead him to think that he can add three significant figures to his measurement merely by repeating it one million times and averaging the results. But, of course, what he would actually do is to repeat some unknown systematic error one million times. It is idle to repeat a physical measurement an enormous number of times in the hope that 'good statistics' will average out your errors, because we cannot know the full systematic error. This is the old 'Emperor of China' fallacy, discussed in Chapter 8.

Indeed, unless we know that all sources of systematic error - recognized or unrecognized contribute less than about one-third the total error, we cannot be sure that the average of one million measurements is any more reliable than the average of ten. Our time is much better spent in designing a new experiment which will give a lower probable error per trial. As Poincaré put it, 'The physicist is persuaded that one good measurement is worth many bad ones'. In other words, the common sense of a scientist tells him that the probabilities he assigns to various errors do not have a strong connection with frequencies, and that methods of inference which presuppose such a connection could be disastrously misleading in his problems.

Then, in advanced applications, it will behoove us to consider: How are our final conclusions altered if we depart from the universal custom of orthodox statistics, and relax the assumption of strong connections? Harold Jeffreys showed a very easy way to answer this, as we shall see later. As common sense tells us it must be, the ultimate accuracy of our conclusions is then determined not by anything in the data or in the orthodox picture of things, but rather by our own state of knowledge about the systematic errors. Of course, the orthodoxian will protest that, 'We understand this perfectly well; and in our analysis we assume that systematic errors have been located and eliminated'. But he does not tell us how to do this, or what to do if - as is the case in virtually every real experiment they are unknown and so cannot be eliminated. Then all the usual 'asymptotic' rules are qualitatively wrong, and only probability theory as logic can give defensible conclusions.

### 10.11 The arrogance of the uninformed

Now we come to a very subtle and important point, which has caused trouble from the start in the use of probability theory. Many of the objections to Laplace's viewpoint which you find in the literature can be traced to the author's failure to recognize it. Suppose we do not know whether a coin is honest, and we fail to notice that this state of ignorance allows the possibility of unknown influences which would tend to favor the same face on all tosses. We say, 'Well, I don't see any reason why any one of the $2^{N}$ outcomes in $N$ tosses should be more likely than any other, so I'll assign uniform probabilities by the principle of indifference'.

We would be led to statement (D) and the resulting strong connection between probability and frequency. But this is absurd - in this state of uncertainty, we could not possibly make reliable predictions of the frequency of heads. Statement (D), which is supposed to represent a great deal of positive knowledge about the coin and the method of tossing, can also result from failure to make proper use of all the available information! In other applications of mathematics, if we fail to use all of the relevant data of a problem, the result will not be that we get an incorrect answer. The result will be that we are unable to get any answer at all. But probability theory cannot have any such built-in safety device, because, in principle, the theory must be able to operate no matter what our incomplete information might be. If we fail to include all of the relevant data, or to take into account all the possibilities allowed by the data and prior information, probability theory will still give us a definite answer; and that
answer will be the correct conclusion from the information that we actually gave the robot. But that answer may be in violent contradiction to our common sense judgments which did take everything into account, if only crudely. The onus is always on the user to make sure that all the information, which his common sense tells him is relevant to the problem, is actually incorporated into the equations, and that the full extent of his ignorance is also properly represented. If you fail to do this, then you should not blame Bayes and Laplace for your nonsensical answers.

We shall see examples of this kind of misuse of probability theory later, in the various objections to the rule of succession. It may seem paradoxical that a more careful analysis of a problem may lead to less certainty in prediction of the frequency of heads. However, look at it this way. It is commonplace that in all kinds of questions the fool feels a certainty that is denied to the wise man. The semiliterate on the next bar stool will tell you with absolute, arrogant assurance just how to solve all the world's problems; while the scholar who has spent a lifetime studying their causes is not at all sure how to do this. Indeed, we have seen just this phenomenon in Chapter 9, in the scenario of the poorly informed robot, who arrogantly asserts all the limit theorems of frequentist probability theory out of its ignorance rather than its knowledge.

In almost any example of inference, a more careful study of the situation, uncovering new facts, can lead us to feel either more certain or less certain about our conclusions, depending on what we have learned. New facts may support our previous conclusions, or they may refute them; we saw some of the subtleties of this in Chapter 5. If our mathematical model of reasoning failed to reproduce this phenomenon, it could not be an adequate 'calculus of inductive reasoning'.

## Part 2

## Advanced applications

## 11

## Discrete prior probabilities: the entropy principle

At this point, we return to the job of designing the robot. We have part of its brain designed, and we have seen how it would reason in a few simple problems of hypothesis testing and estimation. In every problem it has solved thus far, the results have either amounted to the same thing as, or were usually demonstrably superior to, those offered in the 'orthodox' statistical literature. But it is still not a very versatile reasoning machine, because it has only one means by which it can translate raw information into numerical values of probabilities, the principle of indifference (2.95). Consistency requires it to recognize the relevance of prior information, and so in almost every problem it is faced at the onset with the problem of assigning initial probabilities, whether they are called technically prior probabilities or sampling probabilities. It can use indifference for this if it can break the situation up into mutually exclusive, exhaustive possibilities in such a way that no one of them is preferred to any other by the evidence. But often there will be prior information that does not change the set of possibilities but does give a reason for preferring one possibility to another. What do we do in this case?

Orthodoxy evades this problem by simply ignoring prior information for fixed parameters, and maintaining the fiction that sampling probabilities are known frequencies. Yet, in some 40 years of active work in this field, the writer has never seen a real problem in which one actually has prior information about sampling frequencies! In practice, sampling probabilities are always assigned from some standard theoretical model (binomial distribution, etc.) which starts from the principle of indifference. If the robot is to rise above such false pretenses, we must give it more principles for assigning initial probabilities by logical analysis of the prior information. In this chapter and the following one we introduce two new principles of this kind, each of which has an unlimited range of useful applications. But the field is open-ended in all directions; we expect that more principles will be found in the future, leading to a still wider range of applications.

### 11.1 A new kind of prior information

Imagine a class of problems in which the robot's prior information consists of average values of certain things. Suppose, for example, that statistics were collected in a recent earthquake and that, out of 100 windows broken, there were 976 pieces found. But we are
not given the numbers 100 and 976; we are told only that 'the average window is broken into $\bar{m}=9.76$ pieces'. Given only that information, what is the probability that a window would be broken into exactly $m$ pieces? There is nothing in the theory so far that will answer that question.

As another example, suppose we have a table covered with black cloth, and some dice, but, for reasons that will be clear in a minute, they are black dice with white spots. A die is tossed onto the black table. Above there is a camera. Every time the die is tossed, we take a snapshot. The camera will record only the white spots. Now we don't change the film in between, so we end up with a multiple exposure; uniform blackening of the film after we have done this a few thousand times. From the known density of dots and the number of tosses, we can infer the average number of spots which were on top, but not the frequencies with which various faces came up. Suppose that the average number of spots turned out to be 4.5 instead of 3.5 . Given only this information (i.e., not making use of anything else that you or I might know about dice except that they have six faces), what estimates should the robot make of the frequencies with which $n$ spots came up? Supposing that successive tosses form an exchangeable sequence as defined in Chapter 3, what probability should it assign to the $n$th face coming up on the next toss?

As a third example, suppose that we have a string of $N=1000$ cars, bumper to bumper, and that they occupy the full length of $L=3$ miles. As they drive onto a rather large ferry boat, the distance that it sinks into the water determines their total weight $W$. But the numbers $N, L, W$ are withheld from us; we are told only their average length $L / N$ and average weight $W / N$. We can look up statistics from the manufacturers, and find out how long the Volkswagen is, how heavy it is, how long a Cadillac is, and how heavy it is, and so on, for all the other brands. From knowledge only of the average length and the average weight of these cars, what can we then infer about the proportion of cars of each make that were in the cluster?

If we knew the numbers $N, L, W$, then this could be solved by direct application of Bayes' theorem; without that information, we could still introduce the unknowns $N, L, W$ as nuisance parameters and use Bayes' theorem, eliminating them at the end. We shall give an example of this procedure in the nonconglomerability problem in Chapter 15. However, the Bayesian solution would not really address our problem; it only transfers it to the problem of assigning priors to $N, L, W$, leaving us back in essentially the same situation; how do we assign informative probabilities?

Now, it is not at all obvious how our robot should handle problems of this sort. Actually, we have defined two different problems; estimating a frequency distribution, and assigning a probability distribution. But in an exchangeable sequence these are almost identical mathematically. So let's think about how we would want the robot to behave in this situation. Of course, we want it to take into account fully all the information it has, of whatever kind. But we would not want it to jump to conclusions that are not warranted by the evidence it has. We have seen that a uniform probability assignment represents a state of mind completely noncommittal with regard to all possibilities; it favors no one over any other, and thus leaves the entire decision to the subsequent data which the robot may receive. The knowledge of
average values does give the robot a reason for preferring some possibilities to others, but we would like it to assign a probability distribution which is as uniform as it can be while agreeing with the available information. The most conservative, noncommittal distribution is the one which is as 'spread-out' as possible. In particular, the robot must not ignore any possibility - it must not assign zero probability to any situation unless its information really rules out that situation.

This sounds very much like defining a variational problem; the information available defines constraints fixing some properties of the initial probability distribution, but not all of them. The ambiguity remaining is to be resolved by the policy of honesty; frankly acknowledging the full extent of its ignorance by taking into account all possibilities allowed by its knowledge. ${ }^{1}$ To cast it into mathematical form, the aim of avoiding unwarranted conclusions leads us to ask whether there is some reasonable numerical measure of how uniform a probability distribution is, which the robot could maximize subject to constraints which represent its available information. Let's approach this in the way most problems are solved: the time-honored method of trial and error. We just have to invent some measures of uncertainty, and put them to the test to see what they give us.

One measure of how broad an initial distribution is would be its variance. Would it make sense if the robot were to assign probabilities so as to maximize the variance subject to its information? Consider the distribution of maximum variance for a given $\bar{m}$, if the conceivable values of $m$ are essentially unlimited, as in the broken window problem. Then the maximum variance solution would be the one where the robot assigns a very large probability for no breakage at all, and an enormously small probability of a window to be broken into billions and billions of pieces. You can get an arbitrarily high variance this way, while keeping the average at 9.76 . In the dice problem, the solution with maximum variance would be to assign all the probability to the one and the six, in such a way that $p_{1}+6 p_{6}=4.5$, or $p_{1}=0.3, p_{6}=0.7$. So that, evidently, is not the way we would want our robot to behave; it would be jumping to wildly unjustified conclusions, since nothing in its information says that it is impossible to have spots two through five up.

### 11.2 Minimum $\sum p_{i}^{2}$

Another kind of measure of how spread out a probability distribution is, which has been used a great deal in statistics, is the sum of the squares of the probabilities assigned to each of the possibilities. The distribution which minimizes this expression, subject to constraints represented by average values, might be a reasonable way for our robot to behave. Let's see what sort of a solution this would lead to. We want to make

$$
\begin{equation*}
\sum_{m} p_{m}^{2} \tag{11.1}
\end{equation*}
$$

[^80]a minimum, subject to the constraints that the sum of all $p_{m}$ shall be unity and the average over the distribution is $\bar{m}$. A formal solution is obtained at once from the variational problem
\[

$$
\begin{equation*}
\delta\left[\sum_{m} p_{m}^{2}-\lambda \sum_{m} m p_{m}-\mu \sum_{m} p_{m}\right]=\sum_{m}\left(2 p_{m}-\lambda m-\mu\right) \delta p_{m}=0, \tag{11.2}
\end{equation*}
$$

\]

where $\lambda$ and $\mu$ are Lagrange multipliers. So $p_{m}$ will be a linear function of $m: 2 p_{m}-\lambda m-$ $\mu=0$. Then $\mu$ and $\lambda$ are found from

$$
\begin{equation*}
\sum_{m} p_{m}=1 \tag{11.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m} m p_{m}=\bar{m} \tag{11.4}
\end{equation*}
$$

where $\bar{m}$ is the average value of $m$, given to us in the statement of the problem.
Suppose that $m$ can take on only the values 1,2 , and 3 . Then the formal solution is

$$
\begin{equation*}
p_{1}=\frac{4}{3}-\frac{\bar{m}}{2}, \quad p_{2}=\frac{1}{3}, \quad p_{3}=\frac{\bar{m}}{2}-\frac{2}{3} \tag{11.5}
\end{equation*}
$$

This would be at least usable for some values of $\bar{m}$. But, in principle, $\bar{m}$ could be anywhere in $1 \leq \bar{m} \leq 3$, and $p_{1}$ becomes negative when $\bar{m}>8 / 3=2.667$, while $p_{3}$ becomes negative when $\bar{m}<4 / 3=1.333$. The formal solution for minimum $\sum p_{i}^{2}$ lacks the property of non-negativity. We might try to patch this up in an $a d$ hoc way by replacing the negative values by zero and adjusting the other probabilities to keep the constraint satisfied. But then the robot is using different principles of reasoning in different ranges of $\bar{m}$; and it is still assigning zero probability to situations that are not ruled out by its information. This performance is not acceptable; it is an improvement over maximum variance, but the robot is still behaving inconsistently and jumping to unwarranted conclusions. We have taken the trouble to examine this criterion because some writers have rejected the entropy solution given next and suggested on intuitive grounds, without examining the actual results, that minimum $\sum p_{i}^{2}$ would be a more reasonable criterion.

But the idea behind the variational approach still looks like a good one. There should be some consistent measure of the uniformity, or 'amount of uncertainty', of a probability distribution which we can maximize, subject to constraints, and which will have the property that forces the robot to be completely honest about what it knows, and in particular it does not permit the robot to draw any conclusions unless those conclusions are really justified by the evidence it has.

### 11.3 Entropy: Shannon's theorem

At this stage, we turn to the most quoted theorem in Shannon's work on information theory (Shannon, 1948). If there exists a consistent measure of the 'amount of uncertainty'
represented by a probability distribution, there are certain conditions it will have to satisfy. We shall state them in a way which will remind you of the arguments we gave in Chapter 2; in fact, this is really a continuation of the basic development of probability theory.
(1) We assume that some numerical measure $H_{n}\left(p_{1}, \ldots, p_{n}\right)$ exists; i.e., that it is possible to set up some kind of association between 'amount of uncertainty' and real numbers.
(2) We assume a continuity property: $H_{n}$ is a continuous function of the $p_{i}$. Otherwise, an arbitrarily small change in the probability distribution would lead to a big change in the amount of uncertainty.
(3) We require that this measure should correspond qualitatively to common sense in that, when there are many possibilities, we are more uncertain than when there are few. This condition takes the form that in the case that the $p_{i}$ are all equal, the quantity

$$
\begin{equation*}
h(n)=H_{n}\left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right) \tag{11.6}
\end{equation*}
$$

is a monotonic increasing function of $n$. This establishes the 'sense of direction'.
(4) We require that the measure $H_{n}$ be consistent in the same sense as before; i.e., if there is more than one way of working out its value, we must get the same answer for every possible way.

Previously, our conditions of consistency took the form of the functional equations (2.13) and (2.45). Now we have instead a hierarchy of functional equations relating the different $H_{n}$ to each other. Suppose the robot perceives two alternatives, to which it assigns probabilities $p_{1}$ and $q \equiv 1-p_{1}$. Then the 'amount of uncertainty' represented by this distribution is $H_{2}\left(p_{1}, q\right)$. But now the robot learns that the second alternative really consists of two possibilities, and it assigns probabilities $p_{2}, p_{3}$ to them, satisfying $p_{2}+p_{3}=q$. What is now the robot's full uncertainty $H_{3}\left(p_{1}, p_{2}, p_{3}\right)$ as to all three possibilities? Well, the process of choosing one of the three can be broken down into two steps. Firstly, decide whether the first possibility is or is not true; the uncertainty removed by this decision is the original $H_{2}\left(p_{1}, q\right)$. Then, with probability $q$, the robot encounters an additional uncertainty as to events 2,3 , leading to

$$
\begin{equation*}
H_{3}\left(p_{1}, p_{2}, p_{3}\right)=H_{2}\left(p_{1}, q\right)+q H_{2}\left(\frac{p_{2}}{q}, \frac{p_{3}}{q}\right) \tag{11.7}
\end{equation*}
$$

as the condition that we shall obtain the same net uncertainty for either method of calculation. In general, a function $H_{n}$ can be broken down in many different ways, relating it to the lower order functions by a large number of equations like this.

Note that (11.7) says rather more than our previous functional equations did. It says not only that the $H_{n}$ are consistent in the aforementioned sense, but also that they are to be additive. So this is really an additional assumption which we should have included in our list.

> Exercise 11.1. It seems intuitively that the most general condition of consistency would be a functional equation which is satisfied by any monotonic increasing function of $H_{n}$. But this is ambiguous unless we say something about how the monotonic functions for different $n$ are to be related; is it possible to invoke the same function for all $n$ ? Carry out some new research in this field by investigating this matter; try either to find a possible form of the new functional equations, or to explain why this cannot be done.

At any rate, the next step is perfectly straightforward mathematics; let's see the full proof of Shannon's theorem, now dropping the unnecessary subscript on $H_{n}$.

We find the most general form of the composition law (11.7) for the case that there are $n$ mutually exclusive propositions $\left(A_{1}, \ldots, A_{n}\right)$, to which we assign probabilities $\left(p_{1}, \ldots, p_{n}\right)$. Instead of giving the probabilities for the $\left(A_{1}, \ldots, A_{n}\right)$ directly, we might group the first $k$ of them together as the proposition $\left(A_{1}+A_{2}+\cdots+A_{k}\right)$ and assign probability $w_{1}=\left(p_{1}+\cdots+p_{k}\right)$; then the next $m$ propositions are grouped into $\left(A_{k+1}+\cdots+A_{k+m}\right)$, to which we assign probability $w_{2}=\left(p_{k+1}+\cdots+p_{k+m}\right)$, etc. The amount of uncertainty as to the composite propositions is $H\left(w_{1}, \ldots, w_{r}\right)$.

Next we give the conditional probabilities $\left(p_{1} / w_{1}, \ldots, p_{k} / w_{1}\right)$ for the propositions $\left(A_{1}, \ldots, A_{k}\right)$, given that the composite proposition $\left(A_{1}+\cdots+A_{k}\right)$ is true. The additional uncertainty, encountered with probability $w_{1}$, is then $H\left(p_{1} / w_{1}, \ldots, p_{k} / w_{k}\right)$. Carrying this out for the composite propositions $\left(A_{k+1}+\cdots+A_{k+m}\right)$, etc., we arrive ultimately at the same state of knowledge as if the $\left(p_{1}, \ldots, p_{n}\right)$ had been given directly; so consistency requires that these calculations yield the same ultimate uncertainty, no matter how the choices were broken down. Thus we have

$$
\begin{align*}
H\left(p_{1}, \ldots, p_{n}\right)=H\left(w_{1}, \ldots, w_{r}\right) & +w_{1} H\left(\frac{p_{1}}{w_{1}}, \ldots, \frac{p_{k}}{w_{1}}\right) \\
& +w_{2} H\left(\frac{p_{k+1}}{w_{2}}, \ldots, \frac{p_{k+m}}{w_{2}}\right)+\cdots, \tag{11.8}
\end{align*}
$$

which is the general form of the functional equation (11.7). For example,

$$
\begin{equation*}
H\left(\frac{1}{2}, \frac{1}{3}, \frac{1}{6}\right)=H\left(\frac{1}{2}, \frac{1}{2}\right)+\frac{1}{2} H\left(\frac{2}{3}, \frac{1}{3}\right) . \tag{11.9}
\end{equation*}
$$

Since $H\left(p_{1}, \ldots, p_{n}\right)$ is to be continuous, it will suffice to determine it for all rational values

$$
\begin{equation*}
p_{i}=\frac{n_{i}}{\sum n_{i}} \tag{11.10}
\end{equation*}
$$

with $n_{i}$ integers. But then (11.8) determines the function $H$ already in terms of the quantities $h(n) \equiv H(1 / n, 1 / n, \ldots, 1 / n)$ which measure the 'amount of uncertainty' for the case of $n$ equally likely alternatives. For we can regard a choice of one of the alternatives $\left(A_{1}, \ldots, A_{n}\right)$
as the first step in the choice of one of

$$
\begin{equation*}
\sum_{i=1}^{n} n_{i} \tag{11.11}
\end{equation*}
$$

equally likely alternatives in the manner just described, the second step of which is also a choice between $n_{i}$ equally likely alternatives. As an example, with $n=3$, we might choose $n_{1}=3, n_{2}=4, n_{3}=2$. For this case the composition law (11.8) becomes

$$
\begin{equation*}
h(9)=H\left(\frac{3}{9}, \frac{4}{9}, \frac{2}{9}\right)+\frac{3}{9} h(3)+\frac{4}{9} h(4)+\frac{2}{9} h(2) . \tag{11.12}
\end{equation*}
$$

For a general choice of the $n_{i},(11.8)$ reduces to

$$
\begin{equation*}
h\left(\sum n_{i}\right)=H\left(p_{1}, \ldots, p_{n}\right)+\sum_{i} p_{i} h\left(n_{i}\right) . \tag{11.13}
\end{equation*}
$$

Now we can choose all $n_{i}=m$; whereupon (11.13) collapses to

$$
\begin{equation*}
h(m n)=h(m)+h(n) \tag{11.14}
\end{equation*}
$$

Evidently, this is solved by setting

$$
\begin{equation*}
h(n)=K \log (n) \tag{11.15}
\end{equation*}
$$

where $K$ is a constant. But is this solution unique? If $m, n$ were continuous variables, this would be easy to answer; differentiate with respect to $m$, set $m=1$, and integrate the resulting differential equation with the initial condition $h(1)=0$ evident from (11.14), and you have proved that (11.15) is the only solution. But in our case, (11.14) need hold only for integer values of $m, n$; and this elevates the problem from a trivial one of analysis to an interesting little exercise in number theory.

Firstly, note that (11.15) is no longer unique; in fact, (11.14) has an infinite number of solutions for integer $m, n$. Each positive integer $N$ has a unique decomposition into prime factors; and so, by repeated application of (11.14), we can express $h(N)$ in the form $\sum_{i} m_{i} h\left(q_{i}\right)$, where $q_{i}$ are the prime numbers and $m_{i}$ are the non-negative integers. Thus we can specify $h\left(q_{i}\right)$ arbitrarily for the prime numbers $q_{i}$, whereupon (11.14) is just sufficient to determine $h(N)$ for all positive integers.

To get any unique solution for $h(n)$, we have to add our qualitative requirement that $h(n)$ be monotonic increasing in $n$. To show this, note first that (11.14) may be extended by induction:

$$
\begin{equation*}
h(n m r \cdots)=h(n)+h(m)+h(r)+\cdots, \tag{11.16}
\end{equation*}
$$

and setting the factors equal in the $k$ th order extension gives

$$
\begin{equation*}
h\left(n^{k}\right)=k h(n) \tag{11.17}
\end{equation*}
$$

Now let $t, s$ be any two integers not less than 2 . Then, for arbitrarily large $n$, we can find an integer $m$ such that

$$
\begin{equation*}
\frac{m}{n} \leq \frac{\log (t)}{\log (s)}<\frac{m+1}{n}, \quad \text { or } \quad s^{m} \leq t^{n}<s^{m+1} \tag{11.18}
\end{equation*}
$$

Since $h$ is monotonic increasing, $h\left(s^{m}\right) \leq h\left(t^{n}\right) \leq h\left(s^{m+1}\right)$; or, from (11.17),

$$
\begin{equation*}
m h(s) \leq n h(t) \leq(m+1) h(s) \tag{11.19}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\frac{m}{n} \leq \frac{h(t)}{h(s)} \leq \frac{m+1}{n} \tag{11.20}
\end{equation*}
$$

Comparing (11.18) and (11.20), we see that

$$
\begin{equation*}
\left|\frac{h(t)}{h(s)}-\frac{\log (t)}{\log (s)}\right| \leq \frac{1}{n}, \quad \text { or } \quad\left|\frac{h(t)}{\log (t)}-\frac{h(s)}{\log (s)}\right| \leq \epsilon \tag{11.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon \equiv \frac{h(s)}{n \log (t)} \tag{11.22}
\end{equation*}
$$

is arbitrarily small. Thus $h(t) / \log (t)$ must be a constant, and the uniqueness of (11.15) is proved.

Now, different choices of $K$ in (11.15) amount to the same thing as taking logarithms to different bases; so if we leave the base arbitrary for the moment, we can just as well write $h(n)=\log (n)$. Substituting this into (11.13), we have Shannon's theorem: The only function $H\left(p_{1}, \ldots, p_{n}\right)$ satisfying the conditions we have imposed on a reasonable measure of 'amount of uncertainty' is

$$
\begin{equation*}
H\left(p_{1}, \ldots, p_{n}\right)=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right) \tag{11.23}
\end{equation*}
$$

Accepting this interpretation, it follows that the distribution $\left(p_{1}, \ldots, p_{n}\right)$ which maximizes (11.23), subject to constraints imposed by the available information, will represent the 'most honest' description of what the robot knows about the propositions ( $A_{1}, \ldots, A_{n}$ ). The only arbitrariness is that we have the option of taking the logarithm to any base we please, corresponding to a multiplicative constant in $H$. This, of course, has no effect on the values of $\left(p_{1}, \ldots, p_{n}\right)$ which maximize $H$.

As in Chapter 2, we note the logic of what has and has not been proved. We have shown that use of the measure (11.23) is a necessary condition for consistency; but, in accordance with Gödel's theorem, one cannot prove that it actually is consistent unless we move out into some as yet unknown region beyond that used in our proof. From the above argument, given originally in Jaynes (1957a) and leaning heavily on Shannon, we conjectured that any other choice of 'information measure' will lead to inconsistencies if carried far enough; and a direct proof of this was found subsequently by Shore and Johnson (1980) using
an argument entirely independent of ours. Many years of use of the maximum entropy principle (variously abbreviated to PME, MEM, MENT, MAXENT by various writers) has not revealed any inconsistency; and of course we do not believe that one will ever be found.

The function $H$ is called the entropy, or, better, the information entropy of the distribution $\left\{p_{i}\right\}$. This is an unfortunate terminology, which now seems impossible to correct. We must warn at the outset that the major occupational disease of this field is a persistent failure to distinguish between the information entropy, which is a property of any probability distribution, and the experimental entropy of thermodynamics, which is instead a property of a thermodynamic state as defined, for example by such observed quantities as pressure, volume, temperature, magnetization, of some physical system. They should never have been called by the same name; the experimental entropy makes no reference to any probability distribution, and the information entropy makes no reference to thermodynamics. ${ }^{2}$ Many textbooks and research papers are flawed fatally by the author's failure to distinguish between these entirely different things, and in consequence proving nonsense theorems.

We have seen the mathematical expression $\sum p \log (p)$ appearing incidentally in several previous chapters, generally in connection with the multinomial distribution; now it has acquired a new meaning as a fundamental measure of how uniform a probability distribution is.

Exercise 11.2. Prove that any change in the direction of equalizing two probabilities will increase the information entropy. That is, if $p_{i}<p_{j}$, then the change $p_{i} \rightarrow p_{i}+\epsilon$, $p_{j} \rightarrow p_{j}-\epsilon$, where $\epsilon$ is infinitesimal and positive, will increase $H\left(p_{1}, \ldots, p_{n}\right)$ by an amount proportional to $\epsilon$. Applying this repeatedly, it follows that the maximum attainable entropy is one for which all the differences $\left|p_{i}-p_{j}\right|$ are as small as possible. This shows also that information entropy is a global property, not a local one; a difference $\left|p_{i}-p_{j}\right|$ has just as great an effect on entropy whether $|i-j|$ is 1 or 1000 .

Although the above demonstration appears satisfactory mathematically, it is not yet in completely satisfactory form conceptually. The functional equation (11.7) does not seem quite so intuitively compelling as our previous ones did. In this case, the trouble is probably that we have not yet learned how to verbalize the argument leading to (11.7) in a fully convincing manner. Perhaps this will inspire others to try their hand at improving the verbiage that we used just before writing (11.7). Then it is comforting to know that there are several other possible arguments, like the aforementioned one of Shore and Johnson, which also lead uniquely to the same conclusion (11.23). We note another of them.

### 11.4 The Wallis derivation

This resulted from a suggestion made to the writer in 1962 by Graham Wallis (although the argument we give differs slightly from his). We are given information $I$, which is to be used

[^81]in assigning probabilities $\left\{p_{1}, \ldots, p_{m}\right\}$ to $m$ different possibilities. We have a total amount of probability
\[

$$
\begin{equation*}
\sum_{i=1}^{m} p_{i}=1 \tag{11.24}
\end{equation*}
$$

\]

to allocate among them. Now, in judging the reasonableness of any particular allocation, we are limited to consideration of $I$ and the rules of probability theory; to call upon any other evidence would be to admit that we had not used all the available information in the first place.

The problem can also be stated as follows. Choose some integer $n \gg m$, and imagine that we have $n$ little 'quanta' of probability, each of magnitude $\delta=n^{-1}$, to distribute in any way we see fit. In order to ensure that we have a 'fair' allocation, in the sense that none of the $m$ possibilities shall knowingly be given either more or fewer of these quanta than it 'deserves', in the light of the information $I$, we might proceed as follows.

Suppose we were to scatter these quanta at random among the $m$ choices - you can make this a blindfolded penny-pitching game into $m$ equal boxes if you like. If we simply toss these 'quanta' of probability at random, so that each box has an equal probability of getting them, nobody can claim that any box is being unfairly favored over any other. If we do this, and the first box receives exactly $n_{1}$ quanta, and the second $n_{2}$, etc., we will say that the random experiment has generated the probability assignment

$$
\begin{equation*}
p_{i}=n_{i} \delta=\frac{n_{i}}{n}, \quad i=1,2, \ldots, m \tag{11.25}
\end{equation*}
$$

The probability that this will happen is the multinomial distribution

$$
\begin{equation*}
m^{-n} \frac{n!}{n_{1}!\cdots n_{m}!} \tag{11.26}
\end{equation*}
$$

Now imagine that a blindfolded friend repeatedly scatters the $n$ quanta at random among the $m$ boxes. Each time he does this we examine the resulting probability assignment. If it happens to conform to the information $I$, we accept it; otherwise we reject it and tell him to try again. We continue until some probability assignment $\left\{p_{1}, \ldots, p_{m}\right\}$ is accepted.

What is the most likely probability distribution to result from this game? From (11.26) it is the one which maximizes

$$
\begin{equation*}
W=\frac{n!}{n_{1}!\cdots n_{m}!} \tag{11.27}
\end{equation*}
$$

subject to whatever constraints are imposed by the information $I$. We can refine this procedure by choosing smaller quanta; i.e. large $n$. In this limit we have, by the Stirling approximation,

$$
\begin{equation*}
\log (n!)=n \log (n)-n+\sqrt{2 \pi n}+\frac{1}{12 n}+O\left(\frac{1}{n^{2}}\right) \tag{11.28}
\end{equation*}
$$

where $O\left(1 / n^{2}\right)$ denotes terms that tend to zero as $n \rightarrow \infty$, as $\left(1 / n^{2}\right)$ or faster. Using this result, and writing $n_{i}=n p_{i}$, we find easily that as $n \rightarrow \infty, n_{i} \rightarrow \infty$, in such a way that $n_{i} / n \rightarrow p_{i}=$ const.,

$$
\begin{equation*}
\frac{1}{n} \log (W) \rightarrow-\sum_{i=1}^{m} p_{i} \log \left(p_{i}\right)=H\left(p_{1}, \ldots, p_{m}\right) \tag{11.29}
\end{equation*}
$$

and, so, the most likely probability assignment to result from this game is just the one that has maximum entropy subject to the given information $I$.

You might object that this game is still not entirely 'fair', because we have stopped at the first acceptable result without seeing what other acceptable ones might also have turned up. In order to remove this objection, we can consider all possible acceptable distributions and choose the average $\overline{p_{i}}$ of them. But here the 'laws of large numbers' come to our rescue. We leave it as an exercise for the reader to prove that in the limit of large $n$, the overwhelming majority of all acceptable probability allocations that can be produced in this game are arbitrarily close to the maximum entropy distribution. ${ }^{3}$

From a conceptual standpoint, the Wallis derivation is quite attractive. It is entirely independent of Shannon's functional equations (11.8); it does not require any postulates about connections between probability and frequency; nor does it suppose that the different possibilities $\{1, \ldots, m\}$ are themselves the result of any repeatable random experiment. Furthermore, it leads automatically to the prescription that $H$ is to be maximized - and not treated in some other way - without the need for any quasi-philosophical interpretation of $H$ in terms of such a vague notion as 'amount of uncertainty'. Anyone who accepts the proposed game as a fair way to allocate probabilities that are not determined by the prior information is thereby led inexorably to the maximum entropy principle.

Let us stress this point. It is a big mistake to try to read too much philosophical significance into theorems which lead to (11.23). In particular, the association of the word 'information' with entropy expressions seems in retrospect quite unfortunate, because it persists in carrying the wrong connotations to so many people. Shannon himself, with prophetic insight into the reception his work would get, tried to play it down by pointing out immediately after stating the theorem that it was in no way necessary for the theory to follow. By this he meant that the inequalities which $H$ satisfies are already quite sufficient to justify its use; it does not really need the further support of the theorem, which deduces it from functional equations expressing intuitively the properties of 'amount of uncertainty'.

However, while granting that this is perfectly true, we would like now to show that if we do accept the expression for entropy, very literally, as the correct expression for the 'amount of uncertainty' represented by a probability distribution, this will lead us to a much more unified picture of probability theory in general. It will enable us to see that the principle of indifference, and many frequency connections of probability, are special cases

[^82]of a single principle, and that statistical mechanics, communication theory, and a mass of other applications are all instances of a single method of reasoning.

### 11.5 An example

Let's test this principle by seeing how it would work on the example discussed above, in which $m$ can take on only the values $1,2,3$, and $\bar{m}$ is given. We can use our Lagrange multiplier argument again to solve this problem; as in (11.2),

$$
\begin{equation*}
\delta\left[H-\lambda \sum_{m=1}^{3} m p_{m}-\mu \sum_{m=1}^{3} p_{m}\right]=\sum_{m=1}^{3}\left[\frac{\partial H}{\partial p_{m}}-\lambda m-\mu\right] \delta p_{m}=0 \tag{11.30}
\end{equation*}
$$

Now,

$$
\begin{equation*}
\frac{\partial H}{\partial p_{m}}=-\log \left(p_{m}\right)-1 \tag{11.31}
\end{equation*}
$$

so our solution is

$$
\begin{equation*}
p_{m}=\exp \left\{-\lambda_{0}-\lambda m\right\}, \tag{11.32}
\end{equation*}
$$

where $\lambda_{0} \equiv \mu+1$.
So the distribution which has maximum entropy, subject to a given average value, will be in exponential form, and we have to fit the constants $\lambda_{0}$ and $\lambda$ by forcing this to agree with the constraints that the sum of the $p$ 's must be one and the expectation value must be equal to the average $\bar{m}$ that we assigned. This is accomplished quite neatly if we define a function

$$
\begin{equation*}
Z(\lambda) \equiv \sum_{m=1}^{3} \exp \{-\lambda m\} \tag{11.33}
\end{equation*}
$$

which we called the partition function in Chapter 9. The equations (11.3) and (11.4) which fix our Lagrange multipliers take the form

$$
\begin{gather*}
\lambda_{0}=\log Z(\lambda),  \tag{11.34}\\
\bar{m}=-\frac{\partial \log Z(\lambda)}{\partial \lambda} . \tag{11.35}
\end{gather*}
$$

We find that $p_{1}(\bar{m}), p_{2}(\bar{m}), p_{3}(\bar{m})$ are given in parametric form by

$$
\begin{align*}
p_{k} & =\frac{\exp \{-k \lambda\}}{\exp \{-\lambda\}+\exp \{-2 \lambda\}+\exp \{-3 \lambda\}} \\
& =\frac{\exp \{(3-k) \lambda\}}{\exp \{2 \lambda\}+\exp \{\lambda\}+1}, \quad k=1,2,3  \tag{11.36}\\
\bar{m} & =\frac{\exp \{2 \lambda\}+2 \exp \{\lambda\}+3}{\exp \{2 \lambda\}+\exp \{\lambda\}+1} . \tag{11.37}
\end{align*}
$$

In a more complicated problem, we would just have to leave it in parametric form, but in this particular case we can eliminate the parameter $\lambda$ algebraically, leading to the explicit solution

$$
\begin{align*}
& p_{1}=\frac{3-\bar{m}-p_{2}}{2} \\
& p_{2}=\frac{1}{3}\left[\sqrt{4-3(\bar{m}-2)^{2}}-1\right]  \tag{11.38}\\
& p_{3}=\frac{\bar{m}-1-p_{2}}{2}
\end{align*}
$$

As a function of $\bar{m}, p_{2}$ is the arc of an ellipse which comes in with unit slope at the end points. $p_{1}$ and $p_{3}$ are also arcs of ellipses, but slanted one way and the other.

We have finally arrived here at a solution which meets the objections we had to the first two criteria. The maximum entropy distribution (11.36) has automatically the property $p_{k} \geq 0$ because the logarithm has a singularity at zero which we could never get past. It has, furthermore, the property that it never allows the robot to assign zero probability to any possibility unless the evidence forces that probability to be zero. ${ }^{4}$ The only place where a probability goes to zero is in the limit where $\bar{m}$ is exactly one or exactly three. But of course, in those limits, some probabilities did have to be zero by deductive reasoning, whatever principle we invoked.

### 11.6 Generalization: a more rigorous proof

The maximum entropy solution can be generalized in many ways. Suppose a variable $x$ can take on $n$ different discrete values $\left(x_{1}, \ldots, x_{n}\right)$, which correspond to the $n$ different propositions $\left(A_{1}, \ldots, A_{n}\right)$; and that there are $m$ different functions of $x$,

$$
\begin{equation*}
f_{k}(x), \quad 1 \leq k \leq m<n, \tag{11.39}
\end{equation*}
$$

and that we want them to have expectations

$$
\begin{equation*}
\left\langle f_{k}(x)\right\rangle=F_{k}, \quad 1 \leq k \leq m, \tag{11.40}
\end{equation*}
$$

where the $\left\{F_{k}\right\}$ are numbers given to us in the statement of the problem. What probabilities $\left(p_{1}, \ldots, p_{n}\right)$ will the robot assign to the possibilities $\left(x_{1}, \ldots, x_{n}\right)$ ? We shall have

$$
\begin{equation*}
F_{k}=\left\langle f_{k}(x)\right\rangle=\sum_{i=1}^{n} p_{i} f_{k}\left(x_{i}\right) \tag{11.41}
\end{equation*}
$$

and, to find the set of $p_{i}$ 's which has maximum entropy subject to all these constraints simultaneously, we introduce as many Lagrange multipliers as there are

[^83]constraints:
\[

$$
\begin{align*}
0 & =\delta\left[H-\left(\lambda_{0}-1\right) \sum_{i} p_{i}-\sum_{j=1}^{m} \lambda_{j} \sum_{i} p_{i} f_{j}\left(x_{i}\right)\right] \\
& =\sum_{i}\left[\frac{\partial H}{\partial p_{i}}-\left(\lambda_{0}-1\right)-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right] \delta p_{i} . \tag{11.42}
\end{align*}
$$
\]

So from (11.23) our solution is the following:

$$
\begin{equation*}
p_{i}=\exp \left\{-\lambda_{0}-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\} \tag{11.43}
\end{equation*}
$$

as always, exponential in the constraints. The sum of all probabilities has to be unity, so

$$
\begin{equation*}
1=\sum_{i} p_{i}=\exp \left\{-\lambda_{0}\right\} \sum_{i} \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\} \tag{11.44}
\end{equation*}
$$

If we now define the partition function

$$
\begin{equation*}
Z\left(\lambda_{1} \cdots \lambda_{m}\right) \equiv \sum_{i=1}^{n} \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\} \tag{11.45}
\end{equation*}
$$

then (11.44) reduces to

$$
\begin{equation*}
\lambda_{0}=\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right) \tag{11.46}
\end{equation*}
$$

The average value $F_{k}$ must be equal to the expected value of $f_{x}(x)$ over the probability distribution

$$
\begin{equation*}
F_{k}=\exp \left\{-\lambda_{0}\right\} \sum_{i} f_{k}\left(x_{i}\right) \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\} \tag{11.47}
\end{equation*}
$$

or

$$
\begin{equation*}
F_{k}=-\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{k}} . \tag{11.48}
\end{equation*}
$$

The maximum value of the entropy is

$$
\begin{equation*}
H_{\max }=\left[-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right)\right]_{\max } \tag{11.49}
\end{equation*}
$$

and from (11.43) we find that

$$
\begin{equation*}
H_{\max }=\lambda_{0}+\sum_{j=1}^{m} \lambda_{j} F_{j} \tag{11.50}
\end{equation*}
$$

Now, these results open up so many new applications that it is important to have as rigorous a proof as possible. But to solve a maximization problem by variational means, as we just did, is not $100 \%$ rigorous. Our Lagrange multiplier argument has the nice feature that it
gives us the answer instantaneously. It has the bad feature that after we done it, we're not quite sure it is the answer. Suppose we wanted to locate the maximum of a function whose absolute maximum happened to occur at a cusp (discontinuity of slope) instead at a rounded top. Variational methods will locate some subsidiary rounded maxima, but they will not find the cusp. Even after we've proved that we have the highest value that can be reached by variational methods, it is possible that the function reaches a still higher value at some cusp that we can't locate by variational methods. There would always be a little grain of doubt remaining if we do only the variational problem.

So now we give an entirely different derivation which is strong just where the variational argument is weak. For this we need a lemma. Let $p_{i}$ be any set of numbers which could be a possible probability distribution; in other words,

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i}=1, \quad p_{i} \geq 0 \tag{11.51}
\end{equation*}
$$

and let $u_{i}$ be another possible probability distribution,

$$
\begin{equation*}
\sum_{i=1}^{n} u_{i}=1, \quad u_{i} \geq 0 \tag{11.52}
\end{equation*}
$$

Now,

$$
\begin{equation*}
\log (x) \leq(x-1), \quad 0 \leq x<\infty \tag{11.53}
\end{equation*}
$$

with equality if and only if $x=1$. Therefore,

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} \log \left(\frac{u_{i}}{p_{i}}\right) \leq \sum_{i=1}^{n} p_{i}\left(\frac{u_{i}}{p_{i}}-1\right)=0 \tag{11.54}
\end{equation*}
$$

or

$$
\begin{equation*}
H\left(p_{1}, \ldots, p_{n}\right) \leq \sum_{i=1}^{n} p_{i} \log \left(\frac{1}{u_{i}}\right) \tag{11.55}
\end{equation*}
$$

with equality if and only if $p_{i}=u_{i}, i=1, \ldots, n$. This is the lemma we need.
Now we simply pull a distribution $u_{i}$ out of the hat;

$$
\begin{equation*}
u_{i} \equiv \frac{1}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)} \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\}, \tag{11.56}
\end{equation*}
$$

where $Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is defined by (11.45). Never mind why we chose $u_{i}$ this particular way; we'll see why in a minute. We can now write the inequality (11.55) as

$$
\begin{equation*}
H \leq \sum_{i=1}^{n} p_{i}\left[\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)+\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right] \tag{11.57}
\end{equation*}
$$

or

$$
\begin{equation*}
H \leq \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)+\sum_{j=1}^{m} \lambda_{j}\left\langle f_{j}(x)\right\rangle . \tag{11.58}
\end{equation*}
$$

Now let the $p_{i}$ vary over the class of all possible probability distributions that satisfy the constraints (11.41). The right-hand side of (11.58) stays constant. Our lemma now says that $H$ attains its absolute maximum $H_{\max }$, making (11.58) an equality, if and only if the $p_{i}$ are chosen as the canonical distribution (11.56).

This is the rigorous proof, which is independent of the things that might happen if we try to do it as a variational problem. This argument is, as we see, strong just where the variational argument is weak. On the other hand, this argument is weak where the variational argument is strong, because we just had to pull the answer out of a hat in writing (11.56). We had to know the answer before we could prove it. If you have both arguments side by side, then you have the whole story.

### 11.7 Formal properties of maximum entropy distributions

Now we want to list the formal properties of the canonical distribution (11.56). This is a bad way to proceed in one sense because it all sounds very abstract and we don't see the connections to real problems. On the other hand, we get all the things we need a lot faster if we first become aware of all the formal properties that are in the theory; and then later go into specific physical problems and see that every one of these formal relations has many different useful meanings, depending on the particular problem.

The maximum attainable $H$ that we can obtain by holding these averages fixed depends, of course, on the average values we specified,

$$
\begin{equation*}
H_{\max }=S\left(F_{1}, \ldots, F_{m}\right)=\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)+\sum_{k=1}^{m} \lambda_{k} F_{k} . \tag{11.59}
\end{equation*}
$$

We can regard $H$ as a measure of the 'amount of the uncertainty' in any probability distribution. After we have maximized it, it becomes a function of the definite data of the problem $\left\{F_{i}\right\}$, and we'll call this maximum $S\left(F_{1}, \ldots, F_{m}\right)$ with a view to the original application in physics. It is still a measure of 'uncertainty', but it is uncertainty when all the information we have consists of just these numbers. It is completely 'objective' in the sense that it depends only on the given data of the problem, and not on anybody's personality or wishes.

If $S$ is to be a function only of $\left(F_{1}, \ldots, F_{m}\right)$, then in (11.59) the $Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ must also be thought of as functions of $\left(F_{1}, \ldots, F_{m}\right)$. At first, the $\lambda$ 's were just unspecified Lagrange multipliers, but eventually we will want to know what they are. If we choose different $\lambda_{i}$, we are writing down different probability distributions (11.56); and we saw in (11.48) that the averages over these distributions agree with the given averages $F_{k}$ if

$$
\begin{equation*}
F_{k}=\left\langle f_{k}\right\rangle=-\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{k}}, \quad k=1,2, \ldots, m \tag{11.60}
\end{equation*}
$$

Equation (11.60) is a set of $m$ simultaneous nonlinear equations which must be solved for the $\lambda$ 's in terms of the $F_{k}$. Generally, in a nontrivial problem, it is impractical to solve for the $\lambda$ 's explicitly (although there is a simple formal solution, (11.62), below). We leave the $\lambda_{k}$ where they are, expressing things in parametric form. Actually, this isn't such a tragedy, because the $\lambda$ 's usually turn out to have such important physical meanings that we are quite happy to use them as the independent variables. However, if we can evaluate the function $S\left(F_{1}, \ldots, F_{m}\right)$ explicitly, then we can give the $\lambda$ 's as explicit functions of the $\left\{F_{k}\right\}$ as follows.

Suppose we make a small change in one of the $F_{k}$; how does this change the maximum attainable $H$ ? We have, from (11.59),

$$
\begin{equation*}
\frac{\partial S\left(F_{1}, \ldots, F_{m}\right)}{\partial F_{k}}=\sum_{j=1}^{m}\left[\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{j}}\right]\left[\frac{\partial \lambda_{j}}{\partial F_{k}}\right]+\sum_{j=1}^{m} \frac{\partial \lambda_{j}}{\partial F_{k}} F_{k}+\lambda_{k} \tag{11.61}
\end{equation*}
$$

which, thanks to (11.60), collapses to

$$
\begin{equation*}
\lambda_{k}=\frac{\partial S\left(F_{1}, \ldots, F_{m}\right)}{\partial F_{k}} \tag{11.62}
\end{equation*}
$$

in which $\lambda_{k}$ is given explicitly.
Compare this equation with (11.60); one gives $F_{k}$ explicitly in terms of the $\lambda_{k}$, the other gives the $\lambda_{k}$ explicitly in terms of the $F_{k}$. Specifying $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ or $S\left(F_{1}, \ldots, F_{m}\right)$ are equivalent in the sense that each gives full information about the probability distribution. The complete story is contained in either function, and in fact (11.59) is just the Legendre transformation that takes us from one representative function to the other.

We can derive some more interesting laws simply by differentiating either (11.60) or (11.62). If we differentiate (11.60) with respect to $\lambda_{j}$, we obtain

$$
\begin{equation*}
\frac{\partial F_{k}}{\partial \lambda_{j}}=\frac{\partial^{2} \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{j} \partial \lambda_{k}}=\frac{\partial F_{j}}{\partial \lambda_{k}} \tag{11.63}
\end{equation*}
$$

because the second cross-derivatives of $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ are symmetric in $j$ and $k$. So, here is a general reciprocity law which will hold in any problem we do by maximizing the entropy. Likewise, if we differentiate (11.62) a second time, we have

$$
\begin{equation*}
\frac{\partial \lambda_{k}}{\partial F_{j}}=\frac{\partial^{2} S}{\partial F_{j} \partial F_{k}}=\frac{\partial \lambda_{j}}{\partial F_{k}}, \tag{11.64}
\end{equation*}
$$

another reciprocity law, which is, however, not independent of (11.63), because, if we define the matrices $A_{j k} \equiv \partial \lambda_{j} / \partial F_{k}, B_{j k} \equiv \partial F_{j} / \partial \lambda_{k}$, we see easily that they are inverse matrices: $A=B^{-1}, B=A^{-1}$. These reciprocity laws might appear trivial from the ease with which we derived them here; but when we get around to applications we'll see that they have highly nontrivial and nonobvious physical meanings. In the past, some of them were found by tedious means that made them seem mysterious and arcane.

Now let's consider the possibility that one of the functions $f_{k}(x)$ contains a parameter $\alpha$ which can be varied. If you want to think of applications, you can say $f_{k}\left(x_{i} ; \alpha\right)$ stands
for the $i$ th energy level of some system and $\alpha$ represents the volume of the system. The energy levels depend on the volume. Or, if it's a magnetic resonance system, you can say that $f_{k}\left(x_{i}\right)$ represents the energy of the $i$ th stationary state of the spin system and $\alpha$ represents the magnetic field $\mathbf{H}$ applied to it. Often we want to make a prediction of how certain quantities change as we change $\alpha$. We may want to calculate the pressure or the susceptibility. By the criterion of minimum mean-square error, the best estimate of the derivative would be the mean value over the probability distribution

$$
\begin{equation*}
\left\langle\frac{\partial f_{k}}{\partial \alpha}\right\rangle=\frac{1}{Z} \sum_{i} \exp \left\{-\lambda_{1} f_{1}\left(x_{i}\right)-\cdots-\lambda_{k} f_{k}\left(x_{i} ; \alpha\right)-\cdots-\lambda_{m} f_{m}\left(x_{i}\right)\right\} \frac{\partial f_{k}\left(x_{i}, \alpha\right)}{\partial \alpha} \tag{11.65}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\left\langle\frac{\partial f_{k}}{\partial \alpha}\right\rangle=-\frac{1}{\lambda_{k}} \frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right)}{\partial \alpha} \tag{11.66}
\end{equation*}
$$

In this derivation, we supposed that $\alpha$ appeared in only one function, $f_{k}$. If the same parameter is in several different $f_{k}$, then we verify easily that this generalizes to

$$
\begin{equation*}
\sum_{k=1}^{m} \lambda_{k}\left\langle\frac{\partial f_{k}}{\partial \alpha}\right\rangle=-\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right)}{\partial \alpha} \tag{11.67}
\end{equation*}
$$

This general rule contains, among other things, the equation of state of any thermodynamic system.

When we add $\alpha$ to the problem, both $Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right)$ and $S\left(F_{1}, \ldots, F_{k} ; \alpha\right)$ become functions of $\alpha$. If we differentiate $\log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right)$ or $S\left(F_{1}, \ldots, F_{k} ; \alpha\right)$, we get the same thing:

$$
\begin{equation*}
\frac{\partial S\left(F_{1}, \ldots, F_{k} ; \alpha\right)}{\partial \alpha}=-\sum_{k=1}^{m} \lambda_{k}\left\langle\frac{\partial f_{k}}{\partial \alpha}\right\rangle=\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right)}{\partial \alpha} \tag{11.68}
\end{equation*}
$$

with one tricky point: in (11.68) we have to understand that in $\partial S\left(F_{1}, \ldots, F_{m} ; \alpha\right) / \partial \alpha$ we are holding the $F_{k}$ fixed, while in $\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha\right) / \partial \alpha$ we are holding the $\lambda_{k}$ fixed. The equality of these derivatives then follows from the Legendre transformation (11.59). Evidently, if there are several different parameters $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ in the problem, a relation of the form (11.68) will hold for each of them.

Now let's note some general 'fluctuation laws', or moment theorems. Firstly, a comment about notation: we were using the $F_{k}$ and $\left\langle f_{k}\right\rangle$ to stand for the same number. They are equal because we specified that the expectation values $\left\{\left\langle f_{1}\right\rangle, \ldots,\left\langle f_{m}\right\rangle\right\}$ are to be set equal to the given data $\left\{F_{1}, \ldots, F_{m}\right\}$. When we want to emphasize that these quantities are expectation values over the canonical distribution (11.56), we will use the notation $\left\langle f_{k}\right\rangle$. When we want to emphasize that they are the given data, we will call them $F_{k}$. At the moment, we want to do the former, and so the reciprocity law (11.63) can be written equally well as

$$
\begin{equation*}
\frac{\partial\left\langle f_{k}\right\rangle}{\partial \lambda_{j}}=\frac{\partial\left\langle f_{j}\right\rangle}{\partial \lambda_{k}}=\frac{\partial^{2} \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{j} \partial \lambda_{k}} \tag{11.69}
\end{equation*}
$$

In varying the $\lambda$ 's here, we were changing from one canonical distribution (11.56) to a slightly different one in which the $\left\langle f_{k}\right\rangle$ are slightly different. Since the new distribution corresponding to $\left(\lambda_{k}+\mathrm{d} \lambda_{k}\right)$ is still of canonical form, it is still a maximum entropy distribution corresponding to slightly different data $\left(F_{k}+\mathrm{d} F_{k}\right)$. Thus we are comparing two slightly different maximum entropy problems. For later physical applications it will be important to recognize this in interpreting the reciprocity law (11.69).

Now we want to show that the quantities in (11.69) also have an important meaning with reference to a single maximum entropy problem. In the canonical distribution (11.56), how are the different quantities $f_{k}(x)$ correlated with each other? More specifically, how are departures from their mean values $\left\langle f_{k}\right\rangle$ correlated? The measure of this is the covariance, or second central moments, of the distribution:

$$
\begin{align*}
\left\langle\left(f_{j}-\left\langle f_{j}\right\rangle\right)\left(f_{k}-\left\langle f_{k}\right\rangle\right)\right\rangle & =\left\langle f_{j} f_{k}-f_{j}\left\langle f_{k}\right\rangle-\left\langle f_{j}\right\rangle f_{k}+\left\langle f_{j}\right\rangle\left\langle f_{k}\right\rangle\right\rangle  \tag{11.70}\\
& =\left\langle f_{j} f_{k}\right\rangle-\left\langle f_{j}\right\rangle\left\langle f_{k}\right\rangle
\end{align*}
$$

If a value of $f_{k}$ greater than the average $\left\langle f_{k}\right\rangle$ is likely to be accompanied by a value of $f_{j}$ greater than its average $\left\langle f_{j}\right\rangle$, the covariance is positive; if they tend to fluctuate in opposite directions, it is negative; and if their variations are uncorrelated, the covariance is zero. If $j=k$, this reduces to the variance:

$$
\begin{equation*}
\left\langle\left(f_{k}-\left\langle f_{k}\right\rangle\right)^{2}\right\rangle=\left\langle f_{k}^{2}\right\rangle-\left\langle f_{k}\right\rangle^{2} \geq 0 \tag{11.71}
\end{equation*}
$$

To calculate these quantities directly from the canonical distribution (11.56), we can first find

$$
\begin{align*}
\left\langle f_{j} f_{k}\right\rangle & =\frac{1}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)} \sum_{i=1}^{n} f_{j}\left(x_{i}\right) f_{k}\left(x_{i}\right) \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\} \\
& =\frac{1}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)} \sum_{i=1}^{n} \frac{\partial^{2}}{\partial \lambda_{j} \partial \lambda_{k}} \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\}  \tag{11.72}\\
& =\frac{1}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)} \frac{\partial^{2} Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{j} \partial \lambda_{k}} .
\end{align*}
$$

Then, using (11.60), the covariance becomes

$$
\begin{equation*}
\left\langle f_{j} f_{k}\right\rangle-\left\langle f_{j}\right\rangle\left\langle f_{k}\right\rangle=\frac{1}{Z} \frac{\partial^{2} Z}{\partial \lambda_{j} \partial \lambda_{k}}-\frac{1}{Z^{2}} \frac{\partial Z}{\partial \lambda_{j}} \frac{\partial Z}{\partial \lambda_{k}}=\frac{\partial^{2} \log Z}{\partial \lambda_{j} \partial \lambda_{k}} . \tag{11.73}
\end{equation*}
$$

But this is just the quantity (11.69); therefore the reciprocity law takes on a bigger meaning,

$$
\begin{equation*}
\left\langle f_{j} f_{k}\right\rangle-\left\langle f_{j}\right\rangle\left\langle f_{k}\right\rangle=-\frac{\partial\left\langle f_{j}\right\rangle}{\partial \lambda_{k}}=-\frac{\partial\left\langle f_{k}\right\rangle}{\partial \lambda_{j}} . \tag{11.74}
\end{equation*}
$$

The second derivatives of $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ which gave us the reciprocity law also give us the covariance of $f_{j}$ and $f_{k}$ in our distribution.

Note that (11.74) is in turn only a special case of a more general rule. Let $q(x)$ be any function; then the covariance with $f_{k}(x)$ is, as can be easily verified,

$$
\begin{equation*}
\left\langle q f_{k}\right\rangle-\langle q\rangle\left\langle f_{k}\right\rangle=-\frac{\partial\langle q\rangle}{\partial \lambda_{k}} \tag{11.75}
\end{equation*}
$$

Exercise 11.3. From comparing (11.60), (11.69) and (11.74), we might expect that still higher derivatives of $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ would correspond to higher central moments of the distribution (11.56). Check this conjecture by calculating the third and fourth central moments in terms of $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$.
Hint: See Appendix C on the theory of cumulants.

For noncentral moments, it is customary to define a moment generating function

$$
\begin{equation*}
\Phi\left(\beta_{1}, \ldots, \beta_{m}\right) \equiv\left\langle\exp \left\{\sum_{j=1}^{m} \beta_{j} f_{j}\right\}\right\rangle \tag{11.76}
\end{equation*}
$$

which evidently has the property

$$
\begin{equation*}
\left\langle f_{i}^{m_{i}} f_{j}^{m_{j}} \cdots\right\rangle=\left.\left(\frac{\partial^{m_{i}}}{\partial \beta_{i}^{m_{i}}} \frac{\partial^{m_{j}}}{\partial \beta_{j}^{m_{j}}} \cdots\right) \Phi\left(\beta_{1}, \ldots, \beta_{m}\right)\right|_{\beta_{k}=0} \tag{11.77}
\end{equation*}
$$

However, we find from (11.76),

$$
\begin{equation*}
\Phi\left(\beta_{1}, \ldots, \beta_{m}\right)=\frac{Z\left(\left[\lambda_{1}-\beta_{1}\right], \ldots,\left[\lambda_{m}-\beta_{m}\right]\right)}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)} \tag{11.78}
\end{equation*}
$$

so that the partition function $Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ serves this purpose; instead of (11.77) we may write equally well

$$
\begin{equation*}
\left\langle f_{i}^{m_{i}} f_{j}^{m_{j}} \cdots\right\rangle=\frac{1}{Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}\left(\frac{\partial^{m_{i}}}{\partial \lambda_{i}^{m_{i}}} \frac{\partial^{m_{j}}}{\partial \lambda_{j}^{m_{j}}} \cdots\right) Z\left(\lambda_{1}, \ldots, \lambda_{m}\right) \tag{11.79}
\end{equation*}
$$

which is the generalization of (11.72).
Now, we might ask, what are the covariances of the derivatives of $f_{k}$ with respect to a parameter $\alpha$ ? Define

$$
\begin{equation*}
g_{k} \equiv \frac{\partial f_{k}}{\partial \alpha} \tag{11.80}
\end{equation*}
$$

then, for example, if $f_{k}$ is the energy and $\alpha$ is the volume then $-g_{k}$ is the pressure. We easily verify another reciprocity relation:

$$
\begin{equation*}
\frac{\partial\left\langle g_{j}\right\rangle}{\partial \lambda_{k}}=-\left[\left\langle g_{j} f_{k}\right\rangle-\left\langle g_{j}\right\rangle\left\langle g_{k}\right\rangle\right]=\frac{\partial\left\langle g_{k}\right\rangle}{\partial \lambda_{j}} \tag{11.81}
\end{equation*}
$$

analogous to (11.74). By a similar derivation, we find the identity

$$
\begin{equation*}
\sum_{j=1}^{m} \lambda_{j}\left[\left\langle g_{j} g_{k}\right\rangle-\left\langle g_{j}\right\rangle\left\langle g_{k}\right\rangle\right]=\left\langle\frac{\partial g_{k}}{\partial \alpha}\right\rangle-\frac{\partial\left\langle g_{k}\right\rangle}{\partial \alpha} \tag{11.82}
\end{equation*}
$$

We had found and used special cases of this for some time before realizing its generality.
Other derivatives of $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ are related to various moments of the $f_{k}$ and their derivatives with respect to $\alpha$. For example, closely related to (11.82) is

$$
\begin{equation*}
\frac{\partial^{2} \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \alpha^{2}}=\sum_{j k} \lambda_{j} \lambda_{k}\left[\left\langle g_{j} g_{k}\right\rangle-\left\langle g_{j}\right\rangle\left\langle g_{k}\right\rangle\right]-\sum_{k} \lambda_{k}\left\langle\frac{\partial g_{k}}{\partial \alpha}\right\rangle \tag{11.83}
\end{equation*}
$$

The cross-derivatives give us a simple and useful relation,

$$
\begin{equation*}
\frac{\partial^{2} \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \alpha \partial \lambda_{k}}=-\frac{\partial\left\langle f_{k}\right\rangle}{\partial \alpha}=\sum_{j} \lambda_{j}\left[\left\langle f_{k} g_{j}\right\rangle-\left\langle f_{k}\right\rangle\left\langle g_{j}\right\rangle\right]-\left\langle g_{k}\right\rangle, \tag{11.84}
\end{equation*}
$$

which also follows from (11.69) and (11.75); by taking further derivatives, an infinite hierarchy of similar moment relations is obtained. As we will see later, the above theorems have, as special cases, many relations, such as the Einstein fluctuation laws for black-body radiation and for density of a gas or liquid, the Nyquist voltage fluctuations, or 'noise' generated by a reversible electric cell, etc.

It is evident that if several different parameters $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ are present, relations of the above form will hold for each of them; and new ones such as

$$
\begin{equation*}
\frac{\partial^{2} \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \alpha_{1} \partial \alpha_{2}}=\sum_{k} \lambda_{k}\left\langle\frac{\partial^{2} f_{k}}{\partial \alpha_{1} \partial \alpha_{2}}\right\rangle-\sum_{k j} \lambda_{j} \lambda_{k}\left[\left\langle\frac{\partial f_{k}}{\partial \alpha_{1}} \frac{\partial f_{j}}{\partial \alpha_{2}}\right\rangle-\left\langle\frac{\partial f_{k}}{\partial \alpha_{1}}\right\rangle\left\langle\frac{\partial f_{j}}{\partial \alpha_{2}}\right\rangle\right] \tag{11.85}
\end{equation*}
$$

will appear.
The relationship between $\log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha_{1}, \ldots, \alpha_{r}\right)$ and $S\left(\left\langle f_{1}\right\rangle, \ldots,\left\langle f_{m}\right\rangle ;\right.$ $\alpha_{1}, \ldots, \alpha_{r}$ ) shows that they can all be stated also in terms of derivatives (i.e. variational properties) of $S$; see (11.59). In the case of $S$, however, there is a still more general and important variational property.

In (11.62) we supposed that the definitions of the functions $f_{k}(x)$ were fixed once and for all, the variation of $\left\langle f_{k}\right\rangle$ being due only to variations in the $p_{i}$. We now derive a more general variational statement in which both of these quantities are varied. Let $\delta f_{k}\left(x_{i}\right)$ be specified arbitrarily and independently for each value of $k$ and $i$, let $\delta\left\langle f_{k}\right\rangle$ be specified independently of the $\delta f_{k}\left(x_{i}\right)$, and consider the resulting change from one maximum entropy distribution $p_{i}$ to a slightly different one $p_{i}^{\prime}=p_{i}+\delta p_{i}$, the variations $\delta p_{i}$ and $\delta \lambda_{k}$ being determined in terms of $\delta f_{k}\left(x_{i}\right)$ and $\delta\left\langle f_{k}\right\rangle$ through the above equations. In other words, we are now considering two slightly different maximum entropy problems in which all conditions of the problem - including the definitions of the functions $f_{k}(x)$ on which it is based - are
varied arbitrarily. The variation in $\log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is

$$
\begin{align*}
\delta \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right) & =\frac{1}{Z} \sum_{i=1}^{n}\left[\sum_{k=1}^{m}\left[-\lambda_{k} \delta f_{k}\left(x_{i}\right)-\delta \lambda_{k} f_{k}\left(x_{i}\right)\right] \exp \left\{-\sum_{j=1}^{m} \lambda_{j} f_{j}\left(x_{i}\right)\right\}\right] \\
& =-\sum_{k=1}^{m}\left[\lambda_{k}\left\langle\delta f_{k}\right\rangle+\delta \lambda_{k}\left\langle f_{k}\right\rangle\right] \tag{11.86}
\end{align*}
$$

and thus from the Legendre transformation (11.59)

$$
\begin{equation*}
\delta S=-\sum_{k} \lambda_{k}\left[\delta\left\langle f_{k}\right\rangle-\left\langle\delta f_{k}\right\rangle\right], \quad \text { or } \quad \delta S=\sum_{k} \lambda_{k} \delta Q_{k} \tag{11.87}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta Q_{k} \equiv \delta\left\langle f_{k}\right\rangle-\left\langle\delta f_{k}\right\rangle=\sum_{i=1}^{n} f_{k}\left(x_{i}\right) \delta p_{i} \tag{11.88}
\end{equation*}
$$

This result, which generalizes (11.62), shows that the entropy $S$ is stationary not only in the sense of the maximization property which led to the canonical distribution (11.56); it is also stationary with respect to small variations in the functions $f_{k}\left(x_{i}\right)$ if the $p_{i}$ are held fixed.

As a special case of (11.87), suppose that the functions $f_{k}$ contain parameters $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ as in (11.85), which generate the $\delta f_{k}\left(x_{i}\right)$ by

$$
\begin{equation*}
\delta f_{k}\left(x_{i}, \alpha_{j}\right)=\sum_{j=1}^{r} \frac{\partial f_{k}\left(x_{i}, \alpha\right)}{\partial \alpha_{j}} \delta \alpha_{j} \tag{11.89}
\end{equation*}
$$

While $\delta Q_{k}$ is not in general the exact differential of any function $Q_{k}\left(\left\langle f_{i}\right\rangle ; \alpha_{j}\right)$, (11.87) shows that $\lambda_{k}$ is an integrating factor such that $\sum \lambda_{k} \delta Q_{k}$ is the exact differential of a 'state function' $S\left(\left\langle f_{i}\right\rangle ; \alpha_{j}\right)$. At this point, perhaps all this is beginning to sound familiar to those who have studied thermodynamics. Finally, we leave it for you to prove from (11.87) that

$$
\begin{equation*}
\sum_{k=1}^{m}\left\langle f_{k}\right\rangle \frac{\partial \lambda_{k}}{\partial \alpha}=0 \tag{11.90}
\end{equation*}
$$

where $\left\langle f_{1}\right\rangle, \ldots,\left\langle f_{r}\right\rangle$ are held constant in the differentiation.
Evidently, there's now a large new class of problems which we can ask the robot to do, which it can solve in rather a wholesale way. It first evaluates this partition function $Z$, or, better still, $\log Z$. Then, just by differentiating $\log Z$ with respect to all its arguments in every possible way, it obtains all sorts of predictions in the form of mean values over the maximum entropy distribution. This is quite a neat mathematical procedure, and, of course, you recognize what we have been doing here. These relations are all just the standard equations of statistical mechanics given to us by J. Willard Gibbs, but now in a disembodied form with all the physics removed.

Indeed, virtually all known thermodynamic relations, found over more than a century ago by the most diverse and difficult kinds of physical reasoning and experimentation, are now
seen as special cases of simple mathematical identities of the maximum entropy formalism. This makes it clear that those relations are actually independent of any particular physical assumptions and are properties of extended logic in general, giving us a new insight into why the relations of thermodynamics are so general, independent of the properties of any particular substance. Gibbs' statistical mechanics is historically the oldest application of the principle of maximum entropy and is still the most used (although many of its users are still unaware of its generality).

The maximum entropy mathematical formalism has a mass of other applications outside of physics. In Chapter 14 we work out the full numerical solution to a nontrivial problem of inventory control, and in Chapter 22 we give a highly nontrivial analytical solution of a problem of optimal encoding in communication theory. In a sense, once we have understood the maximum entropy principle as explained in this chapter, most applications of probability theory are seen as invoking it to assign the initial probabilities - whether called technically prior probabilities or sampling probabilities. Whenever we assign uniform prior probabilities, we can say truthfully that we are applying maximum entropy (although in that case the result is so simple and intuitive that we do not need any of the above formalism). As we saw in Chapter 7, whenever we assign a Gaussian sampling distribution, this is the same as applying maximum entropy for given first and second moments. And we saw in Chapter 9 that, whenever we assign a binomial sampling distribution, this is mathematically equivalent to assigning the uniform maximum entropy distribution on a deeper hypothesis space.

### 11.8 Conceptual problems - frequency correspondence

The principle of maximum entropy is basically a simple and straightforward idea, and, in the case that the given information consists of average values, it leads, as we have just seen, to a surprisingly concise mathematical formalism, since essentially everything is known if we can evaluate a single function $\log Z\left(\lambda_{1}, \ldots, \lambda_{m} ; \alpha_{1}, \ldots, \alpha_{r}\right)$. Nevertheless, it seems to generate some serious conceptual difficulties, particularly to people who have been trained to think of probability only in the frequency sense. Therefore, before turning to applications, we want to examine, and hopefully resolve, some of these difficulties. Here are some of the objections that have been raised against the principle of maximum entropy.
(A) If the only justification for the canonical distribution (11.56) is 'maximum uncertainty', that is a negative thing which can't possibly lead to any useful predictions; you can't get reliable results out of mere ignorance.
(B) The probabilities obtained by maximum entropy cannot be relevant to physical predictions because they have nothing to do with frequencies - there is absolutely no reason to suppose that distributions observed experimentally would agree with ones found by maximizing entropy.
(C) The principle is restricted to the case where the constraints are average values - but almost always the given data $\left\{F_{1}, \ldots, F_{n}\right\}$ are not averages over anything. They are definite measured numbers. When you set them equal to averages, $F_{k}=\left\langle f_{k}\right\rangle$, you are committing a logical contradiction, for the given data said that $f_{k}$ had the value $F_{k}$; yet you immediately write down a probability distribution that assigns nonzero probabilities to values of $f_{k} \neq F_{k}$.
(D) The principle cannot lead to any definite physical results because different people have different information, which would lead to different distributions - the results are basically arbitrary.

Objection (A) is, of course, nothing but a play on words. The 'uncertainty' was always there. Our maximizing the entropy did not create any 'ignorance' or 'uncertainty'; it is rather the means of determining quantitatively the full extent of the uncertainty already present. It is failure to do this - and as a result using a distribution that implies more knowledge than we really have - that would lead to unreliable conclusions.

Of course, the information put into the theory as constraints on our maximum entropy distribution, may be so meager - the distribution is so weakly constrained from the uninformative uniform one - that no reliable predictions can be made from it. But in that case, as we will see later, the theory automatically tells us this: if we emerge with a very broad probability distribution for some quantity $\theta$ (such as pressure, magnetization, electric current density, rate of diffusion, etc.), that is the robot's way of telling us: 'You haven't given me enough information to determine any definite prediction'. But if we get a very sharp distribution for $\theta$ (for example - and typical of what does happen in many real problems if the theory says the odds on $\theta$ being in the interval $\theta_{0}\left(1 \pm 10^{-6}\right)$ are greater than $\left.10^{10}: 1\right)$, then the given information was sufficient to make a very definite prediction.

In both cases, and in the intermediate ones, the distribution for $\theta$ always tells us just what conclusions we are entitled to draw about $\theta$, on the basis of the information which was put into the equations. If someone has additional cogent information, but fails to incorporate it into his calculation, the result is not a failure, only a misuse, of the maximum entropy method.

To answer objection (B), we show that the situation is vastly more subtle than that. The principle of maximum entropy has, fundamentally, nothing to do with any repeatable 'random experiment'. Some of the most important applications are to cases where the probabilities $p_{i}$ in (11.56) have no frequency connection - the $x_{i}$ are simply an enumeration of the possibilities, in the single situation being considered, as in the cars on the ferry problem.

Nothing prevents us, however, from applying the principle of maximum entropy also to cases where the $x_{i}$ are generated by successive repetitions of some experiment as in the dice problem; and, in this case, the question of the relationship between the maximum entropy probability $p\left(x_{i}\right)$ and the frequency with which $x_{i}$ is observed, is capable of mathematical analysis. We demonstrate that (1) in this case the maximum entropy probabilities do have a precise connection with frequencies; (2) in most real problems, however, this relation is unnecessary for the usefulness of the method; and (3) in fact, the principle of maximum entropy is most useful to us in just those cases where the observed frequencies do not agree with the maximum entropy probabilities.

Suppose now that the value of $x$ is determined by some random experiment; at each repetition of the experiment, the final result is one of the values $x_{i}, i=1,2, \ldots, n$; in the dice problem, $n=6$. But now, instead of asking for the probability $p_{i}$, let's ask an entirely different question: on the basis of the available information, what can we say about the relative frequencies $f_{i}$ with which the various $x_{i}$ occur?

Let the experiment consist of $N$ trials (we are particularly interested in the limit $N \rightarrow \infty$, because that is the situation contemplated in the usual frequency theory of probability), and let every conceivable sequence of results be analyzed. Each trial could give, independently, any one of the results $\left\{x_{1}, \ldots, x_{n}\right\}$, and so there are $n^{N}$ conceivable outcomes of the whole experiment. But many of these will be incompatible with the given information. (Let's suppose again that this consists of average values of several functions $f_{k}(x), k=1,2, \ldots, m$; in the end, it will be clear that the final conclusions are independent of whether it takes this form or some other.) We will, of course, assume that the result of the experiment agrees with this information - if it didn't, then the given information was false and we are doing the wrong problem. In the whole experiment, the results $x_{1}$ will be obtained $n_{1}$ times, $x_{2}$ will be obtained $n_{2}$ times, etc. Of course,

$$
\begin{equation*}
\sum_{i=1}^{n} n_{i}=N \tag{11.91}
\end{equation*}
$$

and if the specified mean values $F_{k}$ given to us are in fact observed in the actual experiment, we have the additional relation

$$
\begin{equation*}
\sum_{i=1}^{n} n_{i} f_{k}\left(x_{i}\right)=N F_{k}, \quad d=1,2, \ldots, m \tag{11.92}
\end{equation*}
$$

If $m<n-1,(11.91)$ and (11.92) are insufficient to determine the relative frequencies $f_{i}=n_{i} / N$. Nevertheless, we do have grounds for preferring some choices of the $f_{i}$ to others. For, out of the original $n^{N}$ conceivable outcomes, how many would lead to a given set of sample numbers $\left\{n_{1}, n_{2}, \ldots, n_{n}\right\}$ ? The answer is, of course, the multinomial coefficient

$$
\begin{equation*}
W=\frac{N!}{n_{1}!n_{2}!\cdots n_{n}!}=\frac{N!}{\left(N f_{1}\right)!\left(N f_{2}\right)!\cdots\left(N f_{n}\right)!} \tag{11.93}
\end{equation*}
$$

The set of frequencies $\left\{f_{1}, \ldots, f_{n}\right\}$ which can be realized in the greatest number of ways is therefore the one which maximizes $W$ subject to the constraints (11.91), (11.92). Now we can equally well maximize any monotonic increasing function of $W$, in particular $N^{-1} \log (W)$; but as $N \rightarrow \infty$ we have, as we saw already in (11.29),

$$
\begin{equation*}
\frac{1}{N} \log (W) \rightarrow-\sum_{i=1}^{n} f_{i} \log \left(f_{i}\right)=H_{f} \tag{11.94}
\end{equation*}
$$

So you see that, in (11.91), (11.92) and (11.94) we have formulated exactly the same mathematical problem as in the maximum entropy derivation, so the two problems will have the same solution. This argument is mathematically reminiscent of the Wallis derivation given in Section 11.4; and the same result could have been found as well by direct application of Bayes' theorem, assigning uniform prior probabilities over all the $n^{N}$ conceivable outcomes and passing to the limit $N \rightarrow \infty$.

You see also, in partial answer to objection (C), that this identity of the mathematical problems will persist whether or not the constraints take the form of mean values. If the given information does consist of mean values, then the mathematics is particularly neat,
leading to the partition function, etc. But, for given information which places any definite kind of constraint on the problem, we have the same conclusion: the probability distribution which maximizes the entropy is numerically identical with the frequency distribution which can be realized in the greatest number of ways.

The maximum in $W$ is, furthermore, enormously sharp. To show this, let $\left\{f_{1}, \ldots, f_{n}\right\}$ be the set of frequencies which maximizes $W$ and has entropy $H_{f}$; and let $\left\{f_{1}^{\prime}, \ldots, f_{n}^{\prime}\right\}$ be any other set of possible frequencies (that is, a set which satisfies the constraints (11.91), (11.92) and has entropy $H_{f^{\prime}}<H_{f}$ ). The ratio (number of ways in which $f_{i}$ could be realized)/(number of ways in which $f_{i}^{\prime}$ could be realized) grows asymptotically, according to (11.94), as

$$
\begin{equation*}
\frac{W}{W^{\prime}} \rightarrow \exp \left\{N\left(H_{f}-H_{f^{\prime}}\right)\right\} \tag{11.95}
\end{equation*}
$$

and passes all bounds as $N \rightarrow \infty$. Therefore, the frequency distribution predicted by maximum entropy can be realized experimentally in overwhelmingly more ways than can any other that satisfies the same constraints.

We have here another precise and quite general connection between probability and frequency; it had nothing to do with the definition of probability, but emerged as a mathematical consequence of probability theory, interpreted as extended logic. Another kind of connection between probability and frequency, whose precise mathematical statement is different in form, but which has the same practical consequences, will appear in Chapter 12.

Turning to objection (C), our purpose in imposing constraints is to incorporate certain information into our probability distribution. Now, what does it mean to say that a probability distribution 'contains' some information? We take this as meaning that the information can be extracted from it by using the usual rule for estimating the expectation. Usually, the datum $F_{k}$ is of unknown accuracy, and so using it to constrain only the $\left\langle F_{k}\right\rangle$ is just the process of being honest, leaving the width of the distribution for $f_{k}(x)$ to be determined by the range and density of the set of possibilities $x_{i}$. But if we do have independent information about the accuracy of $F_{1}$, that can be incorporated by adding a new constraint on $\left\langle f_{1}\left(x_{i}\right)^{2}\right\rangle$; the formalism already allows for this. But this seldom makes any substantive difference in the final conclusions, because the variance of the maximum entropy distribution for $f_{1}(x)$ is usually small compared with any reasonable mean-square experimental error.

Now let's turn to objection (D) and analyze the situation with some care, because it is perhaps the most common of all of them. Does the above connection between probability and frequency justify our predicting that the maximum entropy distribution will in fact be observed as a frequency distribution in a real experiment? Clearly not, in the sense of deductive proof; for, just as objection (D) points out, we have to concede that different people may have different amounts of information, which will lead them to writing down different distributions, which make different predictions of observable facts, and they can't all be right. But this misses the point about what we are trying to do; let's look at it more closely.

Consider a specific case: $\mathrm{Mr} A$ imposes constraints on the mean values $\left\langle f_{1}(x)\right\rangle,\left\langle f_{2}(x)\right\rangle$ to agree with his data $F_{1}, F_{2}$. Mr $B$, better informed, imposes in addition a constraint on $\left\langle f_{3}(x)\right\rangle$ to agree with his extra datum $F_{3}$. Each sets up a maximum entropy distribution on the basis of his information. Since Mr $B$ 's entropy is maximized subject to one further constraint, we will have

$$
\begin{equation*}
S_{B} \leq S_{A} \tag{11.96}
\end{equation*}
$$

Suppose that Mr $B$ 's extra information was redundant, in the sense that it was only what $\mathrm{Mr} A$ would have predicted from his distribution. Now, Mr $A$ has maximized his entropy with respect to all variations of the probability distribution which hold $\left\langle f_{1}\right\rangle,\left\langle f_{2}\right\rangle$ fixed at the specified values $F_{1}, F_{2}$. Therefore, he has a fortiori maximized it with respect to the smaller class of variations which also hold $\left\langle f_{3}\right\rangle$ fixed at the value finally attained. Therefore Mr $A$ 's distribution also solves $\mathrm{Mr} B$ 's problem in this case; $\lambda_{3}=0$, and $\mathrm{Mr} A$ and $\mathrm{Mr} B$ have identical probability distributions. In this case, and only in this case, we have equality in (11.96).

From this we learn two things. (1) Two people with different given information do not necessarily arrive at different maximum entropy distributions; this is the case only when Mr $B$ 's extra information was 'surprising' to $\mathrm{Mr} A$. (2) In setting up a maximum entropy problem, it is not necessary to determine whether the different pieces of information used are independent: any redundant information will not be 'counted twice', but will drop out of the equations automatically. Indeed, this not only agrees with our basic desideratum that $A A=A$ in Boolean algebra; it would be true of any variational principle (imposing a new constraint cannot change the solution if the old solution already satisfied that constraint).

Now suppose the opposite extreme: Mr $B$ 's extra information was logically contradictory to what $\mathrm{Mr} A$ knows. For example, it might turn out that $f_{3}(x)=f_{1}(x)+2 f_{2}(x)$, but $\mathrm{Mr} B$ 's data failed to satisfy $F_{3}=F_{1}+2 F_{2}$. Evidently, there is no probability distribution that fits Mr $B$ 's supposed data. How does our robot tell us this? Mathematically, you will then find that the equations

$$
\begin{equation*}
F_{k}=-\frac{\partial \log Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}{\partial \lambda_{k}} \tag{11.97}
\end{equation*}
$$

have no simultaneous solution with real $\lambda_{k}$. In the example just mentioned,

$$
\begin{align*}
Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) & =\sum_{i=1}^{n} \exp \left\{-\lambda_{1} f_{1}\left(x_{i}\right)-\lambda_{2} f_{2}\left(x_{i}\right)-\lambda_{3} f_{3}\left(x_{i}\right)\right\} \\
& =\sum_{i=1}^{n} \exp \left\{-\left(\lambda_{1}+\lambda_{3}\right) f_{1}\left(x_{i}\right)-\left(\lambda_{2}+2 \lambda_{3}\right) f_{2}\left(x_{i}\right)\right\} \tag{11.98}
\end{align*}
$$

and so

$$
\begin{equation*}
\frac{\partial Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}{\partial \lambda_{3}}=\frac{\partial Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}{\partial \lambda_{1}}+2 \frac{\partial Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)}{\partial \lambda_{2}} \tag{11.99}
\end{equation*}
$$

and so (11.97) cannot have solutions for $\lambda_{1}, \lambda_{2}, \lambda_{3}$ unless $F_{3}=F_{1}+2 F_{2}$. So, when a new piece of information logically contradicts previous information, the principle of maximum entropy breaks down, as it should, refusing to give us any distribution at all.

The most interesting case is the intermediate one where Mr $B$ 's extra information was neither redundant nor contradictory. He then finds a maximum entropy distribution different from that of Mr $A$, and the inequality holds in (11.96), indicating that Mr $B$ 's extra information was 'useful' in further narrowing down the range of possibilities allowed by $\mathrm{Mr} A$ 's information. The measure of this range is just $W$; and from (11.95) we have asymptotically

$$
\begin{equation*}
\frac{W_{A}}{W_{B}} \sim \exp \left\{N\left(S_{A}-S_{B}\right)\right\} \tag{11.100}
\end{equation*}
$$

For large $N$, even a slight decrease in the entropy leads to an enormous decrease in the number of possibilities.

Suppose now that we start performing the experiment with $\mathrm{Mr} A$ and $\mathrm{Mr} B$ watching. Since $\mathrm{Mr} A$ predicts a mean value $\left\langle f_{3}\right\rangle$ different from the correct one known to $\mathrm{Mr} B$, it is clear that the experimental distribution cannot agree in all respects with $\mathrm{Mr} A$ 's prediction. We cannot be sure in advance that it will agree with Mr $B$ 's prediction either, for there may be still further constraints on $f_{4}(x), f_{5}(x), \ldots$, etc. operating in the experiment unknown to $\mathrm{Mr} B$.

The property demonstrated above justifies the following weaker statement of frequency correspondence: If the information incorporated into the maximum entropy analysis includes all the constraints actually operating in the random experiment, then the distribution predicted by maximum entropy is overwhelmingly the most likely to be observed experimentally. Indeed, most frequency distributions observed in Nature are maximum entropy distributions, simply because they can be realized in so many more ways than can any other.

Conversely, suppose the experiment fails to confirm the maximum entropy prediction, and this disagreement persists indefinitely on repetition of the experiment. Then, since by hypothesis the data $F_{i}$ were true if incomplete, we will conclude that the physical mechanism of the experiment must contain some additional constraint which was not taken into account in the maximum entropy calculation. The observed deviations then provide a clue as to the nature of this new constraint. In this way, $\mathrm{Mr} A$ can discover empirically that his information was incomplete.

In summary, the principle of maximum entropy is not an oracle telling which predictions must be right; it is a rule for inductive reasoning that tells us which predictions are most strongly indicated by our present information.

### 11.9 Comments

The little scenario just described in Section 11.8 is an accurate model of just what did happen in one of the most important applications of statistical analysis, carried out by J. Willard Gibbs. By the year 1901 it was known that, in classical statistical mechanics, use of the canonical ensemble (which Gibbs derived as the maximum entropy distribution over the
classical state space, or phase volume, based on a specified mean value of the energy) failed to predict some thermodynamic properties (heat capacities, equation of state) correctly. Analysis of the data showed that the entropy of a real physical system was always less than the value predicted. At that time, therefore, Gibbs was in just the position of $\mathrm{Mr} A$ in the scenario, and the conclusion was that the microscopic laws of physics must involve some additional constraint not contained in the laws of classical mechanics.

But Gibbs died in 1903, and it was left to others to find the nature of this constraint; first by Planck, in the case of radiation, then by Einstein and Debye for solids, and finally by Bohr for isolated atoms. The constraint consisted in the discreteness of the possible energy values, thenceforth called energy levels. By 1927, the mathematical theory by which these could be calculated from first principles had been developed by Heisenberg and Schrödinger.

Thus, it is an historical fact that the first clues indicating the need for the quantum theory, and indicating some necessary features of the new theory, were uncovered by a seemingly 'unsuccessful' application of the principle of maximum entropy. We may expect that such things will happen again in the future, and this is the basis of the remark that the principle of maximum entropy is most useful to us in just those cases where it fails to predict the correct experimental facts. This illustrates the real nature, function, and value of inductive reasoning in science; an observation that was stressed also by Jeffreys (see 1957 edition of Jeffreys, 1931).

Gibbs (1902) wrote his probability density in phase space in the form

$$
\begin{equation*}
w\left(q_{1}, \ldots, q_{n} ; p_{1}, \ldots, p_{n}\right)=\exp \left\{\eta\left(q_{1}, \ldots, q_{n}\right)\right\} \tag{11.101}
\end{equation*}
$$

and called the function $\eta$ the 'index of probability of phase'. He derived his canonical and grand canonical ensembles from constraints on average energy, and average energy and particle numbers, respectively, as (Gibbs, 1902, p. 143) 'the distribution in phase which without violating this condition gives the least value of the average index of probability of phase $\bar{\eta} \ldots$. This is, of course, just what we would describe today as maximizing the entropy subject to constraints.

Unfortunately, Gibbs' work was left unfinished due to failing health. He did not give any clear explanation, and we can only conjecture whether he possessed one, as to why this particular function is to be maximized in preference to all others. Consequently, his procedure appeared arbitrary to many, and for 60 years there was confusion and controversy over the justification for Gibbs' methods; they were rejected summarily by some writers on statistical mechanics, and treated with the greatest caution by others. Only with the work of Shannon (1948) could one see the way to new thinking on a fundamental level. These historical matters are discussed in more detail in Jaynes (1967) and Jaynes (1992b).

# Ignorance priors and transformation groups 

Ignorance is preferable to error and he is less remote from the truth who believes nothing than he who believes what is wrong.

Thomas Jefferson (1781)

The problem of translating prior information uniquely into a prior probability assignment represents the as yet unfinished half of probability theory, though the principle of maximum entropy in the preceding chapter provides one important tool. It is unfinished because it has been rejected for many decades by those who were unable to conceive of a probability distribution as representing information; but, just because of that long neglect, many current scientific, engineering, economic, and environmental problems are today calling out for new solutions to this problem, without which important new applications cannot proceed.

### 12.1 What are we trying to do?

It is curious that, even when different workers are in substantially complete agreement on what calculations should be done, they may have radically different views as to what we are actually doing and why we are doing it. For example, there is a large Bayesian community, whose members call themselves 'subjective Bayesians', who have settled into a position intermediate between 'orthodox' statistics and the theory expounded here. Their members have had, for the most part, standard orthodox training; but then they saw the absurdities in it and defected from the orthodox philosophy, while retaining the habits of orthodox terminology and notation.

These habits of expression put subjective Bayesians under a severe handicap. While perceiving that probabilities cannot represent only frequencies, they still regard sampling probabilities as representing frequencies of 'random variables'. But for them prior and posterior probabilities represent only private opinions, which are to be updated, in accordance with de Finetti's principle of coherence. Fortunately, this leads to the Bayesian algorithm, so we do the same calculations.

Subjective Bayesians face an awkward ambiguity at the beginning of a problem, when one assigns prior probabilities. If these represent merely prior opinions, then they are basically arbitrary and undefined; it seems that only private introspection could assign them, and
different people will make different assignments. Yet most subjective Bayesians continue to use a language which implies that there exists some unknown 'true' prior probability distribution in a real problem. In our view, problems of inference are ill-posed until we recognize three essential things.
(A) The prior probabilities represent our prior information, and are to be determined, not by introspection, but by logical analysis of that information.
(B) Since the final conclusions depend necessarily on both the prior information and the data, it follows that, in formulating a problem, one must specify the prior information to be used just as fully as one specifies the data.
(C) Our goal is that inferences are to be completely 'objective' in the sense that two persons with the same prior information must assign the same prior probabilities.

If one fails to specify the prior information, a problem of inference is just as ill-posed as if one had failed to specify the data. Indeed, since the time of Laplace, applications of probability theory have been hampered by difficulties in the treatment of prior information. In realistic problems of inference, it is typical that we have cogent prior information, highly relevant to the question being asked; to fail to take it into account is to commit the most obvious inconsistency of reasoning, and it may lead to absurd or dangerously misleading results.

Having specified the prior information, we then have the problem of translating that information into a specific prior probability assignment. It is this formal translation process that represents fully half of probability theory, as it is needed for real applications; yet it is entirely absent from orthodox statistics, and only dimly perceived in subjective Bayesian theory.

Just as zero is the natural starting point in adding a column of numbers, the natural starting point in translating a number of pieces of prior information is the state of complete ignorance. In the previous chapter we have seen that for discrete probabilities the principle of maximum entropy tells us, in agreement with our obvious intuition, that complete ignorance, but for specification of a finite set of possibilities, is represented by a uniform prior probability assignment. For continuous probabilities the problem is much more difficult, because intuition fails us and we must resort to formal desiderata and principles. In this chapter we examine the use of the mathematical tool of transformation groups for this purpose.

Some object to the very attempt to represent complete ignorance, on the grounds that a state of complete ignorance does not 'exist'. We would reply that a perfect triangle does not exist either; nevertheless, a surveyor who was ignorant of the properties of perfect triangles would not be competent to do his job. Complete ignorance is, for us, an ideal limiting case of real prior information, in exactly the same sense that a perfect triangle is an ideal limiting case of the real triangles made by surveyors. If we have not learned how to deal with complete ignorance, we are hardly in a position to solve a real problem.

The relatively simple problems examined up till now could be dealt with by reasonable common sense, which could see, nearly always, what the prior ought to be. When we advance to more complicated problems, a formal theory of how to find ignorance priors becomes more and more necessary. The principle of maximum entropy suffices in many cases, but other
principles such as transformation groups, marginalization theory, and coding theory, should also be available in our toolbox. In this chapter we develop the method of transformation groups. Before beginning that development, we first, as a way of introduction, discuss the principle of maximum entropy for continuous distributions, and show how this naturally leads to the idea of assigning distributions to represent complete ignorance.

### 12.2 Ignorance priors

Thus far we have considered the principle of maximum entropy only for the, discrete case and have seen that, if the distribution sought can be regarded as having been produced by a random experiment, there is a correspondence property between probability and frequency, and the results are consistent with other principles of probability theory. However, nothing in the mathematics requires that any random experiment be in fact performed or conceivable; and so we interpret the principle in the broadest sense which gives it the widest range of applicability, i.e. whether or not any random experiment is involved, the maximum entropy distribution still represents the most 'honest' description of our state of knowledge.

In such applications, the principle is easy to apply and leads to the kind of results we should want and expect. For example, in Jaynes (1963a) a sequence of problems about decision making under uncertainty (essentially, of inventory control), of a type which arises constantly in practice, was analyzed. Here, the state of nature was not the result of any random experiment; there was no sampling distribution and no sample. Thus it might be thought to be a 'no data' decision problem, in the sense of Chernoff and Moses (1959). However, in successive stages of the sequence, there were available more and more pieces of prior information, and digesting them by maximum entropy led to a sequence of prior distributions in which the range of possibilities was successively narrowed down. They led to a sequence of decisions, each representing the rational one on the basis of the information available at that stage, which corresponds to intuitive common-sense judgments in the early stages where intuition was able to see the answer. It is difficult to see how this problem could have been treated at all without the use of the principle of maximum entropy, or some other device that turns out in the end to be equivalent to it.

In several years of routine application of this principle in problems of physics and engineering, we have yet to find a case involving a discrete prior where it fails to produce a useful and intuitively reasonable result. To the best of the author's knowledge, no other general method for setting up discrete priors has been proposed. It appears, then, that the principle of maximum entropy may prove to be the final solution to the problem of assigning discrete priors.

### 12.3 Continuous distributions

Use of the principle of maximum entropy in setting up continuous prior distributions, however, requires considerably more analysis because at first glance the results appear to
depend on the choice of parameters. We do not refer here to the well-known fact that the quantity

$$
\begin{equation*}
H^{\prime}=-\int \mathrm{d} x p(x \mid I) \log [p(x \mid I)] \tag{12.1}
\end{equation*}
$$

lacks invariance under a change of variables $x \rightarrow y(x)$, for (12.1) is not the result of any derivation, and it turns out not to be the correct information measure for a continuous distribution. Shannon's theorem establishing (11.23) as an information measure goes through only for discrete distributions; to find the corresponding expression in the continuous case we can pass to the limit from a discrete distribution. The following argument can be made as rigorous as we please, but at considerable sacrifice of clarity.

In the discrete entropy expression

$$
\begin{equation*}
H_{I}^{\mathrm{d}}=-\sum_{i=1}^{n} p_{i} \log \left[p_{i}\right] \tag{12.2}
\end{equation*}
$$

we suppose that the discrete points $x_{i}, i=1,2, \ldots, n$, become more and more numerous, in such a way that, in the limit $n \rightarrow \infty$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \text { (number of points in } a<x<b \text { ) }=\int_{a}^{b} \mathrm{~d} x m(x) \tag{12.3}
\end{equation*}
$$

If this passage to the limit is sufficiently well-behaved, it will also be true that adjacent differences $\left(x_{i+1}-x_{i}\right)$ in the neighborhood of any particular value of $x$ will tend to zero so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[n\left(x_{i+1}-x_{i}\right)\right]=\left[m\left(x_{i}\right)\right]^{-1} \tag{12.4}
\end{equation*}
$$

The discrete probability distribution $p_{i}$ will go over into a continuous probability $p(x \mid I)$, according to the limiting form of

$$
\begin{equation*}
p_{i}=p\left(x_{i} \mid I\right)\left(x_{i+1}-x_{i}\right) \tag{12.5}
\end{equation*}
$$

or, from (12.4),

$$
\begin{equation*}
p_{i} \rightarrow p\left(x_{i} \mid I\right)\left[n m\left(x_{i}\right)\right]^{-1} . \tag{12.6}
\end{equation*}
$$

Consequently, the discrete entropy (12.2) goes over into the integral

$$
\begin{equation*}
H_{I}^{\mathrm{d}} \rightarrow \int \mathrm{~d} x p(x \mid I) \log \left[\frac{p(x \mid I)}{n m(x)}\right] \tag{12.7}
\end{equation*}
$$

In the limit, this contains an infinite term $\log (n)$; if we subtract this, the difference will, in the cases of interest, approach a definite limit, which we take as the continuous information measure:

$$
\begin{equation*}
H_{I}^{\mathrm{c}} \equiv \lim _{n \rightarrow \infty}\left[H_{I}^{\mathrm{d}}-\log (n)\right]=-\int \mathrm{d} x p(x \mid I) \log \left[\frac{p(x \mid I)}{m(x)}\right] \tag{12.8}
\end{equation*}
$$

The 'invariant measure' function, $m(x)$, is proportional to the limiting density of discrete points. (In all applications so far studied, $m(x)$ is a well-behaved continuous function, and
so we continue to use the notion of Riemann integrals; we call $m(x)$ a 'measure' only to suggest the appropriate generalization, readily supplied if a practical problem should ever require it.) Since $p(x \mid I)$ and $m(x)$ transform in the same way under a change of variables, $H_{I}^{\mathrm{c}}$ is invariant.

We seek a probability density $p(x \mid I)$ which is normalized:

$$
\begin{equation*}
\int \mathrm{d} x p(x \mid I)=1 \tag{12.9}
\end{equation*}
$$

(we understand the range of integration to be the full parameter space), and constrained by information fixing the mean values of $m$ different functions $f_{k}(x)$ :

$$
\begin{equation*}
F_{k}=\int \mathrm{d} x p(x \mid I) f_{k}(x), \quad k=1,2, \ldots, m \tag{12.10}
\end{equation*}
$$

where the $F_{f}$ are the given numerical values. Subject to these constraints, we are to maximize (12.8). The solution is again elementary:

$$
\begin{equation*}
p(x \mid I)=Z^{-1} m(x) \exp \left\{\lambda_{1} f_{1}(x)+\cdots+\lambda_{m} f_{m}(x)\right\} \tag{12.11}
\end{equation*}
$$

with the partition function

$$
\begin{equation*}
Z\left(\lambda_{1}, \ldots, \lambda_{m}\right) \equiv \int \mathrm{d} x m(x) \exp \left\{\lambda_{1} f_{1}(x)+\cdots+\lambda_{m} f_{m}(x)\right\} \tag{12.12}
\end{equation*}
$$

and the Lagrange multipliers $\lambda_{k}$ are determined by

$$
\begin{equation*}
F_{k}=-\frac{\partial \log Z\left(\lambda_{1}, \ldots, \lambda_{m}\right)}{\partial \lambda_{k}} \quad k=1, \ldots, m \tag{12.13}
\end{equation*}
$$

Our 'best' estimate (by quadratic loss function) of any other quantity $q(x)$ is then

$$
\begin{equation*}
\langle q\rangle=\int \mathrm{d} x q(x) p(x \mid I) \tag{12.14}
\end{equation*}
$$

It is evident from these equations that when we use (12.8) rather than (12.1) as our information measure not only our final conclusions (12.14), but also the partition function and Lagrange multipliers are all invariant under a change of parameter $x \rightarrow y(x)$. In applications, these quantities acquire definite physical meanings.

There remains, however, a practical difficulty. If the parameter space is not the result of any obvious limiting process, what determines the proper measure $m(x)$ ? The conclusions, evidently, will depend on which measure we adopt. This is the shortcoming from which the maximum entropy principle has suffered until now, and which must be cleared up before we can regard it as a full solution to the prior probability problem.

Let us note the intuitive meaning of this measure. Consider the one-dimensional case, and suppose it is known that $a<x<b$ but we have no other prior information. Then there are no Lagrange multipliers $\lambda_{k}$, and (12.11) reduces to

$$
\begin{equation*}
p(x \mid I)=\left[\int_{a}^{b} \mathrm{~d} x m(x)\right]^{-1} m(x), \quad a<x<b \tag{12.15}
\end{equation*}
$$

Except for a constant factor, the measure $m(x)$ is also the prior distribution describing 'complete ignorance' of $x$. The ambiguity is, therefore, just the ancient one which has always plagued Bayesian statistics: how do we find the prior representing 'complete ignorance'? Once this problem is solved, the maximum entropy principle will lead to a definite, parameter-independent method of setting up prior distributions based on any testable prior information. Since this problem has been the subject of so much discussion and controversy for 200 years, we wish to state what appears to us a constructive attitude toward it.

To reject the question, as some have done, on the grounds that the state of complete ignorance does not 'exist' would be just as absurd as to reject Euclidean geometry on the grounds that a physical point does not exist. In the study of inductive inference, the notion of complete ignorance intrudes itself into the theory just as naturally and inevitably as the concept of zero in arithmetic.

If one rejects the consideration of complete ignorance on the grounds that the notion is vague and ill-defined, the reply is that the notion cannot be evaded in any full theory of inference. So if it is still ill-defined, then a major and immediate objective must be to find a precise definition which will agree with intuitive requirements and be of constructive use in a mathematical theory.

With this in mind, let us survey some previous thoughts on the problem. Bayes suggested, in one particular case, that we express complete ignorance by assigning a uniform prior probability density; the domain of useful applications of this rule is certainly not zero, for Laplace was led to some of the most important discoveries in celestial mechanics by using it in analysis of astronomical data. However, Bayes' rule has the obvious difficulty that it is not invariant under a change of parameters, and there seems to be no criterion for telling us which parameterization to use. (We note in passing that the notions of an unbiased estimator, and efficient estimator, and a shortest confidence interval are all subject to just the same ambiguity with equally serious consequences, and so orthodox statistics cannot claim to have solved this problem any better than Bayes did.)

Jeffreys (1931; 1939, 1957 edn ) suggested that we assign a prior $\mathrm{d} \sigma / \sigma$ to a continuous parameter $\sigma$ known to be positive, on the grounds that we are then saying the same thing whether we use the parameter $\sigma$ or $\sigma^{m}$. Such a desideratum is surely a step in the right direction; however, it cannot be extended to more general parameter changes. We do not want (and obviously cannot have) invariance of the form of the prior under all parameter changes; what we want is invariance of content, but the rules of probability theory already determine how the prior must transform, under any parameter change, so as to achieve this.

The real problem, therefore, must be stated rather differently. We suggest that the proper question to ask is: 'For which choice of parameters does a given form, such as that of Bayes or Jeffreys, apply?' Our parameter spaces seem to have a mollusk-like quality that prevents us from answering this, unless we can find a new principle that gives them a property of 'rigidity'.

Stated in this way, we recognize that problems of just this type have already appeared and have been solved in other branches of mathematics. In Riemannian geometry and general relativity theory, we allow arbitrary continuous coordinate transformations; yet the property
of rigidity is maintained by the concept of the invariant line element, which enables us to make statements of definite geometrical and physical meaning independently of the choice of coordinates. In the theory of continuous groups, the group parameter space has just this mollusk-like quality until the introduction of invariant group measure by Harr (1933), Pontryagin (1946), and Wigner (1959). We seek to do something very similar to this for the parameter spaces of statistics.

The idea of utilizing groups of transformations in problems related to this was discussed by Poincaré (1912) and more recently by Hartigan (1964), Stone (1965) and Fraser (1966). In the following sections we give four examples of a different group theoretical method of reasoning developed largely by Wigner (1959) and Weyl (1961), which has met with great success in physical problems and seems uniquely adapted to our problem.

### 12.4 Transformation groups

The method of reasoning is best illustrated by some simple examples, the first of which also happens to be one of the most important in practice.

### 12.4.1 Location and scale parameters

We sample from a continuous two-parameter distribution

$$
\begin{equation*}
p(x \mid \nu \sigma)=\phi(x, \nu, \sigma) \mathrm{d} x \tag{12.16}
\end{equation*}
$$

and consider problem A , as follows.

## Problem A

Given a sample $\left\{x_{1}, \ldots, x_{n}\right\}$, estimate $\nu$ and $\sigma$. The problem is indeterminate, both mathematically and conceptually, until we introduce a definite prior distribution

$$
\begin{equation*}
p(\nu \sigma \mid I) \mathrm{d} \nu \mathrm{~d} \sigma=f(\nu, \sigma) \mathrm{d} v \mathrm{~d} \sigma \tag{12.17}
\end{equation*}
$$

but if we merely specify 'complete initial ignorance', this does not tell us which function $f(\nu, \sigma)$ to use.

Suppose we carry out a change of variables to the new quantities $\left\{x^{\prime}, \nu^{\prime}, \sigma^{\prime}\right\}$ according to

$$
\begin{align*}
v^{\prime} & =v+b \\
\sigma^{\prime} & =a \sigma  \tag{12.18}\\
x^{\prime}-v^{\prime} & =a(x-v),
\end{align*}
$$

where $0<a<\infty,-\infty<b<\infty$. The distribution (12.16) expressed in the new variables is

$$
\begin{equation*}
p\left(x^{\prime} \mid v^{\prime} \sigma^{\prime}\right)=\psi\left(x^{\prime}, v^{\prime}, \sigma^{\prime}\right)=\phi(x, v, \sigma) \mathrm{d} x \tag{12.19}
\end{equation*}
$$

or, from (12.18),

$$
\begin{equation*}
\psi\left(x^{\prime}, v^{\prime}, \sigma^{\prime}\right)=a^{-1} \phi(x, v, \sigma) \tag{12.20}
\end{equation*}
$$

Likewise, the prior distribution is changed to $g\left(v^{\prime}, \sigma^{\prime}\right)$, where, from the Jacobian of the transformation (12.18),

$$
\begin{equation*}
g\left(v^{\prime}, \sigma^{\prime}\right)=a^{-1} f(v, \sigma) \tag{12.21}
\end{equation*}
$$

The above relations will hold whatever the distributions $\phi(x, v, \sigma), f(v, \sigma)$.
Now suppose the distribution (12.16) is invariant under the group of transformations (12.18), so that $\psi$ and $\phi$ are the same function:

$$
\begin{equation*}
\psi(x, v, \sigma)=\phi(x, v, \sigma) \tag{12.22}
\end{equation*}
$$

whatever the values of $a, b$. The condition for this invariance is that $\phi(x, v, \sigma)$ must satisfy the functional equation

$$
\begin{equation*}
\phi(x, v, \sigma)=a \phi(a x-a v+v+b, v+b, a \sigma) . \tag{12.23}
\end{equation*}
$$

Differentiating with respect to $a, b$ and solving the resulting differential equation, we find that the general solution of (12.23) is

$$
\begin{equation*}
\phi(x, v, \sigma)=\frac{1}{\sigma} h\left(\frac{x-v}{\sigma}\right) \tag{12.24}
\end{equation*}
$$

where $h(q)$ is an arbitrary function. Thus, the usual definition of a location parameter $v$ and a scale parameter $\sigma$ is equivalent to specifying that the distribution shall be invariant under the group of transformations (12.18).

What do we mean by the statement that we are 'completely ignorant' of $v$ and $\sigma$ except for the knowledge that $v$ is a location parameter and $\sigma$ is a scale parameter? To answer this, we might reason as follows. If a change of scale can make the problem appear in any way different to us, then we were not completely ignorant; we must have had some kind of information about the absolute scale of the problem. Likewise, if a shift of location can make the problem appear in any way different, then we must have had some prior information about location. In other words, 'complete ignorance' of a location and a scale parameter is a state of knowledge such that a change of scale and shift of location does not change that state of knowledge. We shall presently have to state this more carefully, but first let us see its consequences. Consider, therefore, problem B.

## Problem B

Given a sample $\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$, estimate $v^{\prime}$ and $\sigma^{\prime}$. If we are 'completely ignorant' in the above sense, then we must consider $A$ and $B$ as entirely equivalent problems; they have identical sampling distributions, and our state of prior knowledge about $\nu^{\prime}$ and $\sigma^{\prime}$ in problem $B$ is exactly the same as for $v$ and $\sigma$ in problem $A$.

Our basic desideratum now acquires a nontrivial content; for we have formulated two problems in which we have the same prior information. Consistency demands, therefore,
that we assign the same prior probability distribution in them. Thus, $f$ and $g$ must be the same function:

$$
\begin{equation*}
f(\nu, \sigma)=g(\nu, \sigma) \tag{12.25}
\end{equation*}
$$

whatever the values of $(a, b)$. But the form of the prior distribution is now uniquely determined; for, combining (12.18), (12.21), and (12.25), we see that $f(v, \sigma)$ must satisfy the functional equation

$$
\begin{equation*}
f(\nu, \sigma)=a f(v+b, a \sigma) \tag{12.26}
\end{equation*}
$$

whose general solution is

$$
\begin{equation*}
f(v, \sigma)=\frac{\text { const. }}{\sigma} \tag{12.27}
\end{equation*}
$$

which is the Jeffreys rule!
We must not jump to the conclusion that the prior (12.27) has been determined by the form (12.24) of the population. Indeed, it would be very disconcerting if the form of the prior were determined merely by the form of the population from which we are sampling; any principle which led to such a result would be suspect. Examination of the above reasoning shows, however, that the result (12.27) was uniquely determined by the transformation group (12.18), and not by the form of the distribution (12.24).

To illustrate this, note that there is more than one transformation group under which (12.24) is invariant. In the transformations (12.18) we carry out a change of scale by a factor $a$ and a translation $b$. Denoting this operation by the symbol $(a, b)$, we can carry out the transformation $\left(a_{1}, b_{1}\right)$, then $\left(a_{2}, b_{2}\right)$, and, from (12.18), obtain the composition law of group elements:

$$
\begin{equation*}
\left(a_{2}, b_{2}\right)\left(a_{1}, b_{1}\right)=\left(a_{2} a_{1}, b_{2}+b_{1}\right) \tag{12.28}
\end{equation*}
$$

Thus the group (12.18) is Abelian, the direct product of two one-parameter groups. It has a faithful representation in terms of the matrices

$$
\left(\begin{array}{cc}
a & 0  \tag{12.29}\\
0 & \exp \{b\}
\end{array}\right)
$$

Now consider the group of transformations in which we first carry out a change of scale $a$ on the quantities, and follow this by a translation $b$. This group is given by

$$
\begin{align*}
v^{\prime} & =a v+b \\
\sigma^{\prime} & =a \sigma  \tag{12.30}\\
x^{\prime} & =a x+b .
\end{align*}
$$

These transformations have the composition law

$$
\begin{equation*}
\left(a_{2}, b_{2}\right)\left(a_{1}, b_{2}\right)=\left(a_{2} a_{1}, a_{2} b_{1}+b_{2}\right), \tag{12.31}
\end{equation*}
$$

and so the group (12.30) is non-Abelian; it has a faithful representation in terms of the matrices

$$
\left(\begin{array}{ll}
a & b  \tag{12.32}\\
0 & 1
\end{array}\right)
$$

which cannot be reduced to diagonal form. Therefore, (12.18) and (12.30) are entirely different groups.

If we specify the transformation group (12.30) instead of (12.18), (12.21) and (12.23) are modified to

$$
\begin{equation*}
g\left(v^{\prime}, \sigma^{\prime}\right)=a^{-2} f(\nu, \sigma) \tag{12.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(x, v, \sigma)=a \phi(a x+b, a v+b, a \sigma) \tag{12.34}
\end{equation*}
$$

But we find that the general solution of (12.34) is also (12.24); and so both groups define location and scale parameters equally well. However, their consequences for the prior are different; for the functional equation (12.26) is modified to

$$
\begin{equation*}
f(\nu, \sigma)=a^{2} f(a \nu+b, a \sigma) \tag{12.35}
\end{equation*}
$$

whose general solution is

$$
\begin{equation*}
f(\nu, \sigma)=\frac{\text { const. }}{\sigma^{2}} \tag{12.36}
\end{equation*}
$$

Thus, the state of knowledge which is invariant under the group (12.18) is not the same as that which is invariant under (12.30); and we see a new subtlety in the concept of 'complete ignorance'. In order to define it unambiguously, it is not enough to say merely, 'A change of scale and shift of location does not change that state of knowledge'. We must specify the precise manner in which these operations are to be carried out; i.e. we must specify a definite group of transformations.

We thus face the question: Which group, (12.18) or (12.30), really describes the prior information? The difficulty with (12.30) lies in the equations $x^{\prime}=a x+b, v^{\prime}=a x+b$; thus, the change of scale operation is to be carried out about two points denoted by $x=0$, $v=0$. But, if we are 'completely ignorant' about location, then the condition $x=0$ has no particular meaning; what determines this fixed point about which the change of scale is to be carried out?

In every problem which I have been able to imagine, it is the group (12.18), and therefore the Jeffreys prior probability rule, which seems appropriate. Here the change of scale involves only the difference $\{x-v\}$; thus it is carried out about a point which is itself arbitrary, and so no 'fixed point' is defined by the group (12.18). However, it will be interesting to see whether others can produce examples in which the point $x=0$ always has a special meaning, justifying the stronger prior (12.36).

To summarize: if we merely specify 'complete initial ignorance', we cannot hope to obtain any definite prior distribution, because such a statement is too vague to define any
mathematically well-posed problem. We are defining this state of knowledge far more precisely if we can specify a set of operations which we recognize as transforming the problem into an equivalent one. Having found such a set of operations, the basic desideratum of consistency then places nontrivial restrictions on the form of the prior.

### 12.4.2 A Poisson rate

As another example, not very different mathematically but differently verbalized, consider a Poisson process. The probability that exactly $n$ events will occur in a time interval $t$ is

$$
\begin{equation*}
p(n \mid \lambda t)=\exp \left\{-\frac{(\lambda t)^{n}}{n!}\right\} \tag{12.37}
\end{equation*}
$$

and by observing the number of events we wish to estimate the rate constant $\lambda$. We are initially completely ignorant of $\lambda$ except for the knowledge that it is a rate constant of physical dimensions (seconds) ${ }^{-1}$, i.e. we are completely ignorant of the absolute time scale of the process.

Suppose, then, that two observers, $\operatorname{Mr} X$ and $\operatorname{Mr} X^{\prime}$, whose watches run at different rates such that their measurements of a given interval are related by $t=q t^{\prime}$, conduct this experiment. Since they are observing the same physical experiment, their rate constants must be related by $\lambda^{\prime} t^{\prime}=\lambda t$, or $\lambda^{\prime}=q \lambda$. They assign prior distributions

$$
\begin{gather*}
p(\mathrm{~d} \lambda \mid X)=f(\lambda) \mathrm{d} \lambda  \tag{12.38}\\
p\left(\mathrm{~d} \lambda^{\prime} \mid X^{\prime}\right)=g\left(\lambda^{\prime}\right) \mathrm{d} \lambda^{\prime} \tag{12.39}
\end{gather*}
$$

and if these are mutually consistent (i.e. they have the same content), it must be that $f(\lambda) \mathrm{d} \lambda=g\left(\lambda^{\prime}\right) \mathrm{d} \lambda^{\prime}$; or $f(\lambda)=q g\left(\lambda^{\prime}\right)$. But $\mathrm{Mr} X$ and $\mathrm{Mr} X^{\prime}$ are both completely ignorant, and they are in the same state of knowledge, and so $f$ and $g$ must be the same function: $f(\lambda)=g(\lambda)$. Combining those relations gives the functional equation $f(\lambda)=q f(q \lambda)$ or

$$
\begin{equation*}
p(\mathrm{~d} \lambda \mid X) \sim \lambda^{-1} \mathrm{~d} \lambda \tag{12.40}
\end{equation*}
$$

To use any other prior than this will have the consequence that a change in the time scale will lead to a change in the form of the prior, which would imply a different state of prior knowledge; but if we are completely ignorant of the time scale, then all time scales should appear equivalent.

### 12.4.3 Unknown probability for success

As a third and less trivial example, where intuition did not anticipate the result, consider Bernoulli trials with an unknown probability for success. Here the probability for success
is itself the parameter $\theta$ to be estimated. Given $\theta$, the probability that we shall observe $r$ successes in $n$ trials is

$$
\begin{equation*}
p(r \mid n \theta)=\binom{n}{r} \theta^{r}(1-\theta)^{n-r} \tag{12.41}
\end{equation*}
$$

and again the question is: What prior distribution $f(\theta) \mathrm{d} \theta$ describes 'complete initial ignorance' of $\theta$ ?

In discussing this problem, Laplace followed the example of Bayes and answered the question with the famous sentence: 'When the probability for a simple event is unknown, we may suppose all values between zero and one as equally likely.' In other words, Bayes and Laplace used the uniform prior $f_{B}(\theta)=1$.However, Jeffreys (1939) and Carnap (1952) have noted that the resulting rule of succession does not seem to correspond well with the inductive reasoning which we all carry out intuitively. Jeffreys suggested that $f(\theta)$ ought to give greater weight to the end-points $\theta=(0,1)$ if the theory is to account for the kind of inferences made by a scientist.

For example, in a chemical laboratory we find a jar containing an unknown and unlabeled compound. We are at first completely ignorant as to whether a small sample of this compound will dissolve in water or not. But, having observed that one small sample does dissolve, we infer immediately that all samples of this compound are water soluble, and although this conclusion does not carry quite the force of deductive proof, we feel strongly that the inference was justified. Yet the Bayes-Laplace rule leads to a negligibly small probability for this being true, and yields only a probability of $2 / 3$ that the next sample tested will dissolve.

Now let us examine this problem from the standpoint of transformation groups. There is a conceptual difficulty here, since $f(\theta) \mathrm{d} \theta$ is a 'probability for a probability'. However, it can be removed by carrying the notion of a split personality to extremes; instead of supposing that $f(\theta)$ describes the state of knowledge of any one person, imagine that we have a large population of individuals who hold varying beliefs about the probability for success, and that $f(\theta)$ describes the distribution of their beliefs. Is it possible that, although each individual holds a definite opinion, the population as a whole is completely ignorant of $\theta$ ? What distribution $f(\theta)$ describes a population in a state of total confusion on the issue?

Since we are concerned with a consistent extension of probability theory, we must suppose that each individual reasons according to the mathematical rules (Bayes' theorem, etc.) of probability theory. The reason they hold different beliefs is, therefore, that they have been given different and conflicting information; one man has read the editorials of the St Louis Post-Dispatch, another the Los Angeles Times, one has read the Daily Worker, another the National Review, etc., and nothing in probability theory tells one to doubt the truth of what he has been told in the statement of the problem.

Now suppose that, before the experiment is performed, one more definite piece of evidence $E$ is given simultaneously to all of them. Each individual will change his state of
belief according to Bayes' theorem; Mr $X$, who had previously held the probability for success to be

$$
\begin{equation*}
\theta=p(S \mid X) \tag{12.42}
\end{equation*}
$$

will change it to

$$
\begin{equation*}
\theta^{\prime}=p(S \mid E X)=\frac{p(S \mid X) p(E \mid S X)}{p(E \mid S X) p(S \mid X)+p(E \mid F X) p(F \mid X)} \tag{12.43}
\end{equation*}
$$

where $p(F \mid X)=1-p(S \mid X)$ is his prior belief in probability for failure. This new evidence thus generates a mapping of the parameter space $0 \leq \theta \leq 1$ onto itself, given from (12.43) by

$$
\begin{equation*}
\theta^{\prime}=\frac{a \theta}{1-\theta+a \theta} \tag{12.44}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{p(E \mid S X)}{p(E \mid F X)} \tag{12.45}
\end{equation*}
$$

If the population as a whole can learn nothing from this new evidence, then it would seem reasonable to say that the population has been reduced, by conflicting propaganda, to a state of total confusion on the issue. We therefore define the state of 'total confusion' or 'complete ignorance' by the condition that, after the transformation (12.44), the number of individuals who hold beliefs in any given range $\theta_{1}<\theta<\theta_{2}$ is the same as before.

The mathematical problem is again straightforward. The original distribution for beliefs $f(\theta)$ is shifted by the transformation (12.44) to a new distribution $g\left(\theta^{\prime}\right)$ with

$$
\begin{equation*}
f(\theta) \mathrm{d} \theta=g\left(\theta^{\prime}\right) \mathrm{d} \theta^{\prime} \tag{12.46}
\end{equation*}
$$

and if the population as a whole learned nothing, then $f$ and $g$ must be the same function:

$$
\begin{equation*}
f(\theta)=g(\theta) \tag{12.47}
\end{equation*}
$$

Combining (12.44), (12.46), and (12.47), we find that $f(\theta)$ must satisfy the functional equation

$$
\begin{equation*}
a f\left(\frac{a \theta}{1-\theta-a \theta}\right)=(1-\theta+a \theta)^{2} f(\theta) \tag{12.48}
\end{equation*}
$$

This may be solved directly by eliminating $a$ between (12.44) and (12.48) or, in the more usual manner, by differentiating with respect to $a$ and setting $a=1$. This leads to the differential equation

$$
\begin{equation*}
\theta(1-\theta) f^{\prime}(\theta)=(2 \theta-1) f(\theta) \tag{12.49}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
f(\theta)=\frac{\text { const. }}{\theta(1-\theta)} \tag{12.50}
\end{equation*}
$$

which has the qualitative property anticipated by Jeffreys. Now that the imaginary population of individuals has served its purpose of revealing the transformation group (12.44) of the problem, let them coalesce again into a single mind (that of a statistician who wishes to estimate $\theta$ ), and let us examine the consequences of using (12.50) as our prior distribution.

If we had observed $r$ successes in $n$ trials, then from (12.41) and (12.50) the posterior distribution for $\theta$ is (provided that $r \geq 1, n-r \geq 1$ )

$$
\begin{equation*}
p(\mathrm{~d} \theta \mid r n)=\frac{(n-1)!}{(r-1)!(n-r-1)!} \theta^{r-1}(1-\theta)^{n-r-1} \mathrm{~d} \theta \tag{12.51}
\end{equation*}
$$

This distribution has expectation value and variance

$$
\begin{gather*}
\langle\theta\rangle=\frac{r}{n}=f  \tag{12.52}\\
\sigma^{2}=\frac{f(1-f)}{n+1} \tag{12.53}
\end{gather*}
$$

Thus the 'best' estimate of the probability of success, by the criterion of quadratic loss function, is just equal to the observed frequency of success $f$; and this is also equal to the probability for success at the next trial, in agreement with the intuition of everybody who has studied Bernoulli trials. On the other hand, the Bayes-Laplace uniform prior would lead instead to the mean value $\langle\theta\rangle_{B}=(r+1) /(n+2)$ of the rule of succession, which has always seemed a bit peculiar.

For interval estimation, numerical analysis shows that the conclusions drawn from (12.51) are, for all practical purposes, the same as those based on confidence intervals (i.e. the shortest $90 \%$ confidence interval for $\theta$ is nearly equal to the shortest $90 \%$ posterior probability interval determined from (12.51)). If $r \gg 1$ and $(n-r) \gg 1$, the normal approximation to (12.51) will be valid, and the $100 P \%$ posterior probability interval is simply $(f \pm q \sigma)$, where $q$ is the $(1+P) / 2$ percentile of the normal distribution; for the $90 \%, 95 \%$, and $99 \%$ levels, $q=1.645,1.960$, and 2.576 , respectively. Under conditions where this normal approximation is valid, the difference between this result and the exact confidence interval is generally less than the difference between various published confidence interval tables, which have been calculated from different approximation schemes.

If $r=(n-r)=1,(12.51)$ reduces to $p(\mathrm{~d} \theta \mid r, n)=\mathrm{d} \theta$, the uniform distribution which Bayes and Laplace took as their prior. Therefore, we can now interpret the Bayes-Laplace prior as describing not a state of complete ignorance, but the state of knowledge in which we have observed one success and one failure. It thus appears that the Bayes-Laplace choice will be the appropriate prior if the prior information assures us that it is physically possible for the experiment to yield either a success or a failure, while the distribution for complete ignorance (12.50) describes a 'pre-prior' state of knowledge in which we are not even sure of that.

If $r=0$, or $r=n$, the derivation of (12.51) breaks down and the posterior distribution remains unnormalizable, proportional to $\theta^{-1}(1-\theta)^{n-1}$ or $\theta^{n-1}(1-\theta)^{-1}$, respectively. The
weight is concentrated overwhelmingly on the value $\theta=0$ or $\theta=1$. The prior (12.50) thus accounts for the kind of inductive inference noted in the case of chemicals, which we all make intuitively. However, once we have seen at least one success and one failure, then we know that the experiment is a true binary one, in the sense of physical possibility, and from that point on all posterior distributions (12.51) remain normalized, permitting definite inferences about $\theta$.

The transformation group method therefore yields a prior which appears to meet the common objections raised against the Laplace rule of succession; but we also see that whether (12.50) or the Bayes-Laplace prior is appropriate depends on the exact prior information available.

### 12.4.4 Bertrand's problem

Finally, we give an example where transformation groups may be used to find more informative priors. Bertrand's problem (Bertrand, 1889) was stated originally in terms of drawing a straight line 'at random' intersecting a circle. It will be helpful to think of this in a more concrete way; presumably, we do no violence to the problem (i.e. it is still just as 'random') if we suppose that we are tossing straws onto the circle, without specifying how they are tossed. We therefore formulate the problem as follows.

A long straw is tossed at random onto a circle; given that it falls so that it intersects the circle, what is the probability that the chord thus defined is longer than a side of the inscribed equilateral triangle? Since Bertrand proposed it in 1889, this problem has been cited to generations of students to demonstrate that Laplace's 'principle of indifference' contains logical inconsistencies. For there appear to be many ways of defining 'equally possible' situations, and they lead to different results. Three of these are: assign uniform probability density to (A) the linear distance between centers of chord and circle, (B) angles of intersections of the chord on the circumference, (C) the center of the chord over the interior area of the circle. These assignments lead to the results $p_{A}=1 / 2, p_{B}=1 / 3$, and $p_{C}=1 / 4$, respectively.

Which solution is correct? Of the ten authors cited (Bertrand 1889; Borel 1909; Poincaré 1912; Uspensky 1937; Northrop 1944; von Mises 1957; Gnedenko 1962; Kendell and Moran 1963; Mosteller 1965), only Borel is willing to express a definite preference, although he does not support it by any proof. Von Mises takes the opposite extreme, declaring that such problems (including the similar Buffon needle problem) do not belong to the field of probability theory at all. The others, including Bertrand, take the intermediate position of saying simply that the problem has no definite solution because it is ill-posed, the phrase 'at random' being undefined.

In works on probability theory, this state of affairs has been interpreted, almost universally, as showing that the principle of indifference must be totally rejected. Usually, there is the further conclusion that the only valid basis for assigning probabilities is frequency in some random experiment. It would appear, then, that the only way of answering Bertrand's question is to perform the experiment.

But do we really believe that it is beyond our power to predict by 'pure thought' the result of such a simple experiment? The point at issue is far more important than merely resolving a geometric puzzle; for, as discussed further in the conclusion of this chapter, applications of probability theory to physical experiments usually lead to problems of just this type; i.e. they appear at first to be undetermined, allowing many different solutions with nothing to choose among them. For example, given the average particle density and total energy of a gas, predict its viscosity. The answer, evidently, depends on the exact spatial and velocity distributions of the molecules (in fact, it depends critically on position-velocity correlations), and nothing in the given data seems to tell us which distribution to assume. Yet physicists have made definite choices, guided by the principle of indifference, and they have led us to correct and nontrivial predictions of viscosity and many other physical phenomena.

Thus, while in some problems the principle of indifference has led us to paradoxes, in others it has produced some of the most important and successful applications of probability theory. To reject the principle without having anything better to put in its place would lead to consequences so unacceptable that for many years even those who profess the most faithful adherence to the strict frequency definition of probability have managed to overlook these logical difficulties in order to preserve some very useful solutions.

Evidently, we ought to examine the apparent paradoxes such as Bertrand's more closely; there is an important point to be learned about the application of probability theory to real physical situations.

It is evident that if the circle becomes sufficiently large, and the tosser sufficiently skilled, various results could be obtained at will. However, in the limit where the skill of the tosser must be described by a 'region of uncertainty' large compared with the circle, the distribution for chord lengths must surely go into one unique function obtainable by 'pure thought'. A viewpoint toward probability theory which cannot show us how to calculate this function from first principles, or even denies the possibility of doing this, would imply severe - and, to a physicist, intolerable - restrictions on the range of useful applications of probability theory.

An invariance argument was applied to problems of this type by Poincaré (1912), and cited more recently by Kendall and Moran (1963). In this treatment we consider straight lines drawn 'at random' in the $x y$ plane. Each line is located by specifying two parameters $(u, v)$ such that the equation of the line is $u x+v y=1$, and one can ask: Which probability density $p(u, v) \mathrm{d} u \mathrm{~d} v$ has the property that it is invariant in form under the group of Euclidean transformations (rotations and translations) of the plane? This is a readily solvable problem (Kendall and Moran 1963), with the answer $p(u, v)=\left(u^{2}+v^{2}\right)^{-3 / 2}$.

Yet evidently this has not seemed convincing; for later authors have ignored Poincaré's invariance argument, and have adhered to Bertrand's original judgment that the problem has no definite solution. This is understandable, for the statement of the problem does not specify that the distribution for straight lines is to have this invariance property, and we do not see any compelling reason to expect that a rain of straws produced in a real experiment would have it. To assume this would seem to be an intuitive judgment resting on no stronger
grounds than the ones which led to the three different solutions above. All of this amounts to trying to guess what properties a 'random' rain of straws should have, by specifying the intuitively 'equally possible' events; and the fact remains that different intuitive judgments lead to different results.

The viewpoint just expressed, which is by far the most common in the literature, clearly represents one valid way of interpreting the problem. If we can find another viewpoint according to which such problems do have definite solutions, and define the conditions under which these solutions are experimentally verifiable, then, while it would perhaps be overstating the case to say that this new viewpoint is more 'correct' in principle than the conventional one, it will surely be more useful in practice.

We now suggest such a viewpoint, and we understand from the start that we are not concerned at this stage with frequencies of various events. We ask rather: Which probability distribution describes our state of knowledge when the only information available is that given in the above statement of the problem? Such a distribution must conform to the desideratum of consistency formulated in Chapter 1: in two problems where we have the same state of knowledge we must assign the same probabilities. The essential point is this: if we start with the assumption that Bertrand's problem has a definite solution in spite of the many things left unspecified, then the statement of the problem automatically implies certain invariance properties, which in no way depend on our intuitive judgments. After the solution is found, it may be used as a prior for Bayesian inference whether or not it has any correspondence with frequencies; any frequency connections that may emerge will be regarded as an additional bonus, which justify its use also for direct physical prediction.

Bertrand's problem has an obvious element of rotational symmetry, recognized in all the proposed solutions; however, this symmetry is irrelevant to the distribution for chord lengths. There are two other 'symmetries' which are highly relevant: neither Bertrand's original statement nor our restatement in terms of straws specified the exact size of the circle, or its exact location. If, therefore, the problem is to have any definite solution at all, it must be 'indifferent' to these circumstances; i.e. it must be unchanged by a small change in the size or position of the circle. This seemingly trivial statement, as we will see, fully determines the solution.

It would be possible to consider all these invariance requirements simultaneously by defining a four-parameter transformation group, whereupon the complete solution would appear suddenly, as if by magic. However, it will be more instructive to analyze the effects of these invariances separately, and see how each places its own restrictions on the form of the solution.

## Rotational invariance

Let the circle have radius $R$. The position of the chord is determined by giving the polar coordinates $(r, \theta)$ of its center. We seek to answer a more detailed question than Bertrand's: What probability density $f(r, \theta) \mathrm{d} A=f(r, \theta) r \mathrm{~d} r \mathrm{~d} \theta$ should we assign over the interior
area of the circle? The dependence on $\theta$ is actually irrelevant to Bertrand's question, since the distribution for chord lengths depends only on the radial distribution

$$
\begin{equation*}
g(r)=\int_{0}^{2 \pi} \mathrm{~d} \theta f(r, \theta) \tag{12.54}
\end{equation*}
$$

However, intuition suggests that $f(r, \theta)$ should be independent of $\theta$, and the formal transformation group argument deals with the rotational symmetry as follows.

The starting point is the observation that the statement of the problem does not specify whether the observer is facing north or east; therefore, if there is a definite solution, it must not depend on the direction of the observer's line of sight. Suppose, therefore, that two different observers, $\mathrm{Mr} X$ and $\mathrm{Mr} Y$, are watching this experiment. They view the experiment from different directions, their lines of sight making an angle $\alpha$. Each uses a coordinate system oriented along his line of sight. $\mathrm{Mr} X$ assigns the probability density $f(r, \theta)$ in his coordinate system $S$; and $\mathrm{Mr} Y$ assigns $g(r, \theta)$ in his system $S_{\alpha}$. Evidently, if they are describing the same situation, then it must be true that

$$
\begin{equation*}
f(r, \theta)=g(r, \theta-\alpha), \tag{12.55}
\end{equation*}
$$

which expresses a simple change of variables, transforming a fixed distribution $f$ to a new coordinate system; this relation will hold whether or not the problem has rotational symmetry.

But now we recognize that, because of the rotational symmetry, the problem appears exactly the same to $\mathrm{Mr} X$ in his coordinate system as it does to $\mathrm{Mr} Y$ in his. Since they are in the same state of knowledge, our desideratum of consistency demands that they assign the same probability distribution; and so $f$ and $g$ must be the same function:

$$
\begin{equation*}
f(r, \theta)=g(r, \theta) \tag{12.56}
\end{equation*}
$$

These relations must hold for all $\alpha$ in $0 \leq \alpha \leq 2 \pi$; and so the only possibility is $f(r, \theta)=$ $f(r)$.

This formal argument may appear cumbersome when compared with our obvious flash of intuition; and of course it is, when applied to such a trivial problem. However, as Wigner (1931) and Weyl (1946) have shown in other physical problems, it is this cumbersome argument that generalizes at once to nontrivial cases where our intuition fails us. It always consists of two steps: we first find a transformation equation like (12.55) which shows how two problems are related to each other, irrespective of symmetry; then a symmetry relation like (12.56) which states that we have formulated two equivalent problems. Combining them leads in most cases to a functional equation which imposes some restriction on the form of the distribution.

## Scale invariance

The problem is reduced, by rotational symmetry, to determining a function $f(r)$, normalized according to

$$
\begin{equation*}
\int_{0}^{2 \pi} \mathrm{~d} \theta \int_{0}^{R} r \mathrm{~d} r f(r)=1 \tag{12.57}
\end{equation*}
$$

Again, we consider two different problems; concentric with a circle of radius $R$, there is a circle of radius $a R, 0<a \leq 1$. Within the smaller circle there is a probability $h(r) r \mathrm{~d} r \mathrm{~d} \theta$ which answers the question: given that a straw intersects the smaller circle, what is the probability that the center of its chord lies in the area $\mathrm{d} A=r \mathrm{~d} r \mathrm{~d} \theta$ ?

Any straw that intersects the small circle will also define a chord on the larger one; and so, within the small circle $f(r)$ must be proportional to $h(r)$. This proportionality is, of course, given by the standard formula for a conditional probability, which in this case takes the form

$$
\begin{equation*}
f(r)=2 \pi h(r) \int_{0}^{\alpha R} r \mathrm{~d} r f(r) \quad 0<a \leq 1, \quad 0 \leq r \leq a R \tag{12.58}
\end{equation*}
$$

This transformation equation will hold whether or not the problem has scale invariance.
But we now invoke scale invariance; to two different observers with different size eyeballs, the problems of the large and small circles would appear exactly the same. If there is any unique solution independent of the size of the circle, there must be another relationship between $f(r)$ and $h(r)$, which expresses the fact that one problem is merely a scaled-down version of the other. Two elements of area $r \mathrm{~d} r \mathrm{~d} \theta$ and $(a r) \mathrm{d}(a r) \mathrm{d} \theta$ are related to the large and small circles, respectively, in the same way; and so they must be assigned the same probabilities by the distributions $f(r)$ and $h(r)$, respectively:

$$
\begin{equation*}
h(a r)(a r) \mathrm{d}(a r) \mathrm{d} \theta=f(r) r \mathrm{~d} r \mathrm{~d} \theta, \tag{12.59}
\end{equation*}
$$

or

$$
\begin{equation*}
a^{2} h(a r)=f(r), \tag{12.60}
\end{equation*}
$$

which is the symmetry equation. Combining (12.58) and (12.60), we see that invariance under change of scale requires that the probability density satisfy the functional equation

$$
\begin{equation*}
a^{2} f(a r)=2 \pi f(r) \int_{0}^{a R} u \mathrm{~d} u f(u) \quad 0<a \leq 1, \quad 0 \leq r \leq R \tag{12.61}
\end{equation*}
$$

Differentiating with respect to $a$, setting $a=1$, and solving the resulting differential equation, we find that the most general solution of (12.61) satisfying the normalization condition (12.57) is

$$
\begin{equation*}
f(r)=\frac{q r^{q-2}}{2 \pi R^{q}} \tag{12.62}
\end{equation*}
$$

where $q$ is a constant in the range $0<q<\infty$, not further determined by scale invariance.


Fig. 12.1. A Straw $S$ intersects two slightly displaced circles $C$ and $C^{\prime}$.

We note that the proposed solution $B$ in the introduction has now been eliminated, for it corresponds to the choice $f(r) \sim 1 / \sqrt{\left(R^{2}-r^{2}\right)}$, which is not of the form (12.62). This means that if the intersections of chords on the circumference were distributed in angle uniformly and independently on one circle, this would not be true for a smaller circle inscribed in it; i.e. the probability assignment of $B$ could be true for, at most, only one size of circle. However, solutions $A$ and $C$ are still compatible with scale invariance, corresponding to the choices $q=1$ and $q=2$, respectively.

## Translational invariance

We now investigate the consequences of the fact that a given straw $S$ can intersect two circles $C, C^{\prime}$ of the same radius $R$, but with a relative displacement $b$. Referring to Figure 12.1, the midpoint of the chord with respect to circle $C$ is the point $P$, with coordinates $(r, \theta)$; while the same straw defines a midpoint of the chord with respect to $C^{\prime}$ at the point $P^{\prime}$ whose coordinates are $\left(r^{\prime}, \theta^{\prime}\right)$. From Figure 12.1 the coordinate transformation $(r, \theta) \rightarrow\left(r^{\prime}, \theta^{\prime}\right)$ is given by

$$
\begin{gather*}
r^{\prime}=|r-b \cos \theta|,  \tag{12.63}\\
\theta^{\prime}=\left\{\begin{array}{cc}
\theta & r>b \cos \theta \\
\theta+\pi & r<b \cos \theta
\end{array}\right. \tag{12.64}
\end{gather*}
$$

As $P$ varies over the region $\Gamma, P^{\prime}$ varies over $\Gamma^{\prime}$, and vice versa; thus the straws define a 1:1 mapping of $\Gamma$ onto $\Gamma^{\prime}$.

Now we note the translational symmetry; since the statement of the problem gave no information about the location of the circle, the problems of $C$ and $C^{\prime}$ appear exactly the same to two slightly displaced observers $O$ and $O^{\prime}$. Our desideratum of consistency then demands that they assign probability densities in $C$ and $C^{\prime}$, respectively, which have the same form (12.62) with the same value of $q$.

It is further necessary that these two observers assign equal probabilities to the regions $\Gamma$ and $\Gamma^{\prime}$, respectively, since (a) they are probabilities of the same event, and (b) the probability that a straw which intersects one circle will also intersect the other, thus setting up this correspondence, is also the same in the two problems. Let us see whether these two requirements are compatible.

The probability that a chord intersecting $C$ will have its midpoint in $\Gamma$ is

$$
\begin{equation*}
\int_{\Gamma} r \mathrm{~d} r \mathrm{~d} \theta f(r)=\frac{q}{2 \pi R^{q}} \int_{\Gamma} \mathrm{d} r \mathrm{~d} \theta r^{q-1} \tag{12.65}
\end{equation*}
$$

The probability that a chord intersecting $C^{\prime}$ will have its midpoint in $\Gamma^{\prime}$ is

$$
\begin{equation*}
\frac{q}{2 \pi R^{q}} \int_{\Gamma^{\prime}} \mathrm{d} r^{\prime} \mathrm{d} \theta^{\prime}\left(r^{\prime}\right)^{q-1}=\frac{q}{2 \pi R^{q}} \int_{\Gamma} \mathrm{d} r \mathrm{~d} \theta|r-b \cos \theta|^{q-1}, \tag{12.66}
\end{equation*}
$$

where we have transformed the integral back to the variables $(r, \theta)$ by use of (12.63) and (12.64), noting that the Jacobian is unity. Evidently, (12.65) and (12.66) will be equal for arbitrary $\Gamma$ if and only if $q=1$; and so our distribution $f(r)$ is now uniquely determined.

The proposed solution $C$ in the introduction is thus eliminated for lack of translational invariance; a rain of straws which had the property assumed with respect to one circle could not have the same property with respect to a slightly displaced one.

We have found that the invariance requirements determine the probability density

$$
\begin{equation*}
f(r, \theta)=\frac{1}{2 \pi R r}, \quad 0 \leq r \leq R, \quad 0 \leq \theta \leq 2 \pi, \tag{12.67}
\end{equation*}
$$

corresponding to solution $A$ in the introduction. It is interesting that this has a singularity at the center, the need for which can be understood as follows. The condition that the midpoint $(r, \theta)$ falls within a small region $\Delta$ imposes restrictions on the possible directions of the chord. But as $\Delta$ moves inward, as soon as it includes the center of the circle all angles are suddenly allowed. Thus there is an infinitely rapid change in the 'manifold of possibilities'.

Further analysis (almost obvious from contemplation of Figure 12.1) shows that the requirement of translational invariance is so stringent that it already determines the result (12.67) uniquely; thus the proposed solution $B$ is incompatible with either scale or translational invariance, and in order to find (12.67) it was not really necessary to consider scale invariance. However, the solution (12.67) would in any event have to be tested for scale invariance, and if it failed to pass that test we would conclude that the problem as stated has no solution; i.e. although at first glance it appears underdetermined, it would have to be regarded, from the standpoint of transformation groups, as overdetermined. As luck would have it, these requirements are compatible; and so the problem has one unique solution.

The distribution for chord lengths follows at once from (12.67). A chord whose midpoint is at $(r, \theta)$ has a length $L=2 \sqrt{\left(R^{2}-r^{2}\right)}$. In terms of the reduced chord lengths, $x \equiv L / 2 R$,
we obtain the universal distribution law

$$
\begin{equation*}
p(x) \mathrm{d} x=\frac{x \mathrm{~d} x}{\sqrt{\left(1-x^{2}\right)}}, \quad 0 \leq x \leq 1 \tag{12.68}
\end{equation*}
$$

in agreement with Borel's conjecture (1909).

## Frequency correspondence

From the manner of its derivation, the distribution (12.68) would appear to have only a subjective meaning; while it describes the only possible state of knowledge corresponding to a unique solution in view of the many things left unspecified in the statement of Bertrand's problem, we have as yet given no reason to suppose that it has any relation to frequencies observed in the actual experiment. In general, of course, no such claim can be made; the mere fact that my state of knowledge gives me no reason to prefer one event over another is not enough to make the events occur equally often! Indeed, it is clear that no 'pure thought' argument, whether based on transformation groups or any other principle, can predict with certainty what must happen in a real experiment. And we can easily imagine a very precise machine which tosses straws in such a way as to produce any distribution for chord lengths we please on a given circle.

Nevertheless, we are entitled to claim a definite frequency correspondence for the result (12.68). For there is one 'objective fact' which has been proved by the above derivation: any rain of straws which does not produce a frequency distribution agreeing with (12.68) will necessarily produce different distributions on different circles.

This is all we need in order to predict with confidence that the distribution (12.68) will be observed in any experiment where the 'region of uncertainty' is large compared with the circle. For, if we lack the skill to toss straws so that, with certainty, they intersect a given circle, then surely we lack a fortiori the skill consistently to produce different distributions on different circles within this region of uncertainty!

It is for this reason that distributions predicted by the method of transformation groups turn out to have a frequency correspondence after all. Strictly speaking, this result holds only in the limiting case of 'zero skill', but, as a moment's thought will show, the skill required to produce any appreciable deviation from (12.68) is so great that in practice it would be difficult to achieve even with a machine.

These conclusions seem to be in direct contradiction to those of von Mises (1957), who denied that such problems belong to the field of probability theory at all. It appears to us that if we were to adopt von Mises' philosophy of probability theory strictly and consistently, the range of legitimate physical applications of probability theory would be reduced almost to the vanishing point. Since we have made a definite, unequivocal prediction, this issue has now been removed from the realm of philosophy into that of verifiable fact. The predictive power of the transformation group method can be put to the test quite easily in this and other problems by performing the experiments.

The Bertrand experiment has, in fact, been performed by the writer and Dr Charles E. Tyler, tossing broom straws from a standing position onto a 5 inch diameter circle
drawn on the floor. Grouping the range of chord lengths into ten categories, 128 successful tosses confirmed Eq. (12.68) with an embarrassingly low value of chi-squared. However, experimental results will no doubt be more convincing if reported by others.

### 12.5 Comments

Bertrand's problem has a greater importance than appears at first glance, because it is a simple crystallization of a deeper paradox which has permeated much of probability theory from its beginnings. In 'real' physical applications, when we try to formulate the problem of interest in probability terms, we find almost always that a statement emerges which, like Bertrand's, appears too vague to determine any definite solution, because apparently essential things are left unspecified.

We elaborate the example noted in the introduction of the preceding section. Given a gas of $N$ molecules in a volume $V$, with known intermolecular forces, total energy $E$, predict its molecular velocity distribution, the pressure, distribution for pressure fluctuations, viscosity, thermal conductivity, and diffusion constant. Here again the viewpoint expressed by most writers on probability theory would lead one to conclude that the problem has no definite solution because it is ill-posed; the things specified are grossly inadequate to determine any unique probability distribution over microstates. If we reject the principle of indifference, and insist that the only valid basis for assigning probabilities is frequency in some random experiment, it would again appear that the only way of determining these quantities is to perform the experiment.

It is, however, a matter of record that over a century ago, without benefit of any frequency data on positions and velocities of molecules, James Clark Maxwell was able to predict all these quantities correctly by a 'pure thought' probability analysis, which amounted to recognizing the 'equally possible' cases. In the case of viscosity, the predicted dependence on density appeared at first to contradict common sense, casting doubt on Maxwell's analysis. But when the experiments were performed they confirmed Maxwell's prediction, leading to the first great triumph of kinetic theory. These are solid, positive accomplishments; and they cannot be made to appear otherwise merely by deploring Maxwell's use of the principle of indifference.

Likewise, we calculate the probability for obtaining various hands at poker; and we are so confident of the results that we are willing to risk money on bets which the calculations indicate are favorable to us. But underlying these calculations is the intuitive judgment that all distributions of cards are equally likely; and with a different judgment our calculations would give different results. Once again we are predicting definite, verifiable facts by 'pure thought' arguments based ultimately on recognizing the 'equally possible' cases; and yet present statistical doctrine, both orthodox and personalistic, denies that this is a valid basis for assigning probabilities!

The dilemma is thus apparent. On the one hand, one cannot deny the force of arguments which, by pointing to such things as Bertrand's paradox, demonstrate the ambiguities and
dangers in the principle of indifference. On the other hand, it is equally undeniable that use of this principle has, over and over again, led to correct, nontrivial, and useful predictions. Thus it appears that, although we cannot wholly accept the principle of indifference, we cannot wholly reject it either; to do so would be to cast out some of the most important and successful applications of probability theory.

The transformation group method grew out of the writer's conviction that the principle of indifference has been unjustly maligned in the past; what it has needed was not blanket condemnation, but recognition of the proper way to apply it. We agree with most other writers on probability theory that it is dangerous to apply this principle at the level of indifference between events, because our intuition is a very unreliable guide in such matters, as Bertrand's paradox illustrates.

The principle of indifference may, in our view, be applied legitimately at the more abstract level of indifference between problems; because that is a matter that is definitely determined by the statement of a problem, independently of our intuition. Every circumstance left unspecified in the statement of a problem defines an invariance property which the solution must have if there is to be any definite solution at all. The transformation group, which expresses these invariances mathematically, imposes definite restrictions on the form of the solution, and in many cases fully determines it.

Of course, not all invariances are useful. For example, the statement of Bertrand's problem does not specify the time of day at which the straws are tossed, the color of the circle, the luminosity of Betelgeuse, or the number of oysters in Chesapeake Bay; from which we infer, correctly, that if the problem as stated is to have a unique solution, it must not depend on these circumstances. But this would not help us unless we had previously thought that these things might be germane.

Study of a number of cases makes it appear that the aforementioned dilemma can now be resolved as follows. We suggest that the cases in which the principle of indifference has been applied successfully in the past are just the ones in which the solution can be 'reverbalized' so that the actual calculations used are seen as an application of indifference between problems, rather than events.

The transformation group derivation of the Jeffreys prior enables us to see that prior in a new light. It has, perhaps, always been obvious that the real justification of the Jeffreys rule cannot lie merely in the fact that the parameter is positive. As a simple example, suppose that $\mu$ is known to be a location parameter; then both intuition and the preceding analysis agree that a uniform prior density is the proper way to express complete ignorance of $\mu$. The relation $\mu=\theta-\theta^{-1}$ defines a 1:1 mapping of the region $(-\infty<\mu<\infty)$ onto the region $(0<\theta<\infty)$; but the Jeffreys rule cannot apply to the parameter $\theta$, consistency demanding that its prior density be taken proportional to $\mathrm{d} \mu=\left(1+\theta^{-2}\right) \mathrm{d} \theta$. It appears that the fundamental justification of the Jeffreys rule is not merely that a parameter is positive, but that it is a scale parameter.

The fact that the distributions representing complete ignorance found by transformation groups cannot be normalized may be interpreted in two ways. One can say that it arises simply from the fact that our formulation of the notion of complete ignorance was an
idealization that does not strictly apply in any realistic problem. A shift of location from a point in St Louis to a point in the Andromeda nebula, or a change of scale from the size of an atom to the size of our galaxy, does not transform any problem of earthly concern into a completely equivalent one. In practice we will always have some kind of prior knowledge about location and scale, and in consequence the group parameters $(a, b)$ cannot vary over a truly infinite range. Therefore, the transformations (12.50) do not, strictly speaking, form a group. However, over the range which does express our prior ignorance, the above kind of arguments still apply. Within this range, the functional equations and the resulting form of the priors must still hold.

Our discussion of maximum entropy has shown a more constructive way of looking at this, however. Finding the distribution representing complete ignorance is only the first step in finding the prior for any realistic problem. The pre-prior distribution resulting from a transformation group does not strictly represent any realistic state of knowledge, but it does define the invariant measure for our parameter space, without which the problem of finding a realistic prior by maximum entropy is mathematically indeterminate.

## 13

# Decision theory, historical background 

'Your act was unwise,' I exclaimed 'as you see by the outcome.' He solemnly eyed me. 'When choosing the course of my action,' said he, 'I had not the outcome to guide me.'

Ambrose Bierce

In several previous discussions we inserted parenthetic remarks to the effect that 'there is still an essential point missing here, which will be supplied when we take up decision theory'. However, in postponing the topic until now, we have not deprived the reader of a needed technical tool, because the solution of the decision problem was, from our viewpoint, so immediate and intuitive that we did not need to invoke any underlying formal theory.

### 13.1 Inference vs. decision

The situation of appraising inference vs. decision arose as soon as we started applying probability theory to our first problem. When we illustrated the use of Bayes' theorem by sequential testing in Chapter 4, we noted that there is nothing in probability theory per se which could tell us where to put the critical levels at which the robot changes its decision: whether to accept the batch, reject it, or make another test. The location of these critical levels obviously depends in some way on value judgments as well as on probabilities; what are the consequences of making wrong decisions, and what are the costs of making further tests?

The same situation occurred in Chapter 6 when the robot was faced with the job of estimating a parameter. Probability theory determined only the robot's state of knowledge about the parameter; it did not tell the robot what estimate it should in fact make. We noted at that time that taking the mean value over the posterior pdf was the same as making that decision which minimizes the expected square of the error; but we noted also that in some cases we should really prefer the median.

Qualitatively and intuitively, these considerations are clear enough; but before we can claim to have a really complete design for our robot, we must clean up the logic of this, and show that our procedures were not just intuitive ad hockeries, but were optimal by some clearly defined criterion. Wald's decision theory aims to accomplish this.

A common feature of all the problems considered thus far was: probability theory alone can solve only the inference problem; i.e. it can give us only a probability distribution which represents the robot's final state of knowledge with all the available prior information and data taken into account. But in practice its job does not end at that point. An essential thing which is still missing in our design of this robot is the rule by which it converts its final probability assignment into a definite course of action. But for us, formal decision theory will only legitimize - not change - what our intuition has already told us to do.

Decision theory has for us a different kind of importance, in the light that it sheds on the centuries-old controversies about the foundations of probability theory. Decision theory can be derived equally well from either of two diametrically opposed views about what probability theory is, and it therefore forms a kind of bridge between them, and suggests that decision theory might help to resolve the controversy. We dwell here on the historical background of and relationship between the two approaches to the decision problem.

### 13.2 Daniel Bernoulli's suggestion

As one might expect from the way this situation appeared in the most elementary applications of probability theory, the relationship between the two approaches to decision theory is by no means a new problem. It was clearly recognized, and a definite solution offered for a certain class of problems, by Daniel Bernoulli (1738). In a crude form, the same principle had been seen even earlier, at the time when probability theory was concerned almost exclusively with problems of gambling. Although today it seems very hard to understand, the historical record shows clearly and repeatedly that the notion of 'expectation of profit' was very intuitive to the first workers in probability theory; even more intuitive than that of probability.

Consider each possibility, $i=1,2, \ldots n$, assign probabilities $p_{i}$ to them, and also assign numbers $M_{i}$ which represent the 'profit' we would obtain if the $i$ th possibility should in fact turn out to be true. Then the expectation of profit is, in either of our standard notations,

$$
\begin{equation*}
E(M)=\langle M\rangle=\sum_{i=1}^{n} p_{i} M_{i} \tag{13.1}
\end{equation*}
$$

The prosperous merchants in 17th century Amsterdam bought and sold expectations as if they were tangible goods. It seemed obvious to many that a person acting in pure self-interest should always behave in such a way as to maximize his expected profit. This, however, led to some paradoxes (particularly that of the famous St Petersburg problem) which led Bernoulli to recognize that simple expectation of profit is not always a sensible criterion of action.

For example, suppose that your information leads you to assign probability 0.51 to heads in a certain slightly biased coin. Now you are given the choice of two actions: (1) to bet every cent you have at even money, on heads for the next toss of this coin; (2) not to bet at all. According to the criterion of expectation of profit, you should always choose to gamble
when faced with this choice. Your expectation of profit, if you do not gamble, is zero; but if you do gamble, it is

$$
\begin{equation*}
\langle M\rangle=0.51 M_{0}+0.49\left(-M_{0}\right)=0.02 M_{0}>0 \tag{13.2}
\end{equation*}
$$

where $M_{0}$ is the amount you have now. Nevertheless it seemed obvious to Bernoulli, as it doubtless does also to the reader, that nobody in his right mind would really choose the first alternative. This means that our common sense, in some cases, rejects the criterion of maximizing expected profit.

Suppose that you are offered the following opportunity. You can bet any amount you want on the basis that, with probability $\left(1-10^{-6}\right)$, you will lose your money; but with probability $10^{-6}$, you will win 1000001 times the amount you had wagered. Again, the criterion of maximizing expected profit says that you should bet all the money you have. Common sense rejects this solution even more forcefully.

Daniel Bernoulli proposed to resolve these paradoxes by recognition that the true value to a person, of receiving a certain amount of money, is not measured simply by the amount received; it depends also upon how much he has already. In other words, Bernoulli said that we should recognize that the mathematical expectation of profit is not the same thing as its 'moral expectation'. A modern economist is expressing the same idea when he speaks of the 'diminishing marginal utility of money'.

In the St Petersburg game we toss an honest coin until it comes up heads for the first time. The game is then terminated. If heads occurs for the first time at the $n$th throw, the player receives $2^{n}$ dollars. The question is: what is a 'fair' entrance fee for him to pay, for the privilege of playing this game? If we use the criterion that a fair game is one where the entrance fee is equal to the expectation of profit, you see what happens. The expectation is infinite:

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(2^{-k}\right)\left(2^{k}\right)=\sum_{k=1}^{\infty} 1=\infty \tag{13.3}
\end{equation*}
$$

Nevertheless, it is clear again that no sane person would be willing to risk more than a very small amount on this game. We quote Laplace $(1814,1819)$ at this point:

Indeed, it is apparent that one franc has much greater value for him who possesses only 100 than for a millionaire. We ought then to distinguish the absolute value of the hoped-for benefit from its relative value. The latter is determined by the motives which make it desirable, whereas the first is independent of them. The general principle for assigning this relative value cannot be given, but here is one proposed by Daniel Bernoulli which will serve in many cases: The relative value of an infinitely small sum is equal to its absolute value divided by the total fortune of the person interested.

In other words, Bernoulli proposed that the 'moral value', or what the modern economist would call the 'utility' of an amount $M$ of money, should be taken proportional to $\log (M)$. Laplace, in discussing the St Petersburg problem and this criterion, reports the following result without giving the calculation: a person whose total fortune is 200 francs ought not reasonably to stake more than 9 francs on the play of this game. Let us, 180 years later, check Laplace's calculation.

For a person whose initial 'fortune' is $m$ francs, the fair fee $f(m)$ is determined by equating his present utility with his expected utility if he pays the fee and plays the game; i.e. $f(m)$ is the root of

$$
\begin{equation*}
\log (m)=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \log \left(m-f+2^{n}\right) \tag{13.4}
\end{equation*}
$$

Computer evaluation gives $f(200)=8.7204$; Laplace, without a computer, did his calculation very well. Likewise, $f\left(10^{3}\right)=10.95, f\left(10^{4}\right)=14.24, f\left(10^{6}\right)=20.87$. Even a millionaire should not risk more than 21 francs on this dubious game.

It seems to us that this kind of numerical result is entirely reasonable. However, the logarithmic assignment of utility is not to be taken literally, either in the case of extremely small fortunes (as Laplace points out), or in the case of extremely large ones, as the following example of Savage (1954) shows.

Suppose your present fortune is $\$ 1000000$; if your utility for money is proportional to the logarithm of the amount, you should be as willing as not to accept a wager in which, with probability one-half, you'll be left with only $\$ 1000$, and with probability one-half you will be left with $\$ 1000000000$. Most of us would consider such a bet to be distinctly disadvantageous to a person with that initial fortune. This shows that our intuitive 'utility' for money must increase even less rapidly than the logarithm for extremely large values. Chernoff and Moses (1959) claim that it is bounded; this appears to us plausible theoretically, but not really demonstrated in the real world.

The gist of Daniel Bernoulli's suggestion was therefore that, in the gambler's problem of decision making under uncertainty, one should act so as to maximize the expected value, not necessarily of the profit itself, but of some function of the profit which he called the 'moral value'. In more modern terminology, the optimist will call this 'maximizing expected utility', while the pessimist will speak instead of 'minimizing expected loss', the loss function being taken as the negative of the utility function.

### 13.3 The rationale of insurance

Let us illustrate some of the above remarks briefly with the example of insurance, which is in some ways like the St Petersburg game. The following scenario is oversimplified in obvious ways; nevertheless, it makes some valid and important points. Insurance premiums are always set high enough to guarantee the insurance company a positive expectation of profit over all the contingencies covered in the contract, and every dollar the company earns is a dollar spent by a customer. Then why should anyone ever want to buy insurance?

The point is that the individual customer has a utility function for money that may be strongly curved over ranges of $\$ 1000$; but the insurance company is so much larger that its utility for money is accurately linear over ranges of millions of dollars. Thus, let $P$ be the premium for some proposed insurance contract, let $i=1, \ldots, n$ enumerate the contingencies covered, the $i$ th having probability $w_{i}$ and cost to the insurance company, if

Table 13.1. Expanded utility.

|  | Buy | Don't buy |
| :--- | :---: | :---: |
| Company | $P-\sum w_{i} L_{i}$ | 0 |
| Customer | $\log (M-P)$ | $\sum w_{i} \log \left(M-L_{i}\right)$ |

it happens, of $L_{i}$. Let the prospective customer have Daniel Bernoulli’s logarithmic utility for money and an initial amount $M$. Of course, by $M$ we should understand his so-called 'net worth', not merely the amount of cash he has on hand. Then the expected utility for the insurance company and for the customer, if he does or does not buy the insurance, will be as given in Table 13.1. So if $\langle L\rangle<P$, the company wants to sell the insurance, and if $\langle\log (M-L)\rangle<\log (M-P)$ the customer wants to buy it. If the premium is in the range

$$
\begin{equation*}
\langle L\rangle<P<[M-\exp \langle\log (M-L)\rangle], \tag{13.5}
\end{equation*}
$$

it will be advantageous for both to do business.
We leave it as an exercise for the reader to show from (13.5) that a poor man should buy insurance, but a rich man should not unless his assessment of expected loss $\langle L\rangle$ is much greater than the insurance company's. Indeed, if your present fortune is much greater than any likely loss, then your utility for money is nearly as linear as the insurance company's, in the region where it matters; and you may as well be your own insurance company.

Further insight into the rich man's psychology is had by noting that if $M \gg L\rangle$ we may expand in powers of $M^{-1}$;

$$
\begin{equation*}
M-\exp \langle\log (M-L)\rangle=\langle L\rangle+\frac{\operatorname{var}(L)}{2 M}+\cdots, \tag{13.6}
\end{equation*}
$$

where $\operatorname{var}(L)=\left\langle L^{2}\right\rangle-\langle L\rangle^{2}$. Thus, a moderately rich man might be willing to buy insurance even if the premium is slightly larger than his expected loss, because this removes the uncertainty $\operatorname{var}(L)$ about the actual loss which he would otherwise have to live with; we have an aversion not only to risk, but to uncertainty about it.

Further insight into the poor man's psychology is had by writing the right-hand side of (13.5) as

$$
\begin{equation*}
M-\exp \langle\log (M-L)\rangle=M-\prod_{i} \exp \left\{w_{i} \log \left(M-L_{i}\right)\right\} . \tag{13.7}
\end{equation*}
$$

Let the $L_{i}$ be enumerated so that $L_{1} \geq L_{2} \geq L_{3} \cdots$, then this expression does not make sense unless $M>L_{1}$; but presumably it is not possible to have $M<L_{1}$, for one cannot lose more than he has. But if $M$ approaches $L_{1}$, the last term becomes singular $[\exp \{-\infty\}]$ and drops out. Equation (13.5) then reduces to $\langle L\rangle<P<M$; it appears that this unfortunate person should always buy insurance if he can, even if this leaves him as poor as if the worst possible contingency had happened to him!

Of course, this only illustrates that the logarithmic utility assignment is unrealistic for very small amounts. In fact, the utility is clearly bounded in that region also; he who possesses only one penny does not consider it a calamity to lose it. We may correct this by replacing $\log (M)$ by $\log (M+b)$, where $b$ is an amount so small that we consider it practically worthless. This modifies our conclusion from (13.7) in a way that we leave for the reader to work out, and which may suggest a good choice for $b$.

### 13.4 Entropy and utility

The logarithmic assignment of utility is reasonable for many purposes, as long as it is not pushed to extremes. It is also, incidentally, closely connected with the notion of entropy, as shown by Bellman and Kalaba $(1956,1957)$. A gambler who receives partially reliable advance tips on a game acts (i.e. decides on which side and how much to bet) so as to maximize the expected logarithm of his fortune. Bellman and Kalaba show that (1) one can never go broke following this strategy, in contrast to the strategy of maximizing expected profit, where it is easily seen that with probability one this will happen eventually (the classical 'gambler's ruin' situation), and (2) the amount one can reasonably expect to win on any one game is clearly proportional to the amount $M_{0}$ he has to begin with, so, after $n$ games, one could hope to have an amount $M=M_{0} \exp \{\alpha n\}$. Evidently, to use the logarithmic utility function means that one acts so as to maximize the expectation of $\alpha$.

Exercise 13.1. Show that the maximum attainable $\langle\alpha\rangle$ is just $\left(H_{0}-H\right)$, where $H$ is the entropy which describes the gambler's uncertainty as to the truth of his tips, and $H_{0}$ is the maximum possible entropy, if the tips were completely uninformative.

A similar result is derived below. This suggests that, with more development of the theory, entropy might have an important place in guiding the strategy of a businessman or stock market investor.

There is a more subtle use of these considerations; the possibility not only of maximizing our own utility, but of manipulating the utility considerations of others so as to induce them to behave as we wish. Competent administrators know, instinctively but qualitatively, how to offer rewards and punishments so as to keep their organizations running smoothly and on course. A much oversimplified but quantitative example of this follows.

### 13.5 The honest weatherman

The weatherman's prior information and data yield a probability $p=P($ rain $\mid$ data, $I)$ that it will rain tomorrow. Then what probability $q$ will he announce publicly, in his evening TV
forecast? This depends on his perceived utility function. We suspect that weather forecasters systematically overstate the probability for bad weather, i.e. announce a value $q>p$, in the belief that they will incur more criticism from failing to predict a storm that arrives than from predicting one that fails to arrive. ${ }^{1}$

Nevertheless, we would prefer to be told the value $p$ actually indicated by all the data at hand; indeed, if we were sure that we were being told this, we could not reasonably criticize the weatherman for his failures. Is it possible to give the weatherman a utility environment that will induce him always to tell the truth?

Suppose we write the weatherman's employment contract to stipulate that he will never be fired for making too many wrong predictions; but that, each day, when he announces a probability $q$ of rain, his pay for that day will be $B \log (2 q)$ if it actually rains the next day, and $B \log (2[1-q])$ if it does not, where $B$ is a base rate that does not matter for our present considerations, as long as it is high enough to make him want the job. Then the weatherman's expected pay for today, if he announces probability $q$, is

$$
\begin{equation*}
B[p \log (2 q)+(1-p) \log (2[1-q])]=B[\log (2)+p \log (q)+(1-p) \log (1-q)] . \tag{13.8}
\end{equation*}
$$

Taking the first and second derivatives, we find that this is a maximum when $q=p$.
Now any continuous utility function appears linear if we examine only a small segment of it. Thus, if the weatherman considers a single day's pay small enough so that his utility for it is linear in the amount, it will always be to his advantage to tell the truth. There exist combinations of rewards and utility functions for which, quite literally, honesty is the best policy.

More generally, let there be $n$ possible events $\left(A_{1}, \ldots, A_{n}\right)$ for which the available prior information and data indicate the probabilities $\left(p_{1}, \ldots, p_{n}\right)$. But a predictor chooses to announce instead the probabilities $\left(q_{1}, \ldots, q_{n}\right)$. Let him be paid $B \log \left(n q_{i}\right)$ if the event $A_{i}$ subsequently occurs; he is rewarded for placing a high probability on the true event. Then his expectation of pay is

$$
\begin{equation*}
B[\log (n)-I(q ; p)], \tag{13.9}
\end{equation*}
$$

where $I(q ; p) \equiv \sum p_{i} \log \left(q_{i}\right)$ is essentially (to within an additive constant) the relative entropy of the distributions (today commonly called the Kullback-Leibler information (Kullback and Leibler, 1951), although its fundamental properties were proved and exploited already by Gibbs (1902, Chap. 11)). Then it will be to the weatherman's advantage to announce always $q_{i}=p_{i}$, and his maximum expectation of pay is

$$
\begin{equation*}
B\left[\log (n)-H\left(p_{1}, \ldots, p_{n}\right)\right], \tag{13.10}
\end{equation*}
$$

where $H\left(p_{i}\right)=-\sum p_{i} \log \left(p_{i}\right)$ is the entropy that measures his uncertainty about the $A_{i}$. It is not only to his advantage to tell the truth; it is to his advantage to acquire the maximum possible amount of information so as to decrease that entropy.

[^84]As a very real, concrete example, consider a drug company, which has only a finite amount of research and development facilities. We have two potential new drugs: drug $A$ alleviates a disorder that afflicts $10^{6}$ persons per year, while drug $B$ would help only 1000 persons per year. Supposing equally good preliminary evidence for the efficacy and safety of the drugs, the company will naturally prefer to expend its development efforts on drug $A$; and for this decision we can predict confidently that it will come under attack from some misanthrope who charges it with being interested only in its own profits. Yet had he thought it through one more step, he might have perceived that this policy, while undeniably benefitting the company, also benefits a much larger proportion of society.

### 13.6 Reactions to Daniel Bernoulli and Laplace

The mathematically elementary - yet evidently important - nature of these results, might make one think that such things must have been not only perceived by many, but put to good use immediately, as soon as Daniel Bernoulli and Laplace had started this train of thought. Indeed, it seems in retrospect surprising that the notion of entropy was not discovered in this way, 100 years before Gibbs.

The actual course of history has been very different; for most of the 20th century the 'frequentist' school of thought either ignored the above line of reasoning or condemned it as metaphysical nonsense. In one of the best known books on probability theory (Feller, 1950, p. 199), Daniel Bernoulli's resolution of the St Petersburg paradox is rejected without even being described, except to assure the reader that he 'tried in vain to solve it by the concept of moral expectation'. Warren M. Hirsch, in a review of the book, amplified this as follows:

Various mystifying 'explanations' of this paradox had been offered in the past, involving, for example, the concept of moral expectation. These explanations are hardly understandable to the modern student of probability. Feller gives a straightforward mathematical argument which leads to the determination of finite entrance fee with which the St Petersburg game has all the properties of a fair game.

We have just seen how 'vain' and 'hardly understandable' Daniel Bernoulli's efforts were. Reading Feller, one finds that he 'resolved' the paradox merely by defining and analyzing a different game. He undertakes to explain the rationale of insurance in the same way; but, since he rejects Daniel Bernoulli's concept of a curved utility function, he concludes that insurance is always necessarily 'unfair' to the insured. These explanations are hardly understandable to the modern economist.

In the 1930s and 1940s, a form of decision rules, as an adjunct to hypothesis testing, was expounded by J. Neyman and E. S. Pearson. It enjoyed a period of popularity with electrical engineers (Middleton, 1960) and economists (Simon, 1977), but it is now obsolete because it lacks two fundamental features now recognized as essential to the problem. In Chapter 14 we give a simple example of the Neyman-Pearson procedure, which shows how it is related to others. In 1950, Abraham Wald gave a formulation that operates at a more fundamental
level which makes it appear likely to have a permanent validity, as far as it goes, and gives a rather fundamental justification to Daniel Bernoulli's intuitive ideas. But these efforts were not appreciated in all quarters. Maurice Kendall (1963) wrote:

There has been a strong movement in the USA to regard inference as a branch of decision theory. Fisher would have maintained (and in my opinion rightly) that inference in science is not a matter of decision, and that, in any case, criteria for choice in decision based on pay-offs of one kind or another are not available. This, broadly speaking, is the English as against the American point of view.... I propound the thesis that some such difference of attitude is inevitable between countries where what a man does is more important than what he thinks, and those where what he thinks is more important than what he does.

We need not rely on second-hand sources for Fisher's attitude toward decision theory; as noted in Chapter 16, he was never at a loss to express himself on anything. In discussing significance tests, he writes (Fisher, 1956, p. 77):
... recently $\ldots$ a considerable body of doctrine has attempted to explain, or rather to reinterpret, these tests on the basis of quite a different acceptance procedure. The differences between these two situations seem to the author many and wide, and I do not think it would have been possible to overlook them had the authors of this reinterpretation had any real familiarity with work in the natural sciences, or consciousness of those features of an observational record which permit of an improved scientific understanding.

Then he identifies Neyman and Wald as the objects of his criticism.
Apparently, Kendall, appealing to motives usually disavowed by scholars, regarded decision theory as a defect of the American, as opposed to the British, character (although neither Neyman nor Wald was born or educated in America - they fled here from Europe). Fisher regarded it as an aberration of minds not versed in natural science (although the procedures were due originally to Daniel Bernoulli and Laplace, whose stature as natural scientists will easily bear comparison with Fisher's).

We agree with Kendall that the approach of Wald does indeed give the impression that inference is only a special case of decision; and we deplore this as much as he did. But we observe that in the original Bernoulli-Laplace formulation (and in ours), the clear distinction between these two functions is maintained, as it should be. But, while we perceive this necessary distinction between inference and decision, we perceive also that inference not followed by decision is largely idle, and no natural scientist worthy of the name would undertake the labor of conducting inference unless it served some purpose.

These quotations give an idea of the obstacles which the perfectly natural, and immensely useful, ideas of Daniel Bernoulli and Laplace had to overcome; 200 years later, anyone who suggested such things was still coming under attack from the entrenched 'orthodox' statistical establishment - and in a way that reflected no credit on the attackers. Let us now examine Wald's theory.

### 13.7 Wald's decision theory

Wald's formulation, in its initial stages, had no apparent connection with probability theory. We begin by imagining (i.e. enumerating) a set of possible 'states of nature', $\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{N}\right\}$ whose number is always, in practice, finite, although it might be a useful limiting approximation to think of them as infinite or even as forming a continuum. In the quality control example of Chapter 4, the 'state of nature' was the unknown number of defectives in the batch.

There are certain illusions that tend to grow and propagate here. Let us dispel one by noting that, in enumerating the different states of nature, we are not describing any real (verifiable) property of nature - for one and only one of them is in fact true. The enumeration is only a means of describing a state of knowledge about the range of possibilities. Two persons, or robots, with different prior information may enumerate the $\theta_{j}$ differently without either being in error or inconsistent. One can only strive to do the best he can with the information he has, and we expect that the one with better information will naturally - and deservedly make better decisions. This is not a paradox, but a platitude.

The next step in our theory is to make a similar enumeration of the decisions $\left\{D_{1}\right.$, $\left.D_{2}, \ldots, D_{k}\right\}$ that might be made. In the quality control example, there were three possible decisions at each stage:

$$
\begin{aligned}
& D_{1} \equiv \text { accept the batch }, \\
& D_{2} \equiv \text { reject the batch }, \\
& D_{3} \equiv \text { make another test. }
\end{aligned}
$$

In the particle counter problem of $\mathrm{Mr} B$ in Chapter 6, where we were to estimate the number $n_{1}$ of particles passing through the counter in the first second, there were an infinite number of possible decisions:

$$
D_{i} \equiv n_{1} \text { is estimated as equal to } 0,1,2, \ldots
$$

If we are to estimate the source strength, there are so many possible estimates that we thought of them as forming a continuum of possible decisions, even though in actual fact we can write down only a finite number of decimal digits.

This theory is clearly of no use unless by 'making a decision' we mean, 'deciding to act as if the decision were correct'. It is idle for the robot to 'decide' that $n_{1}=150$ is the best estimate unless we are then prepared to act on the assumption that $n_{1}=150$. Thus the enumeration of the $D_{i}$ that we give the robot is a means of describing our knowledge as to what kinds of actions are feasible; it is idle and computationally wasteful to consider any decision which we know in advance corresponds to an impossible course of action.

There is another reason why a particular decision might be eliminated; even though $D_{1}$ is easy to carry out, we might know in advance that it would lead to intolerable consequences. An automobile driver can make a sharp turn at any time; but his common sense usually tells him not to. Here we see two more points: (1) there is a continuous gradation the consequences of an action might be serious without being absolutely intolerable, and
(2) the consequences of an action will in general depend on what is the true state of nature a sudden sharp turn does not always lead to disaster, and it may actually avert disaster.

This suggests a third necessary concept - the loss function $L\left(D_{i}, \theta_{j}\right)$, which is a set of numbers representing our judgment as to the 'loss' incurred by making decision $D_{i}$ if $\theta_{j}$ should turn out to be the true state of nature. If the $D_{i}$ and $\theta_{j}$ are both discrete, this is a loss matrix $L_{i j}$.

Quite a bit can be done with just the $\theta_{j}, D_{i}, L_{i j}$, and there is a rather extensive literature dealing with criteria for making decisions with no more than this. In the early days of this theory the results were summarized in a very readable and entertaining form by Luce and Raiffa (1989), and in the aforementioned elementary textbook of Chernoff and Moses (1959), which we recommend as still very much worth reading today. This culminated in the more advanced work of Raiffa and Schlaifer (1961), which is still a standard reference work because of its great amount of useful mathematical material.

For a modern exposition with both the philosophy and the mathematics in more detail than we give here, see James Berger (1985). This is written from a Bayesian viewpoint almost identical to ours, and it takes up many technical circumstances important for inference but which are not, in our view, really part of decision theory.

The minimax criterion is: for each $D_{i}$ find the maximum possible loss $M_{i}=\max _{j}\left(L_{i j}\right)$; then choose that $D_{i}$ for which $M_{i}$ is a minimum. This would be a reasonable strategy if we regard Nature as an intelligent adversary who foresees our decision and deliberately chooses the state of nature so as to cause us the maximum frustration. In the theory of some games, this is not a completely unrealistic way of describing the situation, and consequently minimax strategies are of fundamental importance in game theory (von Neumann and Morgenstern, 1953).

In the decision problems of the scientist, engineer, or economist we have no intelligent adversary, and the minimax criterion is that of the long-faced pessimist who concentrates all his attention on the worst possible thing that could happen, and thereby misses out on the favorable opportunities.

Equally unreasonable from our standpoint is the starry-eyed optimist who believes that Nature is deliberately trying to helphim, and so uses this 'minimin' criterion: for each $D_{i}$ find the minimum possible loss $m_{i}=\min _{j}\left(L_{i j}\right)$ and choose the $D_{i}$ that makes $m_{i}$ a minimum.

Evidently, a reasonable decision criterion for the scientist, engineer, or economist is in some sense intermediate between minimax and minimin, expressing our belief that Nature is neutral toward our goals. Many other criteria have been suggested, with such names as maximin utility (Wald), $\alpha$-optimism-pessimism (Hurwicz), minimax regret (Savage), etc. The usual procedure, as described in detail by Luce and Raiffa, has been to analyze any proposed criterion to see whether it satisfies about a dozen qualitative common sense conditions such as
(1) Transitivity: If $D_{1}$ is preferred to $D_{2}$, and $D_{2}$ preferred to $D_{3}$, then $D_{1}$ should be preferred to $D_{3}$.
(2) Strong domination: If for all states of nature $\theta_{j}$ we have $L_{i j}<L_{k j}$, then $D_{i}$ should always be preferred to $D_{k}$.

This kind of analysis, although straightforward, can become tedious. We do not follow it any further, because the final result is that there is only one class of decision criteria which passes all the tests, and this class is obtained more easily by a different line of reasoning.

A full decision theory, of course, cannot concern itself merely with the $\theta_{j}, D_{i}, L_{i j}$. We also, in typical problems, have additional evidence $E$, which we recognize as relevant to the decision problem, and we have to learn how to incorporate $E$ into the theory. In the quality control example of Chapter $4, E$ consisted of the results of the previous tests.

At this point, the decision theory of Wald takes a long, difficult, and, as we now realize, unnecessary mathematical detour. One defines a 'strategy' $S$, which is a set of rules of the form, 'If I receive new evidence $E_{i}$, then I will make decision $D_{k}$ '. In principle, one first enumerates all conceivable strategies (whose number is, however, astronomical even in quite simple problems), and then eliminates the ones considered undesirable by the following criterion. Denote by

$$
\begin{equation*}
p\left(D_{k} \mid \theta_{j} S\right)=\sum_{i} p\left(D_{k} \mid E_{i} \theta_{j} S\right) p\left(E_{i} \mid \theta_{j}\right) \tag{13.11}
\end{equation*}
$$

the sampling probability that, if $\theta_{j}$ is the true state of nature, strategy $S$ would lead us to make decision $D_{k}$, and define the risk presented by $\theta_{j}$ with strategy $S$ as the expected loss over this distribution:

$$
\begin{equation*}
R_{j}(S)=\langle L\rangle_{j}=\sum_{k} p\left(D_{k} \mid \theta_{j} S\right) L_{k j} \tag{13.12}
\end{equation*}
$$

Then a strategy $S$ is called admissible if no other $S^{\prime}$ exists for which

$$
\begin{equation*}
R_{j}\left(S^{\prime}\right) \leq R_{j}(S), \quad \text { for all } j \tag{13.13}
\end{equation*}
$$

If an $S^{\prime}$ exists for which the strict inequality holds for at least one $\theta_{j}$, then $S$ is termed inadmissible. The notions of risk and admissibility are evidently sampling theory criteria, not Bayesian, since they invoke only the sampling distribution. Wald, thinking in sampling theory terms, considered it obvious that the optimal strategy should be sought only within the class of admissible ones.

A principal object of Wald's theory is then to characterize the class of admissible strategies in mathematical terms, so that any such strategy can be found by carrying out a definite procedure. The fundamental theorem bearing on this is Wald's complete class theorem, which establishes a result shocking to sampling theorists (including Wald himself). Berger (1985, Chap. 8) discusses this in Wald's terminology. The term 'complete class' is defined in a rather awkward way (Berger, 1985, pp. 521-522). What Wald really wanted was just the set of all admissible rules, which Berger calls a 'minimal complete class'. From Wald's viewpoint it is a highly nontrivial mathematical problem to prove that such a class exists, and to find an algorithm by which any rule in the class can be constructed.

From our viewpoint, however, these are unnecessary complications, signifying only an inappropriate definition of the term 'admissible'. We shall return to this issue in Chapter 17 and come to a different conclusion: an 'inadmissible' decision may be overwhelmingly preferable to an 'admissible' one, because the criterion of admissibility ignores prior information - even information so cogent that, for example, in major medical, public health, or airline safety decisions, to ignore it would put lives in jeopardy and support a charge of criminal negligence.

The notion of admissibility is flawed in another respect. According to the above definition, an estimation rule which simply ignores the data and always estimates $\theta^{*}=5$ is admissible if the point $\theta=5$ is in the parameter space. In this case it is clear that almost any 'inadmissible' rule would be superior to the 'admissible' one.

This illustrates the folly of inventing noble-sounding names such as 'admissible' and 'unbiased' for principles that are far from noble; and not even fully rational. In the future we should profit from this lesson and take care that we describe technical conditions by names that are ethically and morally neutral, and so do not have false connotations which could mislead others for decades, as these have.

Since in real applications we do not want to - and could not - restrict ourselves to admissible rules anyway, we shall not follow this quite involved argument. We give a different line of reasoning which leads to the rules which are appropriate in the real world, while giving us a better understanding of the reason for them.

What makes a decision process difficult? Well, if we knew which state of nature was the correct one, there would be no problem at all; if $\theta_{3}$ is the true state of nature, then the best decision $D_{i}$ is the one which renders $L_{i 3}$ a minimum. In other words, once the loss function has been specified, our uncertainty as to the best decision arises solely from our uncertainty as to the state of nature. Whether the decision minimizing $L_{i 3}$ is or is not best depends on this: how strongly do we believe that $\theta_{3}$ is the true state of nature? How plausible is $\theta_{3}$ ?

To our robot it seems a trivial step - really only a rephrasing of the question - to ask next, 'Conditional on all the available evidence, what is the probability $P_{3}$ that $\theta_{3}$ is the true state of nature?' Not so to the sampling theorist, who regards the word 'probability' as synonymous with 'long-run relative frequency in some random experiment'. On this definition it is meaningless to speak of the probability for $\theta_{3}$, because the state of nature is not a 'random variable'. Thus, if we adhere consistently to the sampling theory view of probability, we shall conclude that probability theory cannot be applied to the decision problem, at least not in this direct way.

It was just this kind of reasoning which led statisticians, in the early part of the 20th century, to relegate problems of parameter estimation and hypothesis testing to a new field, statistical inference, which was regarded as distinct from probability theory, and based on entirely different principles. Let us examine a typical problem of this type from the sampling theory viewpoint, and see how introducing the notion of a loss function changes this conclusion.

### 13.8 Parameter estimation for minimum loss

There is some unknown parameter $\alpha$, and we make $n$ repeated observations of a quantity, obtaining an observed 'sample' $x \equiv\left\{x_{1}, \ldots, x_{n}\right\}$. We interpret the symbol $x$, without subscripts, as standing for a vector in an $n$-dimensional 'sample space', and suppose that the possible results $x_{i}$ of individual observations are real numbers which we think of as continuously variable in some domain $\left(a \leq x_{i} \leq b\right)$. From observation of the sample $x$, what can we say about the unknown parameter $\alpha$ ? We have already studied such problems from the Bayesian 'probability theory as logic' viewpoint; now we consider them from the sampling theory viewpoint.

To state the problem more drastically, suppose that we are compelled to choose one specific numerical value as our 'best' estimate of $\alpha$, on the basis of the observed sample $x$, and any other prior information we might have, and then to act as if this estimate were true. This is the decision situation which we all face daily, both in our professional capacity and in everyday life. The automobile driver approaching a blind intersection cannot know with certainty whether he will have enough time to cross it safely; but still he is compelled to make a decision based on what he can see, and act on it.

Now it is clear that in estimating $\alpha$, the observed sample $x$ is of no use to us unless we can see some kind of logical (not necessarily causal) connection between $\alpha$ and $x$. In other words, if we knew $\alpha$, but not $x$, then the probabilities which we would assign to various observable samples must depend in some way on the value of $\alpha$. If we consider the different observations as independent, as was almost always done in the sampling theory of parameter estimation, then the sampling density function factors:

$$
\begin{equation*}
f(x \mid \alpha)=f\left(x_{1} \mid \alpha\right) \cdots f\left(x_{n} \mid \alpha\right) \tag{13.14}
\end{equation*}
$$

However, this very restrictive assumption is not necessary (and in fact does not lead to any formal simplification) in discussing the general principles of parameter estimation from the decision theory standpoint.

Let $\beta=\beta\left(x_{1}, \ldots, x_{n}\right)$ be an 'estimator,' i.e. any function of the data values, proposed as an estimate of $\alpha$. Also, let $L(\alpha, \beta)$ be the 'loss' incurred by guessing the value $\beta$ when $\alpha$ is in fact the true value. Then for any given estimator the risk is the 'pre-data' expected loss; i.e. the loss for a person who already knows the true value of $\alpha$ but does not know what data will be observed:

$$
\begin{equation*}
R_{\alpha} \equiv \int \mathrm{d} x L(\alpha, \beta) f(x \mid \alpha) \tag{13.15}
\end{equation*}
$$

By $\int \mathrm{d} x$ () we mean the $n$-fold integration

$$
\begin{equation*}
\int \cdots \int \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n}() \tag{13.16}
\end{equation*}
$$

We may interpret this notation as including both the continuous and discrete cases; in the latter, $f(x \mid \alpha)$ is a sum of delta-functions.

On the view of one who uses the frequency definition of probability, the above phrase 'for a person who already knows the true value of $\alpha$ ' is misleading and unwanted. The notion of the probability for sample $x$ for a person with a certain state of knowledge is entirely foreign to him; he regards $f(x \mid \alpha)$ not as a description of a mere state of knowledge about the sample, but as an objective statement of fact, giving the relative frequencies with which different samples would be observed 'in the long run'.

Unfortunately, to maintain this view strictly and consistently would reduce the legitimate applications of probability theory almost to zero; for one can (and most of us do) work in this field for a lifetime without ever encountering a real problem in which one actually has knowledge of the 'true' limiting frequencies for an infinite number of trials; how could one ever acquire such knowledge? Indeed, quite apart from probability theory, no scientist ever has sure knowledge of what is 'really true'; the only thing we can ever know with certainty is: what is our state of knowledge?

Then how could one ever assign a probability which he knew was equal to a limiting frequency in the real world? It seems to us that the belief that probabilities are realities existing in Nature is pure mind projection fallacy. True 'scientific objectivity' demands that we escape from this delusion and recognize that in conducting inference our equations are not describing reality; they are describing and processing our information about reality.

In any event, the 'frequentist' believes that $R_{\alpha}$ is not merely the 'expectation of loss' in the present situation, but is also, with probability one, the limit of the average of actual losses which would be incurred by using the estimator $\beta$ an indefinitely large number of times; i.e. by drawing a sample of $n$ observations repeatedly with a fixed value of $\alpha$. Furthermore, the idea of finding the estimator which is 'best for the present specific sample' is quite foreign to his outlook; because he regards the notion of probability as referring to a collection of cases rather than a single case, he is forced to speak instead of finding that estimator 'which will prove best, on average, in the long run'.

On the frequentist view, therefore, it would appear that the best estimator will be the one that minimizes $R_{\alpha}$. Is this a variational problem? A small change $\delta \beta(x)$ in the estimator changes the risk by

$$
\begin{equation*}
\delta R_{\alpha}=\int \mathrm{d} x \frac{\partial L(\alpha, \beta)}{\partial \beta} f(x \mid \alpha) \delta \beta(x) . \tag{13.17}
\end{equation*}
$$

If we were to require this to vanish for all $\delta \beta(x)$, this would imply

$$
\begin{equation*}
\frac{\partial L}{\partial \beta}=0, \quad \text { all possible } \beta \tag{13.18}
\end{equation*}
$$

Thus the problem as stated has no truly stationary solution except in the trivial - and useless case where the loss function is independent of the estimated value $\beta$; if there is any 'best' estimator by the criterion of minimum risk, it cannot be found by variational methods.

Nevertheless, we can get some understanding of what is happening by considering (13.15) for some specific choices of loss function. Suppose we take the quadratic loss function
$L(\alpha, \beta)=(\alpha-\beta)^{2}$. Then (13.15) reduces to

$$
\begin{equation*}
R_{\alpha}=\int \mathrm{d} x\left(\alpha^{2}-2 \alpha \beta+\beta^{2}\right) f(x \mid \alpha) \tag{13.19}
\end{equation*}
$$

or

$$
\begin{equation*}
R_{\alpha}=(\alpha-\langle\beta\rangle)^{2}+\operatorname{var}(\beta) \tag{13.20}
\end{equation*}
$$

where $\operatorname{var}(\beta) \equiv\left\langle\beta^{2}\right\rangle-\langle\beta\rangle^{2}$ is the variance of the sampling pdf for $\beta$, and

$$
\begin{equation*}
\left\langle\beta^{n}\right\rangle \equiv \int \mathrm{d} x[\beta(x)]^{n} f(x \mid \alpha) \tag{13.21}
\end{equation*}
$$

is the $n$th moment of that pdf. The risk (13.20) is the sum of two positive terms, and a good estimator by the criterion of minimum risk has two properties:
(1) $\langle\beta\rangle=\alpha$,
(2) $\operatorname{var}(\beta)$ is a minimum.

These are just the two conditions which sampling theory has considered most important. An estimator with property (1) is called unbiased (more generally, the function $b(\alpha)=\langle\beta\rangle-\alpha$ is called the bias of the estimator $\beta(x)$ ), and one with both properties (1) and (2) was called efficient by R. A. Fisher. Nowadays, it is often called an unbiased minimum variance (UMV) estimator.

In Chapter 17 we shall examine the relative importance of removing bias and minimizing variance, and derive the Cramér-Rao inequality which places a lower limit on the possible value of $\operatorname{var}(\beta)$. For the present, our concern is only with the failure of (13.17) to provide any optimal estimator for a given loss function. This weakness of the sampling theory approach to parameter estimation, that it does not tell us how to find the best estimator, but only how to compare different guesses, can be overcome as follows: we give a simple substitute for Wald's complete class theorem.

### 13.9 Reformulation of the problem

It is easy to see why the criterion of minimum risk is bound to get us into trouble and is unable to furnish any general rule for constructing an estimator. The mathematical problem was: for given $L(\alpha, \beta)$ and $f(x \mid \alpha)$, what function $\beta\left(x_{1}, \ldots, x_{n}\right)$ will minimize $R_{\alpha}$ ?

Although this is not a variational problem, it might have a unique solution; but the more fundamental difficulty is that the solution will still, in general, depend on $\alpha$. Then the criterion of minimum risk leads to an impossible situation - even if we could solve the mathematical minimization problem and had before us the best estimator $\beta_{\alpha}\left(x_{1}, \ldots, x_{n}\right)$ for each value of $\alpha$, we could use that result only if $\alpha$ were already known, in which case we would have no need to estimate. We were looking at the problem backwards!

This makes it clear how to correct the trouble. It is of no use to ask what estimator is 'best' for some particular value of $\alpha$; the answer to that question is always, obviously, $\beta(x)=\alpha$,
independent of the data. But the only reason for using an estimator is that $\alpha$ is unknown. The estimator must therefore be some compromise that allows for all possibilities within some prescribed range of $\alpha$; within this range, it must do the best job of protecting against loss, no matter what the true value of $\alpha$ turns out to be.

Thus it is some weighted average of $R_{\alpha}$,

$$
\begin{equation*}
\langle R\rangle=\int \mathrm{d} \alpha g(\alpha) R_{\alpha} \tag{13.22}
\end{equation*}
$$

that we should really minimize, where the function $g(\alpha) \geq 0$ measures in some way the relative importance of minimizing $R_{\alpha}$ for the various possible values that $\alpha$ might turn out to have.

The mathematical character of the problem is completely changed by adopting (13.22) as our criterion; we now have a solvable variational problem with a unique, well-behaved, and useful solution. The first variation in $\langle R\rangle$ due to an arbitrary variation $\delta \beta\left(x_{1}, \ldots, x_{n}\right)$ in the estimator is

$$
\begin{equation*}
\delta\langle R\rangle=\int \cdots \int \mathrm{d} x_{1} \cdots \mathrm{~d} x_{n}\left\{\int \mathrm{~d} \alpha g(\alpha) \frac{\partial L(\alpha, \beta)}{\partial \beta} f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)\right\} \delta \beta\left(x_{1}, \ldots, x_{n}\right) \tag{13.23}
\end{equation*}
$$

which vanishes independently of $\delta \beta$ if

$$
\begin{equation*}
\int \mathrm{d} \alpha g(\alpha) \frac{\partial L(\alpha, \beta)}{\partial \beta} f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)=0 \tag{13.24}
\end{equation*}
$$

for all possible samples $\left\{x_{1}, \ldots, x_{n}\right\}$.
Equation (13.24) is the fundamental integral equation which determines the 'best' estimator by our new criterion. Taking the second variation, we find that (13.24) yields a true minimum if

$$
\begin{equation*}
\int \mathrm{d} \alpha g(\alpha) \frac{\partial^{2} L}{\partial \beta^{2}} f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)>0 \tag{13.25}
\end{equation*}
$$

Thus a sufficient condition for a minimum is simply $\partial^{2} L / \partial \beta^{2} \geq 0$, but this is stronger than necessary.

If we take the quadratic loss function $L(\alpha, \beta)=K(\alpha-\beta)^{2}$, (13.24) reduces to

$$
\begin{equation*}
\int \mathrm{d} \alpha g(\alpha)(\alpha-\beta) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)=0 \tag{13.26}
\end{equation*}
$$

or the optimal estimator for quadratic loss is

$$
\begin{equation*}
\beta\left(x_{1}, \ldots, x_{n}\right)=\frac{\int \mathrm{d} \alpha g(\alpha) \alpha f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)}{\int \mathrm{d} \alpha g(\alpha) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)} \tag{13.27}
\end{equation*}
$$

But this is just the mean value over the posterior pdf for $\alpha$ :

$$
\begin{equation*}
f\left(\alpha \mid x_{1}, \ldots, x_{n}, I\right)=\frac{g(\alpha) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)}{\int \mathrm{d} \alpha g(\alpha) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)} \tag{13.28}
\end{equation*}
$$

given by Bayes' theorem, if we interpret $g(\alpha)$ as a prior probability density! This argument shows, perhaps more clearly than any other we have given, why the mathematical form of Bayes' theorem intrudes itself inevitably into parameter estimation.

If we take as a loss function the absolute error, $L(\alpha, \beta)=|\alpha-\beta|$, then the integral (13.24) becomes

$$
\begin{equation*}
\int_{-\infty}^{\beta} \mathrm{d} \alpha g(\alpha) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)=\int_{\beta}^{\infty} \mathrm{d} \alpha g(\alpha) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right) \tag{13.29}
\end{equation*}
$$

which states that $\beta\left(x_{1} \ldots x_{n}\right)$ is to be taken as the median over the posterior pdf for $\alpha$ :

$$
\begin{equation*}
\int_{-\infty}^{\beta} \mathrm{d} \alpha f\left(\alpha \mid x_{1}, \ldots, x_{n}, I\right)=\int_{\beta}^{\infty} \mathrm{d} \alpha f\left(\alpha \mid x_{1}, \ldots, x_{n}, I\right)=\frac{1}{2} \tag{13.30}
\end{equation*}
$$

Likewise, if we take a loss function $L(\alpha, \beta)=(\alpha-\beta)^{4}$, (13.24) leads to an estimator $\beta\left(x_{1}, \ldots, x_{n}\right)$, which is the real root of

$$
\begin{equation*}
f(\beta)=\beta^{3}-3\langle\alpha\rangle \beta^{2}+3\left\langle\alpha^{2}\right\rangle \beta-\left\langle\alpha^{3}\right\rangle=0 \tag{13.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\left\langle\alpha^{n}\right\rangle=\int \mathrm{d} \alpha \alpha^{n} f\left(\alpha \mid x_{1}, \ldots, x_{n} I\right) \tag{13.32}
\end{equation*}
$$

is the $n$th moment of the posterior pdf for $\alpha$. (That (13.31) has only one real root is seen on forming the discriminant; the condition $f^{\prime}(\beta) \geq 0$ for all real $\beta$ is just $\left(\left\langle\alpha^{2}\right\rangle-\left\langle\alpha^{2}\right)\right\rangle \geq 0$.)

If we take $L(\alpha, \beta)=|\alpha-\beta|^{k}$, and pass to the limit $k \rightarrow 0$, or if we just take

$$
L(\alpha, \beta)= \begin{cases}0 & \alpha=\beta  \tag{13.33}\\ 1 & \text { otherwise }\end{cases}
$$

(13.24) tells us that we should choose $\beta\left(x_{1}, \ldots, x_{n}\right)$ as the 'most probable value', or mode of the posterior pdf $f\left(\alpha \mid x_{1}, \ldots, x_{n} I\right)$. If $g(\alpha)=$ constant in the high-likelihood region, and is not much greater elsewhere, this is just the maximum-likelihood estimate advocated by Fisher.

In this result we see finally just what maximum likelihood accomplishes, and under what circumstances it is the appropriate method to use. The maximum-likelihood criterion is the one in which we care only about the chance of being exactly right; and, if we are wrong, we don't care how wrong we are. This is just the situation we have in shooting at a small target, where 'a miss is as good as a mile'. But it is clear that there are few other situations where this would be a rational way to behave; almost always, the amount of error is of some concern to us, and so maximum likelihood is not the best estimation criterion.

Note that in all these cases it was the posterior pdf, $f\left(\alpha \mid x_{1}, \ldots, x_{n}, I\right)$ that was involved. That this will always be the case is seen by noting that our 'fundamental integral equation' (13.24) is not so profound after all. It can be written equally well as

$$
\begin{equation*}
\frac{\partial}{\partial \beta} \int \mathrm{d} \alpha g(\alpha) L(\alpha, \beta) f\left(x_{1}, \ldots, x_{n} \mid \alpha\right)=0 \tag{13.34}
\end{equation*}
$$

But if we interpret $g(\alpha)$ as a prior probability density, this is just the statement that we are indeed to minimize the expectation of $L(\alpha, \beta)$ : it is not the expectation over the sampling pdf for $\beta$; it is always the expectation over the Bayesian posterior pdf for $\alpha$ !

We have here an interesting case of 'chickens coming home to roost'. If a sampling theorist will think his estimation problems through to the end, he will find himself obliged to use the Bayesian mathematical algorithm, even if his ideology still leads him to reject the Bayesian rationale for it. But in arriving at these inevitable results, the Bayesian rationale has the advantages that (1) it leads us to this conclusion immediately; (2) it makes it obvious that its range of validity and usefulness is far greater than supposed by the sampling theorist. The Bayesian mathematical form is required for simple logical reasons, independently of all philosophical hangups over 'which quantities are random?' or the 'true meaning of probability'.

Wald's complete class theorem led him to essentially the same conclusion: if the $\theta_{j}$ are discrete and we agree not to include in our enumeration of states of nature any $\theta_{j}$ that is known to be impossible, then the class of admissible strategies is just the class of Bayes strategies (i.e. those that minimize expected loss over a posterior pdf). If the possible $\theta_{j}$ form a continuum, the admissible rules are the proper Bayesian ones; i.e. Bayes rules from proper (normalizable) prior probabilities. But few people have ever tried to follow his proof of this; Berger (1985) does not attempt to present it, but gives instead a number of isolated special results.

There is a great deal of mathematical nitpicking, also noted by Berger, over the exact situation when one tries to jump into an improper prior in infinite parameter spaces without considering any limit from a proper prior. But for us such questions are of no interest, because the concept of admissibility is itself flawed when stretched to such extreme cases. Because of its refusal to consider any prior information whatsoever, it must consider all points of an infinite domain equivalent; the resulting singular mathematics is only an artifact that corresponds to no singularity in the real problem, where prior information always excludes the region at infinity.

For a given sampling distribution and loss function, we are content to say simply that the defensible decision rules are the Bayes rules characterized by the different proper priors, and their well-behaved limits. This is the conclusion that was shocking to sampling theorists including Wald himself, who had been one of the proponents of the von Mises' 'collective' theory of probability - and it was psychologically the main spark that touched off our present 'Bayesian revolution' in statistics. To his everlasting credit, Abraham Wald had the intellectual honesty to see the inevitable consequences of this result, and in his final work (Wald, 1950), he termed the admissible decision rules, 'Bayes strategies'.

### 13.10 Effect of varying loss functions

Since the new feature of the theory being expounded here lies only in the introduction of the loss function, it is important to understand how the final results depend on the loss functions by some numerical examples. Suppose that the prior information $I$ and data $D$ lead to the
following posterior pdf for a parameter $\alpha$ :

$$
\begin{equation*}
f(\alpha \mid D I)=k \exp \{-k \alpha\}, \quad 0 \leq \alpha<\infty \tag{13.35}
\end{equation*}
$$

The $n$th moment of this pdf is

$$
\begin{equation*}
\left\langle\alpha^{n}\right\rangle=\int_{0}^{\infty} \mathrm{d} \alpha \alpha^{n} f(\alpha \mid D I)=n!k^{-n} \tag{13.36}
\end{equation*}
$$

With loss function $(\alpha-\beta)^{2}$, the best estimator is the mean value

$$
\begin{equation*}
\beta=\langle\alpha\rangle=k^{-1} \tag{13.37}
\end{equation*}
$$

With the loss function $|\alpha-\beta|$, the best estimator is the median, determined by

$$
\begin{equation*}
\frac{1}{2}=\int_{0}^{\beta} \mathrm{d} \alpha f(\alpha \mid D I)=1-\exp \{-k \beta\} \tag{13.38}
\end{equation*}
$$

or

$$
\begin{equation*}
\beta=k^{-1} \log _{\mathrm{e}}(2)=0.693\langle\alpha\rangle \tag{13.39}
\end{equation*}
$$

To minimize $\left\langle(\alpha-\beta)^{4}\right\rangle$, we should choose $\beta$ to satisfy (13.31), which becomes $y^{3}-3 y^{2}+$ $6 y-6=0$ with $y=k \beta$. The real root of this is at $y=1.59$, so the optimal estimator is

$$
\begin{equation*}
\beta=1.59\langle\alpha\rangle \tag{13.40}
\end{equation*}
$$

For the loss function $(\alpha-\beta)^{s+1}$, with $s$ an odd integer, the fundamental equation (13.34) is

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \alpha(\alpha-\beta)^{s} \exp \{-k \alpha\}=0 \tag{13.41}
\end{equation*}
$$

which reduces to

$$
\begin{equation*}
\sum_{m=0}^{s} \frac{(-k \beta)^{m}}{m!}=0 \tag{13.42}
\end{equation*}
$$

The case $s=3$ leads to (13.40), while in the case $s=5$, loss function $(\alpha-\beta)^{6}$, we find

$$
\begin{equation*}
\beta=2.025\langle\alpha\rangle \tag{13.43}
\end{equation*}
$$

As $s \rightarrow \infty, \beta$ also increases without limit. But the maximum-likelihood estimate, which corresponds to the loss function $L(\alpha, \beta)=-\delta(\alpha-\beta)$, or equally well to

$$
\begin{equation*}
\lim _{k \rightarrow 0}|\alpha-\beta|^{k} \tag{13.44}
\end{equation*}
$$

is $\beta=0$. These numerical examples merely illustrate what was already clear intuitively; when the posterior pdf is not sharply peaked, the best estimate of $\alpha$ depends very much on which particular loss function we use.

One might suppose that a loss function must always be a monotonically increasing function of the error $|\alpha-\beta|$. In general, of course, this will be the case; but nothing in this theory restricts us to such functions. You can think of some rather frustrating situations in
which, if you are going to make an error, you would rather make a large one than a small one. William Tell was in just that fix. If you study our equations for this case, you will see that there is really no very satisfactory decision at all (i.e. no decision has small expected loss); and nothing can be done about it.

Note that the decision rule is invariant under any proper linear transformation of the loss function; i.e. if $L\left(D_{i}, \theta_{j}\right)$ is one loss function, then the new one,

$$
L^{\prime}\left(D_{i}, \theta_{j}\right) \equiv a+b L\left(D_{i}, \theta_{j}\right) \quad\left\{\begin{array}{r}
-\infty<a<\infty  \tag{13.45}\\
0<b<\infty
\end{array}\right.
$$

will lead to the same decision, whatever the prior probabilities and data. Thus, in a binary decision problem, given the loss matrix

$$
L_{i j}=\left(\begin{array}{cc}
10 & 19  \tag{13.46}\\
100 & 10
\end{array}\right)
$$

we can equally well use

$$
L_{i j}^{\prime}=\left(\begin{array}{cc}
0 & 1  \tag{13.47}\\
10 & 0
\end{array}\right)
$$

corresponding to $a=-10 / 9, b=1 / 9$. This may simplify the calculation of expected loss quite a bit.

### 13.11 General decision theory

In the foregoing, we examined decision theory only in terms of one particular application, parameter estimation. But we really have the whole story already; the criterion (13.34) for constructing the optimal estimator generalizes immediately to the criterion for finding the optimal decision of any kind. The final rules are simple; to solve the problem of inference, there are four steps.
(1) Enumerate the possible states of nature $\theta_{j}$, discrete or continuous, as the case may be.
(2) Assign prior probabilities $p\left(\theta_{j} \mid I\right)$ which represent whatever prior information $I$ you have about them.
(3) Assign sampling probabilities $p\left(E_{i} \mid \theta_{j}\right)$ which represent your prior knowledge about the mechanism of the measurement process yielding the possible data sets $E_{i}$.
(4) Digest any additional evidence $E=E_{1} E_{2} \cdots$ by application of Bayes' theorem, thus obtaining the posterior probabilities $p\left(\theta_{j} \mid E I\right)$.

That is the end of the inference problem, and $p\left(\theta_{j} \mid E I\right)$ expresses all the information about the $\theta_{j}$ that is contained in the prior information and data. To solve the problem of decision there are three more steps.
(5) Enumerate the possible decisions $D_{i}$.
(6) Assign the loss function $L\left(D_{i}, \theta_{j}\right)$ that tells what you want to accomplish.
(7) Make that decision $D_{i}$ which minimizes the expected loss over the posterior probabilities for $\theta_{j}$.

After all is said and done, the final rules of calculation to which the theorems of Cox, Wald, and Shannon lead are just the ones which had been given already by Laplace and Daniel Bernoulli in the 18th century on intuitive grounds, except that the entropy principle generalizes the principle of indifference in step (2).

Theoretically, these rules are now determined uniquely by elementary qualitative desiderata of rationality and consistency. Some protest that they do not have any prior probability or loss function. The theorem is that rationality and consistency require you to behave as if you had them; for every strategy that obeys the desiderata, there is a prior probability and loss function which would have led to that strategy; conversely, if a strategy is derived from a prior probability and loss function, it is guaranteed to obey the desiderata.

Pragmatically, these rules either include, or improve upon, practically all known statistical methods for hypothesis testing and point estimation of parameters. If you have mastered them, then you have just about the entire field at your fingertips. The outstanding thing about them is their intuitive appeal and simplicity - if we sweep aside all the polemics and false starts that have cluttered up this field in the past and consider only the constructive arguments that lead directly to these rules, it is clear that the underlying rationale could be developed fully in a one-semester undergraduate course.

However, in spite of the formal simplicity of the rules themselves, really facile application of them in nontrivial problems involves intricate mathematics, and fine subtleties of concept; so much so that several generations of workers in this field misapplied them and concluded that the rules were all wrong. So, we still need a good deal of leading by the hand in order to develop facility in using this theory. It is like learning how to play a musical instrument anybody can make noise with it, but to play this instrument well requires years of practice.

### 13.12 Comments

### 13.12.1 'Objectivity' of decision theory

Decision theory occupies a unique position in discussion of the logical foundations of statistics, because, as we have seen in (13.24) and (13.34), its procedures can be derived from either of two diametrically opposed viewpoints about the nature of probability theory. While there appears to be universal agreement as to the actual procedures that should be followed, there remains a fundamental disagreement as to the underlying reason for them, having its origin in the old issue of frequency vs. nonfrequency definitions of probability.

From a pragmatic standpoint, such considerations may seem at first to be unimportant. However, in the attempt to apply decision theory methods in real problems one learns very quickly that these questions intrude in the initial stage of setting up the problem in mathematical terms. In particular, our judgment as to the generality and range of validity of decision theory depends on how these conceptual problems are resolved. Our aim is to expound the viewpoint according to which these methods have the greatest possible range of application.

Now, we find that the main source of controversy here is on the issue of prior probabilities; on the sampling theory viewpoint, if the problem involves use of Bayes' theorem then these
methods are just not applicable unless the prior probabilities are known frequencies. But to maintain this position consistently would imply an enormous restriction on the range of legitimate applications; indeed, we doubt whether there has ever been a real problem in which the prior probabilities were, in fact, known frequencies. But can the mathematical form of our final equations shed any light on this issue?

Notice first that only the product $g(\alpha) L(\alpha, \beta)$ is involved in (13.24) or (13.34); thus we could interpret the problem in three different ways:
(1) prior probability $g(\alpha)$, loss function $L(\alpha, \beta)=(\alpha-\beta)^{2}$;
(2) uniform prior probability, loss function $L(\alpha, \beta)=g(\alpha)(\alpha-\beta)^{2}$;
(3) prior probability $h(\alpha)$, loss function $g(\alpha)(\alpha-\beta)^{2} / h(\alpha)$;
but the optimal decision is just the same. This is equally true for any loss function.
We emphasize this rather trivial mathematical fact because of a curious psychological phenomenon. In expositions of decision theory written from the sampling theory viewpoint (for example, Chernoff and Moses, 1959), the writers are reluctant to introduce the notion of prior probability. They postpone it as long as possible, and finally give in only when the mathematics forces them to recognize that prior probabilities are the only basis for choice among the different admissible decision rules. Even then, they are so unhappy about the use of prior probabilities that they feel it necessary always to invent a situation - often highly artificial - which makes the prior probabilities appear to be frequencies; and they will not use this theory for any problem where they do not see how to do this.

But these same writers do not hesitate to pull a completely arbitrary loss function out of thin air without any basis at all, and proceed with the calculation! Our equations show that if the final decision depends strongly on which particular prior probability assignment we use, it is going to depend just as strongly on which particular loss function we use. If one worries about arbitrariness in the prior probabilities, then, in order to be consistent, one ought to worry just as much about arbitrariness in the loss functions. If one claims (as sampling theorists did for decades and as some still do) that uncertainty as to the proper choice of prior probabilities invalidates the Laplace-Bayes theory, then, in order to be consistent, one must claim also that uncertainty as to the proper choice of loss functions invalidates Wald's decision theory.

The reason for this strange lopsided attitude is closely connected with a certain philosophy variously called behavioristic, or positivistic, which wants us to restrict our statements and concepts to objectively verifiable things. Therefore the observable decision is the thing to emphasize, while the process of plausible reasoning and the judgment described by a prior probability must be deprecated and swept under the rug. But we see no need to do this, because it seems to us obvious that rational action can come only as the result of rational thought.

If we refuse to consider the problem of rational thought merely on the grounds that it is not 'objective', the result will not be that we obtain a more 'objective' theory of inference or decision. The result will be that we have lost the possibility of getting any satisfactory theory at all, because we have denied ourselves any way of describing what is actually
going on in the decision process. And, of course, the loss function is just the expression of a purely subjective value judgment, which can in no way be considered any more 'objective' than the prior probabilities.

In fact, prior probabilities are usually far more 'objective' than loss functions, both in the mathematical theory and in the everyday decision problems of 'real life'. In the mathematical theory we have general formal principles - maximum entropy, transformation groups, marginalization - that remove the arbitrariness of prior probabilities for a large class of important problems, which includes most of those discussed in textbooks. But we have no such principles for determining loss/utility functions.

This is not to say that the problem has not been discussed; de Groot (1970) notes the very weak abstract conditions (transitivity of preferences, etc.) sufficient to guarantee existence of a utility function. Long ago, L. J. Savage considered construction of utility functions by introspection. This is described by Chernoff and Moses (1959): suppose there are two possible rewards $r_{1}$ and $r_{2}$; then for what reward $r_{3}$ would you be indifferent between ( $r_{3}$ for sure) or (either $r_{1}$ or $r_{2}$ as decided by the flip of a coin)? Presumably, $r_{3}$ is somewhere between $r_{1}$ and $r_{2}$. If one makes enough such intuitive judgments and manages to correct all intransitivities, a crude utility function emerges. Berger (1985, Chap. 2) gives a scenario in which this happens.

This is hardly a practical procedure, however, much less a formal principle; the result is just as arbitrary as if one simply drew a curve freehand. Indeed, the latter is much easier and cannot get one into intransitivity difficulties. One can, of course, invent a crude prior in the same way, as L. J. Savage often demonstrated. Such constructions, if one can transfer them into a computer, will be better than nothing; but they are clearly desperation moves in lieu of a really satisfactory formal theory such as we have in the principles of maximum entropy and transformation groups for priors.

Noting that the decision depends only on the product of loss function and prior suggests what seems at first an attractive possibility; could we simplify the foundations of this theory so as to make it obvious that we need only a single function, not two? The writer pondered this for some time, but decided finally that this is not the right direction for future development, because (1) priors and loss functions have very different - almost opposite - roles to play, both in the mathematical theory and in 'real life', and (2) the theory of inference involving priors is more fundamental than that of loss functions; the latter would need to be developed much further before it would be fit to join with priors into a single mathematical quantity.

What determines the validity of this theory? We would say, unhesitatingly, 'logical consistency'. But there is a perennial fallacy of basing validity judgments on whether people actually reason in the way required by consistency arguments. The theory is held by some to be invalid if real people do not always reason this way. It seems to us that this is getting it exactly backward; the theory being developed is, just because of the consistency properties, the normative goal which people should strive to approach in the real world.

Some authors get into even stranger problems in approaching decision theory. L. J. Savage (1954) faces many inexplicable difficulties. He thinks (p. 16) that the proverbs 'Look before you leap' and 'You can cross that bridge when you come to it' are contradictory. We feel that
we routinely obey both, and see no conflict between them. That is, we do not act without considering the likely consequences; but at the same time we do not waste time and effort planning for future contingencies that are very unlikely to happen.

The original formulation of Wald contemplates, following the orthodox line of thought, that before seeing the data one will plan in advance for every possible contingency and list the decision to be made after getting every conceivable data set. The problem with this is that the number of such data sets is usually astronomical; no worker has the computing facilities needed to do it. Yet Savage (1954) thinks that planning for every contingency in advance is the proper course for decision theory because orthodox practice is confined to a small class of artificially simple problems. We take exactly the opposite view: it is only by delaying a decision until we know the actual data that it is possible to deal with complex problems at all. The defensible inferences are the post-data inferences.

As Chernoff and Moses (1959) demonstrate very convincingly, the Bayesian formulation saves us from this; whatever data set is actually observed, we enter it into the computer program and it calculates the appropriate response for that data set. It is wasteful and irrelevant to calculate the response to any data set that is not observed. This is not a trivial point; at stake is many orders of magnitude in computation. So carrying this observation a bit further, we fill out our proverb list with 'Never make an irrevocable decision until you have to'.

### 13.12.2 Loss functions in human society

We note the sharp contrast between the roles of prior probabilities and loss functions in human relations. People with similar prior probabilities get along well together, because they have about the same general view of the world and philosophy of life. People with radically different prior probabilities cannot get along - this has been the root cause of all the religious wars and most of the political repressions throughout history.

Loss functions operate in just the opposite way. People with similar loss functions are after the same thing, and are in contention with each other. People with different loss functions get along well because each is willing to give something that the other wants. Amicable trade or business transactions, advantageous to all, are possible only between parties with very different loss functions. We illustrated this by the example of insurance above.

In 'real life' decision problems, each man knows, pretty well, what his prior probabilities are; and because his beliefs are based on all his past experience, they are not easily changed by one more experience, so they are fairly stable. But, in the heat of argument, he may lose sight of his loss function.

Thus the labor mediator must deal with parties with sharply opposing ideologies; policies considered good by one are considered evil by the other. The successful mediator realizes that mere talk will not alter prior beliefs; and so his role must be to turn the attention of both parties away from this area, and explain clearly to each what his loss function is. In this sense, we can claim that in real life decision problems, the loss function is often far more 'subjective' (in the sense of being less well-fixed in our minds) than the prior probabilities.

Indeed, failure to judge one's own loss function correctly is one of the major dangers that humans face. Having a little intelligence, one can invent myths out of his own imagination, and come to believe them. Worse, one person may persuade thousands of others to believe his private myths, as the sordid history of religious, political, and military disasters shows.

We think that these considerations have a bearing on other social problems. For example, some psychologists never tire of trying to explain criminal behavior in terms of early childhood experiences. It is conceivable that these may generate a certain general 'propensity' to crime; but the fact that the vast majority of people with the same experiences do not become criminals shows that a far more important and immediate cause must exist. Perhaps criminal behavior has a much simpler explanation: poor reasoning, leading to a wrongly perceived loss function. Whatever our early childhood experiences, law abiding citizens have just the same motivations as do criminals; all of us have felt the urge to commit robbery, assault, and murder. The difference is that the criminal does not think ahead far enough to appreciate the predictable consequences of his actions; we were not surprised to learn that most violent criminals have very low intelligence.

Inability to perceive one's own loss function can have disastrous personal consequences in other ways. Consider the case of Ramanujan, whom many would consider to be, in one particular area, the greatest mathematical genius who ever lived. His death at age 32 was probably the result of his own ridiculous dietary views. He refused to eat the food served in Hall at Trinity College, Cambridge (although it was undoubtedly more wholesome than any food he had ever eaten before coming to England) and tried to subsist on rotten fruit shipped from India without refrigeration.

A strikingly similar case is that of Kurt Gödel, whom many would consider the greatest certainly the best known - of all logicians. He died of starvation in a hospital with the finest food facilities, because he became obsessed with the idea that the doctors were trying to poison him. It is curious that the greatest intellectual gifts sometimes carry with them the inability to perceive simple realities that would be obvious to a moron.

We stress that the real world is vastly more complicated than supposed in Wald's theory, and many real decision problems are not covered by it. For example, the state of nature tomorrow might be influenced by our decision today (as when one decides to get an education). Recognizing this is a step in the direction of game theory, or dynamic programming. But to treat such problems does not require any departure from the principles of probability theory as logic; only a generalization of what we did above.

Actually, human intuition, in making decisions with seemingly no rational basis, does surprisingly well; persons with no mathematical comprehension whatsoever may still make good decisions. However, 'intuition' may make use of facts and memories so deeply buried in the subconscious that one is not aware of them; but without mathematical understanding it can also fail disastrously. For example, attempts to apply probability theory and decision theory to strategy in athletic performance provide several amusing illustrations of the fallacies that one can produce by combining a little bit of mathematics with a great deal of superstitious folklore. The book of Machol, Ladany and Morrison (1976) is a good source for this.

### 13.12.3 A new look at the Jeffreys prior

Our noting that the optimal decision depends only on the product of prior probability and loss function sets off several other lines of thought. As we noted in Chapter 12, Jeffreys (1939) proposed that, in the case of a continuous parameter $\alpha$ known to be positive, we should express prior ignorance by assigning, not uniform prior density, but a prior density proportional to $(1 / \alpha)$. The theoretical justification of this rule was long unclear, but it yields very sensible-looking results in practice, which led Jeffreys to adopt it as fundamental in his significance tests.

We learned that, in the case that $\alpha$ is a scale parameter, the Jeffreys prior is uniquely determined by invariance under the scale transformation group; but now we can see a quite different justification for it. If we use the absolute error loss function $|\beta-\alpha|$ when $\alpha$ is known to be positive, then to assign $g(\alpha)=$ constant in (13.24) and (13.34) amounts to saying that we demand an estimator which yields, as nearly as possible, a constant absolute accuracy for all values of $\alpha$ in $0<\alpha<\infty$. That is clearly asking for too much in the case of large $\alpha$; and we must pay the price in a poor estimate for small $\alpha$. But the median of Jeffreys' posterior distribution is mathematically the same thing as the optimal estimator for uniform prior and loss function $|\beta-\alpha| / \alpha$; we ask for, as nearly as possible, a constant percentage accuracy over all values of $\alpha$. This is, of course, what we do want in most cases where we know that $0<\alpha<\infty$. Another reason for the superior performance of Jeffreys' rule is thus made apparent, if we reinterpret it as saying that the $(1 / \alpha)$ factor is part of the loss function. This requires only that $\alpha$ be positive, not necessarily a scale parameter; just what Jeffreys originally stated.

### 13.12.4 Decision theory is not fundamental

What parts of the theories expounded here will be a permanent part of human thinking, what parts may evolve on into different forms in the future? We can only speculate, but it seems clear to the writer that there is something necessary and timeless in the methods of inference developed here; not only their compelling theoretical basis ${ }^{2}$ explained in Chapters 1 and 2, but, equally well, the beautiful way they work out in practice in all the later chapters always giving us the right answer to whatever question we ask of them, while orthodox methods yield sense and nonsense about equally often - convinces us that these methods cannot be altered in any substantive way in the future.

However, views as to the foundation of those methods may change; for example, instead of our desiderata of logical consistency, future workers may prefer desiderata of optimal information processing, as suggested by the work of Zellner (1988). Indeed, many advantages would result from more common recognition that inference has fundamentally nothing to do with 'randomness' or 'chance' but is concerned rather with optimal processing of information. We noted at the end of Chapter 2 how Gödel's theorem appears as a platitude rather than a paradox, as soon as we recognize the information processing aspect of mathematics.

[^85]But we can feel no such certainty about the decision theory addendum to inference. In the first place, many present applications already require an extension to game theory, dynamic programming or beyond. The state of nature may be chosen by another person; or it may be influenced by our decision without the intervention of a conscious second agent. There may be more than two agents involved. They might be either adversaries or helpful friends. Those are more complicated situations than the ones we have considered here. We do not think such extensions appropriate to our present topic of scientific inference, because we do not think of ourselves as playing an adversary game against Nature. However, future scientists may find good reasons to consider the more general theory.

For all the reasons noted in this chapter, it now appears that from a fundamental standpoint loss functions are less firmly grounded than are prior probabilities. This is just the opposite of the view that propelled the Wald-inspired development of decision theory in the 1950s, when priors were regarded as vague and ill-defined, but nobody seemed to notice that loss functions are far more so. For reasons we cannot explain, loss functions appeared to workers at that time to be 'real' and definite, although no principles for determining them were ever given, beyond the truism that any function with a continuous derivative appears linear if we examine a sufficiently small piece of it.

In the meantime, there have been several advances in the technique for assigning priors by logical analysis of the prior information. But, to the best of our knowledge, we have as yet no formal principles at all for assigning numerical values to loss functions; not even when the criterion is purely economic, because the utility of money remains ill-defined.

### 13.12.5 Another dimension?

There is another respect in which loss functions are less firmly grounded than are prior probabilities. We consider it an important aspect of 'objectivity' in inference - almost a principle of morality - that we should not allow our opinions to be swayed by our desires; what we believe should be independent of what we want. But the converse need not be true; on introspection, we would probably agree that what we want depends very much on what we know, and we do not feel guilty of any inconsistency or irrationality on that account. ${ }^{3}$

Indeed, it is clear that the act of assigning a loss function is itself only a means of describing certain prior information about the phenomena of interest, which now notes not just their plausibilities, but also their consequences. Thus a change in prior information which affects the prior probabilities could very well induce a change in the loss function as well.

But then, having admitted this possibility, it appears that value judgments need not be introduced in the form of loss functions at all. Already at the end of Chapter 1 we noted the possibility of future 'multidimensional' models of human mental activity. In view of the above considerations, the doors now seem wide open for new developments in that direction;

[^86]representing a mental state about a proposition or action not by one coordinate (plausibility) as in present probability theory, but by two coordinates (plausibility and value). Thus, while the principles of 'one-dimensional' inference seem permanent, the future can still bring many kinds of change in the representation of value judgments, which need not resemble present decision theory at all. But this in turn reacts back on the question of foundations of probability theory.

Thomas Bayes (1763) thought it necessary to explain the notion of probability in terms of that of expectation; ${ }^{4}$ and this persisted to modern times in the work of both Wald (1950) and de Finetti $(1972,1974 b)$. At first glance, it appears that the work of de Finetti on foundations of probability theory could hardly be more different in outlook from Wald's decision theory; yet these two avenues to Bayesianity shared the common premise that value judgments are in some way primary to inference.
de Finetti would base probability theory on the notion of 'coherence', which means roughly that in betting one should behave as if he assigned probabilities to the events (dice tosses, etc.) being betted on; but those probabilities should be chosen so that he cannot be made a sure loser, whatever the final outcome of those events.

It has always seemed objectionable to some, including this writer, to base probability theory on such vulgar things as betting, expectation of profit, etc. We think that the principles of logic ought to be on a higher plane. But that was only an aesthetic feeling; now, in recognizing the indefinite and provisional nature of loss functions, we have a more cogent reason for not basing probability theory on decisions or betting. Any rules which were found to be coherent, but not consistent, would be unusable in practice because a wellposed question would have more than one 'right' answer with nothing to choose between them. This is, in our view, still another aspect of the superiority of Richard Cox's approach, which stresses logical consistency instead and, just for that reason, is more likely to have a lasting place in probability theory.

[^87]
## 14

## Simple applications of decision theory

We now examine in detail two of the simplest applications of the general decision theory just formulated, and compare the first with the older Neyman-Pearson procedure. The problem of detection of signals in noise is really the same as Laplace's old problem of detecting the presence of unknown systematic influences in celestial mechanics, and Shewhart's (1931) more recent problem of detecting a systematic drift in machine characteristics, in industrial quality control. Statisticians would call the procedure a 'significance test'. It is unfortunate that the basic identity of all these problems was not more widely recognized, because it forced workers in several different fields to rediscover the same things, with varying degrees of success, over and over again.

As is clear by now, all we really have to do to solve this problem is to take the principles of inference developed in Chapters 2 and 4, and supplement them with the loss function criterion for converting final probabilities into decisions (and, if needed, the maximum entropy principle for assigning priors). However, the literature of this field has been created largely from the standpoint of the original decision theory before this was realized. The existing literature therefore uses a different sort of vocabulary and set of concepts than we have been using up to now. Since it exists, we have no choice but to learn these terms and viewpoints if we want to read the literature of the field. This material appeared in the papers of Middleton and Van Meter $(1955,1956)$, and later in the monumental treatise of Middleton (1960), in an enormously expanded form where a beginner can get lost for months without ever finding the real underlying principles. So we need a very rapid, condensed review of the literature of the 1950s on these problems. To have a complete, self-contained summary, we repeat a little from previous chapters as a way of introducing this different language.

### 14.1 Definitions and preliminaries

We employ the notation:

$$
\begin{align*}
p(A \mid B) & =\text { conditional probability for } A, \text { given } B, \\
p(A B \mid C D) & =\text { joint conditional probability for } A \text { and } B, \text { given } C \text { and } D, \text { etc. } \tag{14.1}
\end{align*}
$$

For our purposes, everything follows from the product rule:

$$
\begin{equation*}
p(A B \mid C)=p(A \mid B C) p(B \mid C)=p(B \mid A C) p(A \mid C) \tag{14.2}
\end{equation*}
$$

If the propositions $B$ and $C$ are not mutually contradictory, this may be rearranged to give the rule of 'learning by experience', Bayes' theorem:

$$
\begin{equation*}
p(A \mid B C)=p(A \mid C) \frac{p(B \mid A C)}{p(B \mid C)}=p(A \mid B) \frac{p(C \mid A B)}{p(C \mid B)} . \tag{14.3}
\end{equation*}
$$

If there are several mutually exclusive and exhaustive propositions $B_{i}$, then, by summing (14.2) over them, we obtain the chain rule

$$
\begin{equation*}
p(A \mid C)=\sum_{i} p\left(A \mid B_{i} C\right) p\left(B_{i} \mid C\right) \tag{14.4}
\end{equation*}
$$

or, in a simple skeleton notation,

$$
\begin{equation*}
p(A \mid C)=\sum_{B} p(A \mid B C) p(B \mid C) \tag{14.5}
\end{equation*}
$$

Now let

$$
\begin{align*}
X & =\text { prior knowledge, of any kind whatsoever, } \\
S & =\text { signal }, \\
N & =\text { noise }  \tag{14.6}\\
V & =V(S, N)=\text { observed voltage }, \\
D & =\text { decision about the nature of the signal. }
\end{align*}
$$

Thus we have

$$
\begin{align*}
p(S \mid X) & =\text { prior probability for the particular signal } S \\
p(N \mid X) & =W(N)=\text { prior probability for the particular sample of noise } N . \tag{14.7}
\end{align*}
$$

We understand that the prior information $X$ is always built into the right-hand side of all our probability symbols, whether or not we write it explicitly. Thus, in a linear system, $V=S+N$ and

$$
\begin{equation*}
p(V \mid S) \equiv p(V \mid S X)=W(V-S) \tag{14.8}
\end{equation*}
$$

The reader may be disturbed by the absence of density functions, $\mathrm{d} S, \mathrm{~d} N$, etc., which might be expected in the case of continuous $S, N$. Note, however, that our equations are homogeneous in these quantities, so they cancel out anyway. We are trying only to convey the broad ideas, without bothering with fine details which would make the notation very intricate. Thus by $\sum_{A}$ we mean ordinary summation over some previously agreed set of possible values if $A$ is discrete, integration with appropriate density functions if $A$ is continuous.

A decision rule $p\left(D_{i} \mid V_{j}\right)$, or for brevity just $p(D \mid V)$, represents the process of drawing inferences about the signal from the observed voltage. If it is always made in a definite way, then $p(D \mid V)$ has only the values 0,1 for any choice of $D$ and $V$; however, we may also have
a 'randomized' decision rule according to which $p(D \mid V)$ is a true probability distribution. Maintaining this more general view turns out to be a help in formulating the theory.

The essence of any decision rule, and in particular any one which can be built into automatic equipment, is that the decision must be made on the basis of $V$ alone; $V$ is, by definition, the quantity which contains all the information actually used (in addition to the ever-present $X$ ) in arriving at the decision. Thus, if $Y \neq D$ is any other proposition, we have

$$
\begin{equation*}
p(D \mid V)=p(D \mid V Y) \tag{14.9}
\end{equation*}
$$

The fact that $Y$ is to be ignored in the presence of $V$ might appear a departure from our previous exhortations that the robot is always to take into account all the relevant information it has. However, if we consider that the property (14.9) is a part of the prior information $X$ there is no difficulty. To put it differently, (14.9) expresses the prior knowledge that there is a direct logical relation by which $D$ is determined by $V$ alone. If this relationship was a known law of physics, there would be nothing strange in (14.9). The only difference is that in the present case this relationship does not express any law of Nature, but rather our own design of the apparatus. Then $Y$ is ignored not because the robot has relaxed its rules, but because our design makes $Y$ irrelevant.

An equivalent statement is that the probability for reaching a decision $D$ depends on any proposition $Y$ only through the intermediate influence of $Y$ on $V$ :

$$
\begin{equation*}
p(D \mid Y)=\sum_{V} p(D \mid V) p(V \mid Y) \tag{14.10}
\end{equation*}
$$

which is a kind of 'Huygens principle' for logic. To see the analogy, think of $Y$ as a light source which cannot be seen from $D$, but it illuminates various points $V$. Then the resulting light arriving at $D$ is the sum of the Huygens wavelets $p(D \mid V)$ with amplitudes $p(V \mid Y)$. The almost exact mathematical analogy between conditional information flow and the flow of light according to the Huygens principle of optics appears in statistical mechanics of irreversible processes.

### 14.2 Sufficiency and information

Equation (14.9) has interesting consequences; suppose we wish to judge the plausibility of some proposition $Y$, on the basis of knowledge of $V$ and $D$. From the product rule (14.2),

$$
\begin{equation*}
p(D Y \mid V)=p(Y \mid V D) p(D \mid V)=p(D \mid V Y) p(Y \mid V) \tag{14.11}
\end{equation*}
$$

and, using (14.9), this reduces to

$$
\begin{equation*}
p(Y \mid V D)=p(Y \mid V) \tag{14.12}
\end{equation*}
$$

Thus, if $V$ is known, knowledge of $D$ is redundant and cannot help us in estimating any other quantity. The reverse is not true, however; we could equally well use (14.9) in
another way:

$$
\begin{equation*}
p(V Y \mid D)=p(Y \mid V D) p(V \mid D)=p(Y \mid D) p(V \mid Y D) \tag{14.13}
\end{equation*}
$$

Combining this with (14.12), there results the following theorem.

## Theorem

Let $D$ be a possible decision, given $V$. Then $p(V \mid D) \neq 0$, and

$$
\begin{equation*}
p(Y \mid V)=p(Y \mid D) \text { if and only if } p(V \mid D)=p(V \mid Y D) \tag{14.14}
\end{equation*}
$$

In words: knowledge of $D$ is as good as knowledge of $V$ for judgments about $Y$ if and only if $Y$ is irrelevant for judgments about $V$, given $D$. Stated differently: in the 'environment' produced by knowledge of $D$, the probabilities for $Y$ and $V$ are independent, i.e.

$$
\begin{equation*}
p(Y V \mid D)=p(Y \mid D) p(V \mid D) \tag{14.15}
\end{equation*}
$$

In this case, in the literature of this field $D$ is said to be a sufficient statistic for judgments about $Y$. We shall want to see whether this is in agreement with our earlier definitions of sufficiency, made from a quite different point of view in Chapter 8.

Evidently, a decision rule which makes $D$ a sufficient statistic for judgments about the signal $S$ is superior to one without this property, in that it tells us more about the signal. However, such a rule does not necessarily exist. Equation (14.15) is a very restrictive condition, since it must be satisfied for all values of $Y, V$, and all $D$ for which $p(D \mid V) \neq 0$.

As you might guess from this, the concept of sufficiency is closely related to that of information. The above definition of sufficiency could be stated equally well as: $D$ is a sufficient statistic for judgments about $Y$ if it contains all the information about $Y$ which $V$ contains. Since $D$ is determined from $V$, if it is not a sufficient statistic, it necessarily contains less information about $Y$ than does $V$. In this statement, the term 'information' was used in a loose, intuitive sense; does it remain true if we adopt Shannon's measure of information?

Imagine that there are several mutually exclusive propositions $Y_{i}$, one of which must be true. For brevity we use, as above, the notation $\sum_{Y} f(Y) \equiv \sum_{i} f\left(Y_{i}\right)$. With a specific value of $D$ given, the entropy which measures our information about the propositions $Y_{i}$ is

$$
\begin{equation*}
H_{D}(Y)=-\sum_{Y} p(Y \mid D) \log [p(Y \mid D)] \tag{14.16}
\end{equation*}
$$

and its expectation over all values of $D$ is

$$
\begin{equation*}
\bar{H}_{D}(Y)=\sum_{D} p(D \mid X) H_{D}(Y) \tag{14.17}
\end{equation*}
$$

If

$$
\begin{equation*}
\bar{H}_{C}(Y)<\bar{H}_{D}(Y), \tag{14.18}
\end{equation*}
$$

we say colloquially that $C$ contains, 'on the average', more information about $Y$ than does $D$. Note, however, that it may be otherwise for specific values of $C$ and $D$.

Acquisition of new information can never increase $\bar{H}$; let $\left\{Z_{i}\right\}$ be, for the moment, any set of propositions and form the expression

$$
\begin{align*}
\bar{H}_{V}(Z)-\bar{H}_{D V}(Z) & =\sum_{D V Z} p(D V \mid X) p(Z \mid D V) \log [p(Z \mid D V)] \\
& -\sum_{V Z} p(V \mid X) p(Z \mid V) \log [p(Z \mid V)]  \tag{14.19}\\
& =\sum_{D V Z} p(D V \mid X) p(Z \mid D V) \log \left[\frac{p(Z \mid D V)}{p(Z \mid V)}\right]
\end{align*}
$$

Using the fact that on the positive real $\operatorname{line} \log (x) \geq\left(1-x^{-1}\right)$, with equality if and only if $x=1$, this becomes

$$
\begin{equation*}
\bar{H}_{V}(Z)-\bar{H}_{D V}(Z) \geq \sum_{D V Z} p(D V \mid X)[p(Z \mid D V)-p(Z \mid V)]=0 \tag{14.20}
\end{equation*}
$$

Thus, $\bar{H}_{D V}(Z) \leq \bar{H}_{V}(Z)$, with equality if and only if (14.12) holds for all $D, V$ and $Z$ for which $p(D V \mid X) \neq 0$.

But now, since (14.20) holds regardless of the meaning of $D$ and $V$, we can conclude equally well that, for all $D, V, Z$,

$$
\begin{equation*}
\bar{H}_{D}(Y) \geq \bar{H}_{D V}(Z) \leq \bar{H}_{V}(Z) \tag{14.21}
\end{equation*}
$$

Choosing $Z=Y$, we have in consequence of (14.12) $H_{V}(Y)=H_{D V}(Y)$, so that

$$
\begin{equation*}
\bar{H}_{V}(Y) \leq \bar{H}_{D}(Y), \tag{14.22}
\end{equation*}
$$

with equality if and only if (14.15) holds, i.e. if and only if $D$ is a sufficient statistic as just defined. Thus, if by 'information' we mean minus the expectation of the entropy of $Y$ over the prior distribution of $D$ or $V$, zero information loss in going from $V$ to $D$ is equivalent to sufficiency of $D$. Note that inequality (14.20) holds only for the expections of $\bar{H}$, not for the $H$. Acquisition of a specific piece of information (that an event previously considered improbable had in fact occurred) may in some cases increase the entropy of $Y$. However, this is an improbable situation, and on the average the entropy can only be lowered by additional information. This shows again that the term 'information' is not a happy choice of words to describe entropy expressions. In spite of the entropy increases, the situation just described could hardly be called one of less information in the colloquial sense of that word; but rather one of less certainty.

### 14.3 Loss functions and criteria of optimum performance

In order to say that one decision rule is better than another, we need some specific criterion of what we want our detection system to accomplish. The criterion will vary with the application, and obviously no single decision rule can be best for all purposes. But our
discussion in Chapter 13 will apply, almost unchanged, in this slightly different language. A very general type of criterion is obtained by assigning a loss function $L(D, S)$ which represents our judgment of how serious it is to make decision $D$ when signal $S$ is in fact present.

In the case where are only two possible signals, $S_{0}=0$ (i.e. no signal), and $S_{1}>0$, and consequently two possible decisions $D_{0}, D_{1}$ about the signal, there are two types of error, the false alarm $A=\left(D_{1}, S_{0}\right)$ and the false rest $R=\left(D_{0}, S_{1}\right)$. In some applications, one type of error might be much more serious than the other.

Suppose that a false rest is considered ten times as serious as is a false alarm, while a correct decision of either type represents no 'loss'. We could then take $L\left(D_{0}, S_{0}\right)=$ $L\left(D_{1}, S_{1}\right)=0, L\left(D_{0}, S_{1}\right)=10, L\left(D_{1}, S_{0}\right)=1$. Whenever the possible signals and the possible decisions form discrete sets, the loss function becomes a loss matrix. In the above example,

$$
L_{i j}=\left(\begin{array}{cc}
0 & 10  \tag{14.23}\\
1 & 0
\end{array}\right)
$$

Instead of assigning arbitrarily a certain loss value to each possible type of detection error, we may consider information loss by the assignment $L(D, S)=-\log [p(S \mid D)]$. This is somewhat more difficult to manipulate, because now $L(D, S)$ depends on the decision rule. A decision rule which minimizes information loss is one which makes the decision in some sense as close as possible to being a sufficient statistic for judgments about the signal. In exactly what sense seems never to have been clarified. The conditional loss $L(S)$ is the expected loss incurred when the specific signal $S$ is present:

$$
\begin{equation*}
L(S)=\sum_{D} L(D, S) p(D \mid S) \tag{14.24}
\end{equation*}
$$

which may in turn be expressed in terms of the decision rule and the properties of the noise by using (14.10). What is often called colloquially the 'average loss' is the expectation of the conditional loss over all possible signals:

$$
\begin{equation*}
\langle L\rangle=\sum_{S} L(S) p(S \mid X) \tag{14.25}
\end{equation*}
$$

Two different criteria of optimal performance now suggest themselves:
The minimax criterion. For a given decision rule $p(D \mid V)$, consider the conditional loss $L(S)$ for all possible signals, and let $[L(S)]_{\max }$ be the maximum value attained by $L(S)$. We seek that decision rule for which $[L(S)]_{\max }$ is as small as possible. As we noted in Chapter 13, this criterion concentrates attention on the worst possible case, regardless of the probability for occurrence of this case, and it is thus in a sense too conservative. However, it gives some the psychological comfort that it does not involve the prior probabilities for the different signals $p(S \mid X)$, and therefore it can be applied by persons who, under the handicap of orthodox training, have a mental hangup against prior probabilities. The Bayes criterion. We seek that decision rule for which the expected loss $\langle L\rangle$ is minimized. In order to apply this, a prior distribution $p(S \mid X)$ must be available.

Other criteria were proposed before the days of Wald's decision theory. In the NeymanPearson theory, we fix the probability for occurrence of one type of error at some small value $\epsilon$, and then minimize the probability $\delta$ of the other type of error subject to this constraint. ${ }^{1}$ Arnold Siegert's 'ideal observer' minimizes the total probability for error $(\epsilon+\delta)$.

After having invented many different such $a d$ hoc criteria from various viewpoints, and arguing their relative merits on philosophical grounds, the basic mathematical identity of all these criteria came as quite a surprise to the early workers in this field. We shall see below that all of them are special cases of the Bayes criterion, for particular prior probabilities.

Let us find the Bayes solution, as it was rationalized in decision theory. Substituting in succession (14.24), (14.10), and (14.9) into (14.25), we obtain for the expected loss

$$
\begin{equation*}
\langle L\rangle=\sum_{D V}\left[\sum_{S} L(D, S) p(V S \mid X)\right] p(D \mid V) \tag{14.26}
\end{equation*}
$$

If $L(D, S)$ is a definite function independent of $p(D \mid V)$ (this assumption excludes for the moment the information loss function), there is no function $p(D \mid V)$ for which this expression is stationary in the sense of the calculus of variations. We then minimize $\langle L\rangle$ merely by choosing for each possible $V$ that decision $D_{1}(V)$ for which the coefficient in (14.26)

$$
\begin{equation*}
K(D, V) \equiv \sum_{S} L\left(D_{1}, S\right) p(V S \mid X) \tag{14.27}
\end{equation*}
$$

is a minimum. Thus, we adopt the decision rule

$$
\begin{equation*}
p(D \mid V)=\delta\left(D, D_{1}\right) \tag{14.28}
\end{equation*}
$$

In general, there will be only one such $D_{1}$, and the best decision rule is nonrandom. However, in case of 'degeneracy', $K\left(D_{1}, V\right)=K\left(D_{2}, V\right)$, any randomized rule of the form

$$
\begin{equation*}
p(D \mid V)=a \delta\left(D, D_{1}\right)+b \delta\left(D, D_{2}\right), \quad a+b=1 \tag{14.29}
\end{equation*}
$$

is just as good by the criterion being used. This degeneracy occurs at 'threshold' values of $V$, where we change from one decision to another.

### 14.4 A discrete example

Consider the case already mentioned, where there are two possible signals, $S_{0}$ and $S_{1}$, and a loss matrix

$$
L_{i j}=\left(\begin{array}{ll}
L_{00} & L_{01}  \tag{14.30}\\
L_{10} & L_{11}
\end{array}\right)=\left(\begin{array}{cc}
0 & L_{r} \\
L_{a} & 0
\end{array}\right)
$$

[^88]where $L_{\mathrm{a}}, L_{\mathrm{r}}$ are the losses incurred by a false alarm and a false rest, respectively. Then
\[

$$
\begin{align*}
& K\left(D_{0}, V\right)=L_{01} p\left(V S_{1} \mid X\right)=L_{\mathrm{r}} p\left(V S_{1} \mid X\right),  \tag{14.31}\\
& K\left(D_{1}, V\right)=L_{10} p\left(V S_{0} \mid X\right)=L_{\mathrm{a}} p\left(V S_{0} \mid X\right),
\end{align*}
$$
\]

and the decision rule that minimizes $\langle L\rangle$ is

$$
\begin{align*}
& \text { choose } D_{1} \quad \text { if } \frac{\left(V S_{1} \mid X\right)}{p\left(V S_{0} \mid X\right)}>\frac{L_{\mathrm{a}}}{L_{\mathrm{r}}} \\
& \text { choose } D_{0} \quad \text { if } \frac{p\left(V S_{1} \mid X\right)}{p\left(V S_{0} \mid X\right)}<\frac{L_{\mathrm{a}}}{L_{\mathrm{r}}} \tag{14.32}
\end{align*}
$$

choose either at random in case of equality.
If the prior probabilities for a signal and no signal are

$$
\begin{equation*}
p\left(S_{1} \mid X\right)=p, \quad p\left(S_{0} \mid X\right)=q=1-p, \tag{14.33}
\end{equation*}
$$

respectively, the decision rule becomes

$$
\begin{equation*}
\text { choose } D_{1} \text { if } \quad \frac{p\left(V \mid S_{1}\right)}{p\left(V \mid S_{0}\right)}>\frac{q L_{\mathrm{a}}}{p L_{\mathrm{r}}}, \quad \text { etc. } \tag{14.34}
\end{equation*}
$$

The left-hand side of (14.34) is a likelihood ratio, which depends only on the pdf assigned to the noise, and is the quantity which should be computed by the optimum receiver according to the Bayes criterion.

This same quantity is the essential one regardless of the assumed loss function and regardless of the probability for the occurrence of the signal; these affect only the threshold of detection. Furthermore, if the receiver merely computes this likelihood ratio and delivers it at the output without making any decision, it provides us with all the information we need to make optimum decisions in the Bayes sense. Note the generality of this result, which is important for applications; no assumptions were needed as to the type of signal, linearity of the system, or properties of the noise.

We now work out, for purposes of illustration, the decision rules and their degree of reliability, for several of the above criteria, in the simplest possible problem. We have a linear system in which the voltage is observed at a single instant. We are to decide whether a signal, which can have only amplitude $S_{1}$, is present in noise. We assign a Gaussian pdf for the noise with variance $\sigma^{2}$ :

$$
\begin{equation*}
W(N)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{N^{2}}{2 \sigma^{2}}\right\} \tag{14.35}
\end{equation*}
$$

The likelihood ratio in (14.34) then becomes

$$
\begin{equation*}
\frac{p\left(V \mid S_{1}\right)}{p\left(V \mid S_{0}\right)}=\frac{W\left(V-S_{1}\right)}{W(V)}=\exp \left\{\frac{2 V S_{1}-S_{1}^{2}}{2 \sigma^{2}}\right\} \tag{14.36}
\end{equation*}
$$

and, since this is a monotonic function of $V$, the Bayesian decision rule, $V_{\mathrm{b}}$ can be written as

$$
\begin{equation*}
\text { choose }\binom{D_{1}}{D_{0}} \quad \text { when } \quad V\binom{>}{<} V_{\mathrm{b}} \tag{14.37}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{V_{\mathrm{b}}}{\sigma}=\frac{1}{2 s}\left[2 \log \left(\frac{q L_{\mathrm{a}}}{p L_{\mathrm{r}}}\right)+s^{2}\right]=v_{\mathrm{b}} \tag{14.38}
\end{equation*}
$$

in which

$$
\begin{equation*}
s \equiv \frac{S_{1}}{\sigma} \text { is the voltage signal-to-noise ratio, } \tag{14.39a}
\end{equation*}
$$

and

$$
\begin{equation*}
v \equiv \frac{V}{\sigma} \text { is the normalized voltage. } \tag{14.39b}
\end{equation*}
$$

Now we find the probability for a false rest:

$$
\begin{align*}
p(R \mid X) & =p\left(D_{0} S_{1} \mid X\right) \\
& =p \sum_{V} p\left(D_{0} \mid V\right) p\left(V \mid S_{1}\right) \\
& =p \int_{-\infty}^{V_{\mathrm{b}}} \mathrm{~d} V W\left(V-S_{1}\right)  \tag{14.40}\\
& =p \Phi\left(v_{\mathrm{b}}-s\right)
\end{align*}
$$

and for a false alarm

$$
\begin{align*}
p(A \mid X) & =p\left(D_{1} S_{0} \mid X\right) \\
& =q \sum_{V} p\left(D_{1} \mid V\right) p\left(V \mid S_{0}\right) \\
& =q \int_{V_{\mathrm{b}}}^{\infty} \mathrm{d} V W(V)  \tag{14.41}\\
& =q\left[1-\Phi\left(v_{\mathrm{b}}\right)\right] .
\end{align*}
$$

Here $\Phi(x)$ is the cumulative normal distribution function and, as shown in (7.2), it may be computed from an error function:

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} \mathrm{~d} t \exp \left\{-t^{2} / 2\right\}=\frac{1}{2}[1+\operatorname{erf}(x)] \tag{14.42}
\end{equation*}
$$

For $x>2$, a good approximation is

$$
\begin{equation*}
1-\Phi(x) \approx \frac{\exp \left\{-x^{2} / 2\right\}}{x \sqrt{2 \pi}} \tag{14.43}
\end{equation*}
$$

As a numerical example, if $L_{\mathrm{r}}=10 L_{\mathrm{a}}, q=10 p$, these expressions reduce to

$$
\begin{equation*}
p(A \mid X)=10 p(R \mid X)=\frac{10}{11}\left[1-\Phi\left(\frac{s}{2}\right)\right] \tag{14.44}
\end{equation*}
$$

The probability for a false alarm is less than 0.027 , and for a false rest less than 0.0027 for $s>4$. For $s>6$, these numbers become $1.48 \times 10^{-3}, 1.48 \times 10^{-4}$, respectively.

Let us see what the minimax criterion would give in this problem. The conditional losses are

$$
\begin{align*}
& L\left(S_{0}\right)=L_{\mathrm{a}} \sum_{V} p\left(D_{1} \mid V\right) p\left(V \mid S_{0}\right)=L_{\mathrm{a}} \int_{-\infty}^{\infty} \mathrm{d} V p\left(D_{1} \mid V\right) W(V) \\
& L\left(S_{1}\right)=L_{\mathrm{r}} \sum_{V} p\left(D_{0} \mid V\right) p\left(V \mid S_{1}\right)=L_{\mathrm{r}} \int_{-\infty}^{\infty} \mathrm{d} V p\left(D_{0} \mid V\right) W\left(V-S_{1}\right) \tag{14.45}
\end{align*}
$$

Writing $f(V) \equiv p\left(D_{1} \mid V\right)=1-p\left(D_{0} \mid V\right)$, the only restriction on $f(V)$ is $0 \leq f(V) \leq 1$. Since $L_{\mathrm{a}}, L_{\mathrm{r}}$, and $W(V)$ are all positive, a change $\delta f(V)$ in the neighborhood of any given point $V$ will always increase one of the quantities in (14.45) and decrease the other. Thus, when the maximum $L(S)$ has been made as small as possible, we will certainly have $L\left(S_{0}\right)=L\left(S_{1}\right)$, and the problem is thus to minimize $L\left(S_{0}\right)$ subject to this constraint.

Suppose that for some particular $p(S \mid X)$ the Bayes decision rule happened to give $L\left(S_{0}\right)=$ $L\left(S_{1}\right)$. Then this particular solution must be identical with the minimax solution, for with the above constraint, $\langle L\rangle=[L(S)]_{\max }$, and, if the Bayes solution minimizes $\langle L\rangle$ with respect to all variations $\delta f(V)$ in the decision rule, it a fortiori minimizes it with respect to the smaller class of variations which keep $L\left(S_{0}\right)=L\left(S_{1}\right)$. Therefore the decision rule will have the same form as before: there is a minimax threshold $V_{m}$ such that

$$
f(V)= \begin{cases}0 & V<V_{\mathrm{m}}  \tag{14.46}\\ 1 & V>V_{\mathrm{m}}\end{cases}
$$

Any change in $V_{\mathrm{m}}$ from the value which makes $L\left(S_{0}\right)=L\left(S_{1}\right)$ necessarily increases one or the other of these quantities. The equation determining $V_{\mathrm{m}}$ is therefore

$$
\begin{equation*}
L_{\mathrm{a}} \int_{V_{\mathrm{m}}}^{\infty} \mathrm{d} V W(V)=L_{\mathrm{r}} \int_{-\infty}^{V_{\mathrm{m}}} \mathrm{~d} V W\left(V-S_{1}\right) \tag{14.47}
\end{equation*}
$$

or, in terms of normalized quantities,

$$
\begin{equation*}
L_{\mathrm{a}}\left[1-\Phi\left(v_{\mathrm{m}}\right)\right]=L_{\mathrm{r}} \Phi\left(v_{\mathrm{m}}-s\right) \tag{14.48}
\end{equation*}
$$

Note that (14.40) and (14.41) give the conditional probabilities for a false rest and false alarm for any decision rule of type (14.46), regardless of whether the threshold was determined from (14.38) or not; for the arbitrary threshold $V_{0}$

$$
\begin{align*}
& p\left(R \mid S_{1}\right)=p\left(V<V_{0} \mid S_{1}\right)=\Phi\left(v_{0}-s\right) \\
& p\left(A \mid S_{0}\right)=p\left(V>V_{0} \mid S_{0}\right)=\frac{1}{2}\left[1-\Phi\left(v_{0}\right)\right] \tag{14.49}
\end{align*}
$$

From (14.38) we see that there is always a particular ratio $(p / q)$ which makes the Bayes threshold $V_{\mathrm{b}}$ equal to the minimax threshold $V_{\mathrm{m}}$. For values of $(p / q)$ other than this worst value, the Bayes criterion gives a lower expected loss than does the minimax, although one of the conditional losses $L\left(S_{0}\right), L\left(S_{1}\right)$ will be greater than the minimax value.


Fig. 14.1. Various risks as a function of voltage for $L_{\mathrm{r}}=1, L_{\mathrm{a}}=2, p=1 / 4,1 / 2,3 / 4$.

These relations and several previous remarks are illustrated in Figure 14.1, in which we plot the conditional losses $L\left(S_{0}\right), L\left(S_{1}\right)$ and the expected loss $\langle L\rangle$ as functions of the threshold $V_{0}$, for the case $L_{\mathrm{a}}=(3 / 2) L_{\mathrm{r}}, p=q=1 / 2$. The minimax threshold is at the common crossing point of these curves, while the Bayes threshold occurs at the lowest point of the $\langle L\rangle$ curve.

One sees how the Bayes threshold moves as the ratio $(p / q)$ is varied, and in particular that the value of $(p / q)$ which makes $V_{\mathrm{b}}=V_{\mathrm{m}}$ also leads to the maximum value of the $\langle L\rangle_{\text {min }}$ obtained by the Bayes criterion. Thus we could also define a 'maximin' criterion; first find the Bayes decision rule which gives minimum $\langle L\rangle$ for a given $p(S \mid X)$, then vary the prior probability $p(S \mid X)$ until the maximum value of $\langle L\rangle_{\min }$ is attained. The decision rule thus obtained is identical with the one resulting from the minimax criterion; this is the worst possible prior probability, in the sense that the most pessimistic rule is the best that can be done.

The Neyman-Pearson criterion is easily discussed in this example. Suppose the conditional probability for a false alarm $p\left(D_{1} \mid S_{0}\right)$ is held fixed at some value $\epsilon$, and we wish to minimize the conditional probability $p\left(D_{0} \mid S_{1}\right)$ of a false rest, subject to this constraint. Now the Bayes criterion minimizes the expected loss

$$
\begin{equation*}
\langle L\rangle=p L_{\mathrm{r}} p\left(D_{0} \mid S_{1}\right)+q L_{\mathrm{a}} p\left(D_{1} \mid S_{0}\right) \tag{14.50}
\end{equation*}
$$

with respect to any variation $\delta p(D \mid V)$ in the decision rule. In particular, therefore, it minimizes it with respect to the smaller class of variations which hold $p\left(D_{1} \mid S_{0}\right)$ constant at
the value finally obtained. Thus it minimizes $p\left(D_{0} \mid S_{1}\right)$ with respect to these variations and solves the Neyman-Pearson problem; we need only choose the particular value of the ratio ( $q L_{\mathrm{a}} / p L_{\mathrm{r}}$ ) which results in the assumed value of $\epsilon$ according to (14.38) and (14.41).

We find for the Neyman-Pearson threshold, from (14.49),

$$
\begin{equation*}
\Phi\left(v_{\mathrm{np}}\right)=1-\epsilon, \tag{14.51}
\end{equation*}
$$

and the conditional probability for detection is

$$
\begin{equation*}
p\left(D_{1} \mid S_{1}\right)=1-p\left(D_{0} \mid S_{1}\right)=\Phi\left(s-v_{\mathrm{np}}\right) \tag{14.52}
\end{equation*}
$$

If $\epsilon=10^{-3}$, a detection probability of $99 \%$ or better is attained for $s>6$.
It is important to note that these numerical examples depend critically on our noise pdf assignment. If we have prior information about the noise beyond its first and second moments, the noise pdf expressing this may not be Gaussian, and the actual situation may be either more or less favorable than indicated by the above relations.

It is well known that in one sense noise with a Gaussian frequency distribution is the worst possible kind; because of its maximum entropy properties, it can obscure a weak signal more completely than can any other noise of the same average power. On the other hand, Gaussian noise is a very favorable kind from which to extract a fairly strong signal, because the probability that the noise will exceed a few times the RMS value $\sigma=\sqrt{\left\langle N^{2}\right\rangle}$ becomes vanishingly small. Consequently, the probability for making an incorrect decision on the presence or absence of a signal goes to zero very rapidly as the signal strength is increased. The high reliability of operation found above for $s>6$ would not be found for noise possessing a frequency distribution with wider tails.

The type of noise frequency distribution to be expected in any particular case depends, of course, on the physical mechanism which gives rise to the noise. When the noise is the result of a large number of small, independent effects, the Landon derivation of Chapter 7 and the central limit theorem both tell us that a Gaussian frequency distribution for the total noise is by far the most likely to be found, regardless of the nature of the individual sources.

All of these apparently different decision criteria lead to a probability ratio test. In the case of a binary decision, it took the simple form (14.32). Of course, any decision process can be broken down into successive binary decisions, so this case really has the whole story in it. All the different criteria amounted, in the final analysis, only to different philosophies about how you choose the threshold value at which you change your decision.

### 14.5 How would our robot do it?

Now, let's see how this problem appears from the viewpoint of our robot. The rather long arguments we had to go through above (and even they are very highly condensed from the original literature) to obtain the result are due only to the orthodox view which insists on looking at the problem backwards, i.e. on concentrating attention on the final decision rather than on the inference process which logically has to precede it.

To the robot, if our job is to make the best possible decision as to whether the signal is present, the obvious thing we must do is to calculate the probability that the signal is present, conditional on all the evidence at hand. If there are only two possibilities, $S_{0}, S_{1}$, to be taken into account, then, after we have seen voltage $V$, the posterior odds on $S_{1}$ are, from (4.7),

$$
\begin{equation*}
O\left(S_{1} \mid V X\right)=O\left(S_{1} \mid X\right) \frac{p\left(V \mid S_{1}\right)}{p\left(V \mid S_{0}\right)} \tag{14.53}
\end{equation*}
$$

If we give the robot the loss function (14.31) and ask it to make the decision which minimizes the expected loss, it will evidently use the decision rule

$$
\begin{equation*}
\text { choose } D_{1} \text { if } O\left(S_{1} \mid V\right)=\frac{p\left(S_{1} \mid V\right)}{p\left(S_{0} \mid V\right)}>\frac{L_{\mathrm{a}}}{L_{\mathrm{r}}} \tag{14.54}
\end{equation*}
$$

etc. But from the product rule, $p\left(V S_{1} \mid X\right)=p\left(S_{1} \mid V\right) p(V \mid X), p\left(V S_{0} \mid X\right)=p\left(S_{0} \mid V\right)$ $p(V \mid X)$, and (14.54) is identical with (14.32). So, just from looking at this problem the other way around, our robot obtains the same final result in just two lines!

You see that all this discussion of strategies, admissibility, conditional losses, etc. was unnecessary. Except for the introduction of the loss function at the end, there is nothing in the actual functional operation of Wald's decision theory that isn't contained already in basic probability theory, if we will only use it in the full generality given to it by Laplace and Jeffreys.

### 14.6 Historical remarks

This comparison shows why the development of decision theory has, more than any other single factor, touched off our 'Bayesian revolution' in statistical thought. For some 50 years, Harold Jeffreys tried valiantly to explain the great advantages of the Laplace methods to statisticians, and his efforts met only with a steady torrent of denials and ridicule. It was then a real irony that the work of one of the most respected of 'orthodox' statisticians (Abraham Wald), which was hailed, very properly, as a great advance in statistical practice, turned out to give, after very long and complicated arguments, exactly the same final results that the Laplace methods give you immediately. Wald showed in great generality what we have just illustrated by one simple example.

The only proper conclusion, as a few recognized at once, is that the supposed distinction between statistical inference and probability theory was entirely artificial - a tragic error of judgment which has wasted perhaps 1000 man-years of our best mathematical talent in the pursuit of false goals.

In the works cited, addressed to electrical engineers, the viewpoint of Middleton and van Meter was that of the Neyman-Pearson and Wald decision theories. At about the same time, Herbert Simon expounded the Neyman-Pearson viewpoint to economists. The writer collaborated with David Middleton for a short time while he was writing his large work, and tried to persuade him of the superiority of the straight Bayesian approach to
decision theory. The success of the effort may be judged by comparing Middleton (1960, Chap. 18) - particularly its length - with our exposition deriving (14.54). It seems that persons with orthodox training had received such strong anti-Bayesian indoctrination that they were locked in an infinite regress situation; although they could not deny the results that Bayesians got on any specific problem, they could never believe that Bayesian methods would work on the next problem until that next solution was also presented to them.

### 14.6.1 The classical matched filter

A funny thing happened in the history of this subject. In the 1930s, electrical engineers knew nothing whatsoever about probability theory; they knew about signal to noise ratios. Receiver input circuits were designed for many years on the basis that signal to noise ratio was maximized by empirical trial and error. Then a general theoretical result was found: if you take the ratio of (peak signal) ${ }^{2}$ to mean-square noise, and find, as a variational principle, the design of input stages of the receiver which will maximize it, this turned out to have an analytically neat and useful solution. It is now called the classical matched filter, and it has been discovered independently by dozens of people.

To the best of our knowledge, the first person to derive this matched filter solution was the late Professor W. W. Hansen of Stanford University. The writer was working with him, beginning in May 1942, on problems of radar detection. Shortly before then, Hansen had circulated a little memorandum dated 1941, in which he gave this solution for the design of the optimum response curve for the receiver first stage. Years later, I was thinking about an entirely different problem (an optimum antenna pattern for a radar system to maximize the ratio (signal)/(ground clutter response)), and when I finally got the solution, I recognized it as the same result that Bill Hansen had shown me many years before.

Throughout the 1950s, almost every time one opened a journal concerned with these problems, somebody else had a paper announcing the discovery of the same solution. The situation was satirized in a famous editorial by Peter Elias (1958), entitled 'Two famous papers'. He suggested that it was high time that people stopped rediscovering the easiest solution, and started to think about the many harder problems still in need of solution.

But also in the 1950s people became more sophisticated about the way they handled their detection problems, and they started using this wonderful new tool, statistical decision theory, to see if there were still better ways of handling these design problems. The strange thing happened that in the case of a linear system with Gaussian noise, the optimum solution which decision theory leads you to turns out to be exactly the same old classical matched filter! At first glance, it was very surprising that two approaches so entirely different conceptually should lead to the same solution. But note that our robot represents a viewpoint from which it is obvious that the two lines of argument would have to give the same result.

To our robot, it is obvious that the best analysis we can make of the problem will always be one in which we calculate the probabilities that the various signals are present by means of Bayes' theorem. But let us apply Bayes' theorem in the logarithmic form of Chapter 4. If we now let $S_{0}$ and $S_{1}$ stand for numerical values giving the amplitude of two possible
signals as a function of $V$, the evidence for $S_{1}$ is increased by

$$
\begin{equation*}
\log \left[\frac{p\left(V \mid S_{1}\right)}{p\left(V \mid S_{0}\right)}\right]=\frac{\left(V-S_{0}\right)^{2}-\left(V-S_{1}\right)^{2}}{2\left\langle\sigma^{2}\right\rangle}=\text { const. }+\frac{\left(S_{1}-S_{0}\right)}{\left\langle\sigma^{2}\right\rangle} V \tag{14.55}
\end{equation*}
$$

In the case of a linear system with Gaussian noise, the observed voltage is itself just a linear function of the posterior probability measured in decibels. So, they are essentially just two different ways of formulating the same problem. Without recognizing it, we had essentially solved this problem already in the Bayesian hypothesis testing discussion of Chapter 4.

In England, P. M. Woodword had perceived much of this correctly in the 1940s - but he was many years ahead of his time. Those with conventional statistical training were unable to see any merit in his work, and simply ignored it. His book (Woodword, 1953) is highly recommended reading; although it does not solve any of our current problems, its thinking is still in advance of some current literature and practice.

We have seen that the other non-Bayesian approaches to the theory all amounted to different philosophies of how you choose the threshold at which you change your decision. Because of the fact that they all lead to the same probability ratio test, they must necessarily all be derivable from Bayes' theorem.

The problem just examined by several different decision criteria is, of course, the simplest possible one. In a more realistic problem, we will observe the voltage $V(t)$ as a function of time, perhaps several voltages $V_{1}(t), V_{2}(t), \ldots$ in several different channels. We may have many different possible signals $S_{a}(t), S_{b}(t), \ldots$ to distinguish and correspondingly many possible decisions. We may need to decide not only whether a given signal is present, but also to make the best estimates of one or more signal parameters (such as intensity, starting time, frequency, phase, rate of frequency modulation, etc.). Therefore, just as in the problem of quality control discussed in Chapter 4, the details can become arbitrarily complicated. But these extensions are, from the Bayesian viewpoint, straightforward in that they require no new principles beyond those already given, only mathematical generalization.

We shall return to some of these more complicated problems of detection and filtering when we take up frequency/shape estimation; but for now let's look at another elementary kind of decision problem. In the ones just discussed, we needed Bayes' theorem, but not maximum entropy. Now we examine a kind of decision problem where we need maximum entropy, but not Bayes' theorem.

### 14.7 The widget problem

This problem was first propounded at a symposium held at Purdue University in November, 1960 - at which time, however, the full solution was not known. This was worked out later (Jaynes, 1963c), and some numerical approximations were improved in the computer work of Tribus and Fitts (1968).

The widget problem has proved to be interesting in more respects than originally realized. It is a decision problem in which there is no occasion to use Bayes' theorem, because no 'new' information is acquired. Thus it would be termed a 'no data' decision problem in the
sense of Chernoff and Moses (1959). However, at successive stages of the problem we have more and more prior information; and digesting it by maximum entropy leads to a sequence of prior probability assignments, which lead to different decisions. Thus it is an example of the 'pure' use of maximum entropy, as in statistical mechanics. It is hard to see how the problem could be formulated mathematically at all without use of maximum entropy, or some other device (such as the method of Darwin and Fowler (Fowler, 1929) in statistical mechanics, or the 'method of the most probable distribution' dating back to Boltzmann (1871)) which turns out in the end to be mathematically equivalent to maximum entropy.

The problem is interesting also in that we can see a continuous gradation from decision problems so simple that common sense tells us the answer instantly, with no need for any mathematical theory, through problems more and more involved so that common sense has more and more difficulty in making a decision, until finally we reach a point where nobody has yet claimed to be able to see the right decision intuitively, and we require the mathematics to tell us what to do.

Finally, the widget problem turns out to be very close to an important real problem faced by oil prospectors. The details of the real problem are shrouded in proprietary caution; but it is not giving away any secrets to report that, a few years ago, the writer spent a week at the research laboratories of one of our large oil companies, lecturing for over 20 hours on the widget problem. We went through every part of the calculation in excruciating detail with a room full of engineers armed with calculators, checking up on every stage of the numerical work.

Here is the problem: $\mathrm{Mr} A$ is in charge of a widget factory, which proudly advertises that it can make delivery in 24 hours on any size order. This, of course, is not really true, and $\mathrm{Mr} A$ 's job is to protect, as best he can, the advertising manager's reputation for veracity. This means that each morning he must decide whether the day's run of 200 widgets will be painted red, yellow or green. (For complex technological reasons, not relevant to the present problem, only one color can be produced per day.) We follow his problem of decision through several stages of increasing knowledge.

## Stage 1

When he arrives at work, Mr $A$ checks with the stock room and finds that they now have in stock 100 red widgets, 150 yellow, and 50 green. His ignorance lies in the fact that he does not know how many orders for each type will come in during the day. Clearly, in this state of ignorance, $\mathrm{Mr} A$ will attach the highest significance to any tiny scrap of information about orders likely to come in today; and if no such scraps are to be had, we do not envy $\mathrm{Mr} A$ his job. Still, if a decision must be made here and now on no more information than this, his common sense will probably tell him that he had better build up that stock of green widgets.

## Stage 2

Mr $A$, feeling the need for more information, calls up the front office and asks, 'Can you give me some idea of how many orders for red, yellow, and green widgets are likely to come

Table 14.1. Summary of four stages of the widget problem.

| Stage | R | Y | G | Decision |
| :--- | ---: | ---: | :---: | :---: |
| 1. In stock | 100 | 150 | 50 | G |
| 2. Av. daily order total | 50 | 100 | 10 | Y |
| 3. Av. individual order | 75 | 10 | 20 | R |
| 4. Specific order |  |  | 40 | $?$ |

in today?' They reply, 'Well, we don't have the breakdown of what has been happening each day, and it would take us a week to compile that information from our files. But we do have a summary of the total sales last year. Over the last year, we sold a total of 13000 red, 26000 yellow, and 2600 green. Figuring 260 working days, this means that last year we sold an average of 50 red, 100 yellow, and 10 green each day.' If $\mathrm{Mr} A$ ponders this new information for a few seconds, I think he will change his mind, and decide to make yellow ones today.

## Stage 3

The man in the front office calls Mr $A$ back and says, 'It just occurred to me that we do have a little more information that might possibly help you. We have at hand not only the total number of widgets sold last year, but also the total number of orders we processed. Last year we got a total of 173 orders for red, 2600 for yellow, and 130 for green. This means that the customers who use red widgets order, on the average, $13000 / 173=75$ widgets per order, while the average order for yellow and green were $26000 / 2600=10$, and $2600 / 130=20$, respectively.' These new data do not change the expected daily demand; but, if $\mathrm{Mr} A$ is very shrewd and ponders it very hard, I think he may change his mind again, and decide to make red ones today.

## Stage 4

$\mathrm{Mr} A$ is just about to give the order to make red widgets when the front office calls him again to say, 'We just got word that a messenger is on his way here with an emergency order for 40 green widgets.' Now, what should he do? Up to this point, Mr A's decision problem has been simple enough so that reasonably good common sense will tell him what to do. But now he is in trouble; qualitative common sense is just not powerful enough to solve his problem, and he needs a mathematical theory to determine a definite optimum decision.

Let's summarize all the above data in Table 14.1. In the final column, we give the decision that seemed intuitively to be the best one before we had worked out the mathematics. Do other people agree with this intuitive judgment? Professor Myron Tribus has put this to a test by giving talks about this problem, and taking votes from the audience before the solution is given. We quote his findings as given in Tribus and Fitts
(1968). They use $D_{1}, D_{2}, D_{3}, D_{4}$ to stand for the optimum decisions in stages $1,2,3,4$, respectively:

Before taking up the formal solution, it may be reported that Jaynes' widget problem has been presented to many gatherings of engineers who have been asked to vote on $D_{1}, D_{2}, D_{3}, D_{4}$. There is almost unanimous agreement about $D_{1}$. There is about $85 \%$ agreement on $D_{2}$. There is about $70 \%$ agreement on $D_{3}$, and almost no agreement on $D_{4}$. One conclusion stands out from these informal tests; the average engineer has remarkably good intuition in problems of this kind. The majority vote for $D_{1}, D_{2}$, and $D_{3}$ has always been in agreement with the formal mathematical solution. However, there has been almost universal disagreement over how to defend the intuitive solution. That is, while many engineers could agree on the best course of action, they were much less in agreement on why that course was the best one.

### 14.7.1 Solution for Stage 2

Now, how are we to set up this problem mathematically? In a real life situation, evidently, the problem would be a little more complicated than indicated so far, because what $\mathrm{Mr} A$ does today also affects how serious his problem will be tomorrow. That would get us into the subject of dynamic programming. But for now, just to keep the problem simple, we shall solve only the truncated problem in which he makes decisions on a day to day basis with no thought of tomorrow.

We have just to carry out the steps enumerated in Section 13.11. Since Stage 1 is almost too trivial to work with, consider the problem of Stage 2. Firstly, we define our underlying hypothesis space by enumerating the possible 'states of nature' $\theta_{j}$ that we will consider. These correspond to all possible order situations that could arise; if $\mathrm{Mr} A$ knew in advance exactly how many red, yellow, and green widgets would be ordered today, his decision problem would be trivial. Let $n_{1}=0,1,2, \ldots$ be the number of red widgets that will be ordered today, and similarly $n_{2}, n_{3}$ for yellow and green, respectively. Then, any conceivable order situation is given by specifying three non-negative integers $\left\{n_{1}, n_{2}, n_{3}\right\}$. Conversely, every ordered triple of non-negative integers represents a conceivable order situation.

Next, we are to assign prior probabilities $p\left(\theta_{j} \mid X\right)=p\left(n_{1} n_{2} n_{3} \mid X\right)$ to the states of nature, which maximize the entropy of the distribution subject to the constraints of our prior knowledge. We solved this problem in general in Chapter 11, Eqs. (11.39)-(11.50); and so we just have to translate the result into our present notation. The index $i$ on $x_{i}$ in Chapter 11 now corresponds to the three integers $n_{1}, n_{2}, n_{3}$; the function $f_{k}\left(x_{i}\right)$ also corresponds to the $n_{i}$, since the prior information at this stage will be used to fix the expectations $\left\langle n_{1}\right\rangle,\left\langle n_{2}\right\rangle,\left\langle n_{3}\right\rangle$ of orders for red, yellow, and green widgets at $50,100,10$, respectively. With three constraints we will have three Lagrange multipliers $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and the partition function (11.45) becomes

$$
\begin{align*}
Z\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) & =\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \sum_{n_{3}=0}^{\infty} \exp \left\{-\lambda_{1} n_{1}-\lambda_{2} n_{2}-\lambda_{3} n_{3}\right\} \\
& =\prod_{i=1}^{3}\left(1-\exp \left\{-\lambda_{i}\right\}\right)^{-1} \tag{14.56}
\end{align*}
$$

The $\lambda_{i}$ are determined from (11.46):

$$
\begin{equation*}
\left\langle n_{i}\right\rangle=-\frac{\partial \log (Z)}{\partial \lambda_{i}}=\frac{1}{\exp \left\{\lambda_{i}\right\}-1} \tag{14.57}
\end{equation*}
$$

The maximum entropy probability assignment (11.41) for the states of nature $\theta_{j}=\left\{n_{1} n_{2} n_{3}\right\}$ therefore factors:

$$
\begin{equation*}
p\left(n_{1} n_{2} n_{3}\right)=p_{1}\left(n_{1}\right) p_{2}\left(n_{2}\right) p_{3}\left(n_{3}\right) \tag{14.58}
\end{equation*}
$$

with

$$
\begin{align*}
p_{i}\left(n_{i}\right) & =\left(1-\exp \left\{-\lambda_{i}\right\}\right) \exp \left\{-\lambda_{i} n_{i}\right\}, \quad n_{i}=1,2,3 \ldots \\
& =\frac{1}{\left\langle n_{i}\right\rangle+1}\left[\frac{\left\langle n_{i}\right\rangle}{\left\langle n_{i}\right\rangle+1}\right]^{n_{i}} \tag{14.59}
\end{align*}
$$

Thus, in Stage 2, Mr A's state of knowledge about today's orders is given by three exponential distributions:

$$
\begin{equation*}
p_{1}\left(n_{1}\right)=\frac{1}{51}\left(\frac{50}{51}\right)^{n_{1}}, \quad p_{2}\left(n_{2}\right)=\frac{1}{101}\left(\frac{100}{101}\right)^{n_{2}}, \quad p_{3}\left(n_{3}\right)=\frac{1}{11}\left(\frac{10}{11}\right)^{n_{3}} \tag{14.60}
\end{equation*}
$$

Applications of Bayes' theorem to digest new evidence $E$ is absent because there is no new evidence. Therefore, the decision must be made directly from the prior probabilities (14.60), as is always the case in statistical mechanics.

So, we now proceed to enumerate the possible decisions. These are $D_{1} \equiv$ make red ones today, $D_{2} \equiv$ make yellow ones, $D_{3} \equiv$ make green ones, for which we are to introduce a loss function $L\left(D_{i}, \theta_{j}\right)$. Mr $A$ 's judgment is that there is no loss if all orders are filled today; otherwise, the loss will be proportional to - and in view of the invariance of the decision rule under proper linear transformations that we noted at the end of Chapter 13, we may as well take it equal to - the total number of unfilled orders.

The present stock of red, yellow, and green widgets is $S_{1}=100, S_{2}=150, S_{3}=50$, respectively. On decision $D_{1}$ (make red widgets) the available stock $S_{1}$ will be increased by the day's run of 200 widgets, and the loss will be

$$
\begin{equation*}
L\left(D_{1} ; n_{1}, n_{2}, n_{3}\right)=R\left(n_{1}-S_{1}-200\right)+R\left(n_{2}-S_{2}\right)+R\left(n_{3}-S_{3}\right) \tag{14.61}
\end{equation*}
$$

where $R(x)$ is the ramp function

$$
R(x) \equiv \begin{cases}x & x \geq 0  \tag{14.62}\\ 0 & x \leq 0\end{cases}
$$

Likewise, on decisions $D_{2}, D_{3}$, the loss will be

$$
\begin{align*}
& L\left(D_{2} ; n_{1}, n_{2}, n_{3}\right)=R\left(n_{1}-S_{1}\right)+R\left(n_{2}-S_{2}-200\right)+R\left(n_{3}-S_{3}\right)  \tag{14.63}\\
& L\left(D_{3} ; n_{1}, n_{2}, n_{3}\right)=R\left(n_{1}-S_{1}\right)+R\left(n_{2}-S_{2}\right)+R\left(n_{3}-S_{3}-200\right) \tag{14.64}
\end{align*}
$$

So, if decision $D_{1}$ is made, the expected loss will be

$$
\begin{align*}
\langle L\rangle_{1} & =\sum_{n_{i}} p\left(n_{1} n_{2} n_{3}\right) L\left(D_{1} ; n_{1}, n_{2}, n_{3}\right) \\
& =\sum_{n_{1}=0}^{\infty} p_{1}\left(n_{1}\right) R\left(n_{1}-S_{1}-200\right) \\
& +\sum_{n_{2}=0}^{\infty} p_{2}\left(n_{2}\right) R\left(n_{2}-S_{2}\right)  \tag{14.65}\\
& +\sum_{n_{3}=0}^{\infty} p_{3}\left(n_{3}\right) R\left(n_{3}-S_{3}\right)
\end{align*}
$$

and similarly for $D_{2}, D_{3}$. The summations are elementary, giving

$$
\begin{align*}
& \langle L\rangle_{1}=\left\langle n_{1}\right\rangle \exp \left\{-\lambda_{1}\left(S_{1}+200\right)\right\}+\left\langle n_{2}\right\rangle \exp \left\{-\lambda_{2} S_{2}\right\}+\left\langle n_{3}\right\rangle \exp \left\{-\lambda_{3} S_{3}\right\}, \\
& \langle L\rangle_{2}=\left\langle n_{1}\right\rangle \exp \left\{-\lambda_{1} S_{1}\right\}+\left\langle n_{2}\right\rangle \exp \left\{-\lambda_{2}\left(S_{2}+200\right)\right\}+\left\langle n_{3}\right\rangle \exp \left\{-\lambda_{3} S_{3}\right\},  \tag{14.66}\\
& \langle L\rangle_{3}=\left\langle n_{1}\right\rangle \exp \left\{-\lambda_{1} S_{1}\right\}+\left\langle n_{2}\right\rangle \exp \left\{-\lambda_{2} S_{2}\right\}+\left\langle n_{3}\right\rangle \exp \left\{-\lambda_{3}\left(S_{3}+200\right)\right\},
\end{align*}
$$

or, inserting numerical values,

$$
\begin{align*}
& \langle L\rangle_{1}=0.131+22.48+0.085=22.70 \\
& \langle L\rangle_{2}=6.902+3.073+0.085=10.6  \tag{14.67}\\
& \langle L\rangle_{3}=6.902+22.48+4 \times 10^{-10}=29.38
\end{align*}
$$

showing a strong preference for decision $D_{2} \equiv$ 'make yellow ones today', as common sense had already anticipated.

Physicists will recognize that Stage 2 of Mr A's decision problem is mathematically the same as the theory of harmonic oscillators in quantum statistical mechanics. There is still another engineering application of the harmonic oscillator equations, in some problems of message encoding, to be noted when we take up communication theory. We are trying to emphasize the generality of this theory, which is mathematically quite old and well-known, but which has been applied in the past only in some specialized problems in thermodynamics. This general applicability can be seen only after we are emancipated from the orthodox view of probability.

### 14.7.2 Solution for Stage 3

In Stage 3 of Mr A's problem we have some additional pieces of information: the average individual orders for red, yellow, and green widgets. To take account of this new information, we need to go down into a deeper hypothesis space; set up a more detailed enumeration of the states of nature in which we take into account not only the total orders for each type, but also the breakdown into individual orders. We could have done this also in Stage 2, but since at that stage there was no information available bearing on this breakdown, it would have added nothing to the problem (the subtle difference that this makes after all will be noted later).

In Stage 3, a possible state of nature can be described as follows. We receive $u_{1}$ individual orders for one red widget each, $u_{2}$ orders for two red widgets each, $\ldots, u_{r}$ individual orders for $r$ red widgets each. Also, we receive $v_{y}$ orders for $y$ yellow widgets each, and $w_{g}$ orders for $g$ green widgets each. Thus, a state of nature is specified by an infinite number of non-negative integers

$$
\begin{equation*}
\theta=\left\{u_{1} \cdots ; v_{1} \cdots ; w_{1} \cdots\right\} \tag{14.68}
\end{equation*}
$$

and conversely every such set of integers represents a conceivable state of nature, to which we assign a probability $p\left(u_{1} \cdots ; v_{1} \cdots ; w_{1} \cdots\right)$.

Today's total demands for red, yellow, and green widgets are, respectively,

$$
\begin{equation*}
n_{1}=\sum_{r=1}^{\infty} r u_{r}, \quad n_{2}=\sum_{y=1}^{\infty} y v_{y}, \quad n_{3}=\sum_{g=1}^{\infty} g w_{g} \tag{14.69}
\end{equation*}
$$

the expectations of which were given in Stage 2 as $\left\langle n_{1}\right\rangle=50,\left\langle n_{2}\right\rangle=100,\left\langle n_{3}\right\rangle=10$. The total number of individual orders for red, yellow, and green widgets are, respectively,

$$
\begin{equation*}
m_{1}=\sum_{r=1}^{\infty} u_{r}, \quad m_{2}=\sum_{y=1}^{\infty} v_{y}, \quad m_{3}=\sum_{g=1}^{\infty} w_{g} \tag{14.70}
\end{equation*}
$$

and the new feature of Stage 3 is that $\left\langle m_{1}\right\rangle,\left\langle m_{2}\right\rangle,\left\langle m_{3}\right\rangle$ are also known. For example, the statement that the average individual order for red widgets is 75 means that $\left\langle n_{1}\right\rangle=75\left\langle m_{1}\right\rangle$.

With six average values given, we will have six Lagrange multipliers $\left\{\lambda_{1}, \mu_{1}\right.$; $\left.\lambda_{2}, \mu_{2} ; \lambda_{3}, \mu_{3}\right\}$. The maximum entropy probability assignment will have the form

$$
\begin{equation*}
p\left(u_{1} \cdots ; v_{1} \cdots ; w_{1} \cdots\right)=\exp \left\{-\lambda_{0}-\lambda_{1} n_{1}-\mu_{1} m_{1}-\lambda_{2} n_{2}-\mu_{2} m_{2}-\lambda_{3} n_{3}-\mu_{3} m_{3}\right\}, \tag{14.71}
\end{equation*}
$$

which factors:

$$
\begin{equation*}
p\left(u_{1} \cdots ; v_{1} \cdots ; w_{1} \cdots\right)=p_{1}\left(u_{1} \cdots\right) p_{2}\left(v_{1} \cdots\right) p_{3}\left(w_{1} \cdots\right) \tag{14.72}
\end{equation*}
$$

The partition function also factors:

$$
\begin{equation*}
Z=Z_{1}\left(\lambda_{1} \mu_{1}\right) Z_{2}\left(\lambda_{2} \mu_{2}\right) Z\left(\lambda_{3} \mu_{3}\right) \tag{14.73}
\end{equation*}
$$

with

$$
\begin{align*}
Z_{1}\left(\lambda_{1} \mu_{1}\right) & =\sum_{u_{1}=1}^{\infty} \sum_{u_{2}=1}^{\infty} \cdots \exp \left\{-\lambda_{1}\left(u_{1}+2 u_{2}+3 u_{3}+\cdots\right)-\mu_{1}\left(u_{1}+u_{2}+u_{3}+\cdots\right)\right\} \\
& =\prod_{r=1}^{\infty} \frac{1}{1-\exp \left\{-r \lambda_{1}-\mu\right\}} \tag{14.74}
\end{align*}
$$

and similar expressions for $Z_{2}, Z_{3}$. To find $\lambda_{1}, \mu_{1}$ we apply the general rule, Eq. (14.57):

$$
\begin{align*}
& \left\langle n_{1}\right\rangle=\frac{\partial}{\partial \lambda_{1}} \sum_{r=1}^{\infty} \log \left(1-\exp \left\{-r \lambda_{1}-\mu_{1}\right\}\right)=\sum_{r=1}^{\infty} \frac{r}{\exp \left\{r \lambda_{1}+\mu_{1}\right\}-1}  \tag{14.75}\\
& \left\langle m_{1}\right\rangle=\frac{\partial}{\partial \mu_{1}} \sum_{r=1}^{\infty} \log \left(1-\exp \left\{-r \lambda_{1}-\mu_{1}\right\}\right)=\sum_{r=1}^{\infty} \frac{1}{\exp \left\{r \lambda_{1}+\mu_{1}\right\}-1} . \tag{14.76}
\end{align*}
$$

Combining with (14.69) and (14.70), we see that

$$
\begin{equation*}
\left\langle u_{r}\right\rangle=\frac{1}{\exp \left\{r \lambda_{1}+\mu_{1}\right\}-1} \tag{14.77}
\end{equation*}
$$

and now the secret is out - Stage 3 of Mr A's decision problem is just the theory of the ideal Bose-Einstein gas in quantum statistical mechanics!

If we treat the ideal Bose-Einstein gas by the method of the Gibbs grand canonical ensemble, we obtain just these equations, in which the number $r$ corresponds to the $r$ th single-particle energy level, $u_{r}$ to the number of particles in the $r$ th state, and $\lambda_{1}$ and $\mu_{1}$ to the temperature and chemical potential.

In the present problem it is clear that for all $r,\left\langle u_{r}\right\rangle \ll 1$, and that $\left\langle u_{r}\right\rangle$ cannot decrease appreciably below $\left\langle u_{1}\right\rangle$ until $r$ is of the order of 75 , the average individual order. Therefore, $\mu_{1}$ will be numerically large, and $\lambda_{1}$ numerically small, compared with unity. This means that the series (14.75), (14.76) converge very slowly and are useless for numerical work unless you write a computer program to do it. However, we can do it analytically if we transform them into rapidly converging sums as follows:

$$
\begin{align*}
\sum_{r=1}^{\infty} \frac{1}{\exp \{\lambda r+\mu\}-1} & =\sum_{r=1}^{\infty} \sum_{n=1}^{\infty} \exp \{-n(\lambda r+\mu)\}  \tag{14.78}\\
& =\sum_{n=1}^{\infty} \frac{\exp \{-n \mu\}}{1-\exp \{-n \lambda\}}
\end{align*}
$$

The first term is already an excellent approximation. Similarly,

$$
\begin{equation*}
\sum_{r=1}^{\infty} \frac{r}{\exp \{\lambda r+\mu\}-1}=\sum_{n=1}^{\infty} \frac{\exp \{-n(\lambda r+\mu)\}}{(1-\exp \{-n \lambda\})^{2}} \tag{14.79}
\end{equation*}
$$

and so (14.75) and (14.76) become

$$
\begin{gather*}
\left\langle n_{1}\right\rangle=\frac{\exp \left\{-\mu_{1}\right\}}{\lambda_{1}^{2}},  \tag{14.80}\\
\left\langle m_{1}\right\rangle=\frac{\exp \left\{-\mu_{1}\right\}}{\lambda_{1}},  \tag{14.81}\\
\lambda_{1}=\frac{\left\langle m_{1}\right\rangle_{1}}{\left\langle n_{1}\right\rangle}=\frac{1}{75}=0.0133, \tag{14.82}
\end{gather*}
$$

$$
\begin{gather*}
\exp \left\{\mu_{1}\right\}=\frac{\left\langle n_{1}\right\rangle_{1}}{\left\langle m_{1}\right\rangle}=112.5  \tag{14.83}\\
\mu_{1}=4.722 \tag{14.84}
\end{gather*}
$$

Tribus and Fitts, evaluating the sums by computer, obtain $\lambda_{1}=0.0131, \mu_{1}=4.727$; so our approximations (14.80), (14.81) are very good, at least in the case of red widgets.

The probability that $u_{r}$ has a particular value is, from (14.72) or (14.74),

$$
\begin{equation*}
p\left(u_{r}\right)=\left(1-\exp \left\{-r \lambda_{1}-\mu\right\}\right) \exp \left\{\left(-r \lambda_{1}+\mu_{1}\right) u_{r}\right\} \tag{14.85}
\end{equation*}
$$

which has the mean value (14.77) and the variance

$$
\begin{equation*}
\operatorname{var}\left(u_{r}\right)=\left\langle u_{r}^{2}\right\rangle-\left\langle u_{r}\right\rangle^{2}=\frac{\exp \left\{r \lambda_{1}+\mu_{1}\right\}}{\exp \left\{r \lambda_{1}+\mu_{1}\right\}-1} \tag{14.86}
\end{equation*}
$$

The total demand for red widgets

$$
\begin{equation*}
n_{1}=\sum_{r=1}^{\infty} r u_{r} \tag{14.87}
\end{equation*}
$$

is expressed as the sum of a large number of independent terms. The pdf for $n_{1}$ will have the mean value (14.80) and the variance

$$
\begin{equation*}
\operatorname{var}\left(n_{1}\right)=\sum_{r=1}^{\infty} r^{2} \operatorname{var}\left(u_{r}\right)=\sum_{r=1}^{\infty} \frac{r^{2} \exp \left\{r \lambda_{1}+\mu_{1}\right\}}{\left(\exp \left\{r \lambda_{1}+\mu_{1}\right\}-1\right)^{2}} \tag{14.88}
\end{equation*}
$$

which we convert into the rapidly convergent sum

$$
\begin{equation*}
\sum_{r, n=1}^{\infty} n r^{2} \exp \{-n(r \lambda+\mu)\}=\sum_{n=1}^{\infty} n \frac{\exp \{-n(\lambda+\mu)\}+\exp \{-n(2 \lambda+\mu)\}}{(1-\exp \{-n \lambda\})^{3}} \tag{14.89}
\end{equation*}
$$

or, approximately,

$$
\begin{equation*}
\operatorname{var}\left(n_{1}\right)=\frac{2 \exp \left\{-\mu_{1}\right\}}{\lambda_{1}^{3}}=\frac{2}{\lambda_{1}}\left\langle n_{1}\right\rangle \tag{14.90}
\end{equation*}
$$

At this point we can use some mathematical facts concerning the central limit theorem. Because $n_{1}$ is the sum of a large number of small terms to which we have assigned independent probabilities, our probability distribution for $n_{1}$ will be very nearly Gaussian:

$$
\begin{equation*}
p\left(n_{1}\right) \approx A \exp \left\{-\frac{\lambda_{1}\left(n_{1}-\left\langle n_{1}\right\rangle\right)^{2}}{4\left\langle n_{1}\right\rangle}\right\} \tag{14.91}
\end{equation*}
$$

for those values of $n_{1}$ which can arise in many different ways. For example, the case $n=2$ can arise in only two ways: $u_{1}=2$, or $u_{2}=1$, all others $u_{k}$ being zero. On the other hand, the case $n_{1}=150$ can arise in an enormous number of different ways, and the 'smoothing' mechanism of the central limit theorem can operate. Thus, Eq. (14.91) will be a good approximation for the large values of $n_{1}$ of interest to us, but not for small $n_{1}$.

The expected loss on the various decisions is, as we saw in (14.66), the sum of three terms arising from failure to meet orders for red, yellow, or green widgets, respectively. If we do not make red ones today, then the possibility of failing to meet orders for red widgets contributes to the expected loss the amount

$$
\begin{align*}
\sum_{n_{1}=0}^{\infty} p\left(n_{1}\right) R\left(n_{1}-S_{1}\right) & \simeq \sqrt{\left[\frac{\lambda_{1}}{4 \pi\left\langle n_{1}\right\rangle}\right]} \int_{S_{1}}^{\infty} \mathrm{d} n_{1}\left(n_{1}-S_{1}\right) \exp \left\{-\frac{\lambda_{1}\left(n_{1}-\left\langle n_{1}\right\rangle\right)^{2}}{4\left\langle n_{1}\right\rangle}\right\} \\
& =\left(\left\langle n_{1}\right\rangle-S_{1}\right) \Phi\left[\alpha_{1} \sqrt{2}\left(\left\langle n_{1}\right\rangle-S_{1}\right)\right] \\
& +\frac{1}{2 \alpha_{1} \sqrt{\pi}} \exp \left\{-\alpha_{1}^{2}\left(\left\langle n_{1}\right\rangle-S_{1}\right)^{2}\right\} \tag{14.92}
\end{align*}
$$

where $\alpha_{1}^{2}=\lambda_{1} / 4\left\langle n_{1}\right\rangle$, and $\Phi(x)$ is the cumulative normal distribution function (14.42).
If we do decide to make red widgets today, the possibility of failing to meet red orders contributes to the expected loss the above expression (14.92) with $S_{1}$ replaced by $\left(S_{1}+200\right)$.

Similar equations hold for yellow and green widgets. Although the approximations we made are not equally good in all cases, let us use (14.92) for the partial losses and apply it three times with the given numerical values

$$
\begin{align*}
S_{1} & =100, & S_{2} & =150, & S_{3} & =50, \\
\left\langle n_{1}\right\rangle & =50, & \left\langle n_{2}\right\rangle & =100, & \left\langle n_{3}\right\rangle & =10  \tag{14.93}\\
\alpha_{1} & =0.0082, & \alpha_{2} & =0.0160, & \alpha_{3} & =0.035 .
\end{align*}
$$

Doing the indicated calculations, we find that on the decisions $D_{1}, D_{2}, D_{3}$ the expected losses are

$$
\begin{align*}
& \langle L\rangle_{1}=(0)+2.86+0.18=3.04 \text { unfilled orders } \\
& \langle L\rangle_{2}=14.9+(0)+0.18=15.1 \text { unfilled orders }  \tag{14.94}\\
& \langle L\rangle_{3}=14.9+2.86+(0)=17.8 \text { unfilled orders }
\end{align*}
$$

where (0) stands for a term orders of magnitude smaller than the others. The breakdown indicated is to be read as follows. If Decision $D_{1}$ (make red widgets) is made, there is negligible loss from the possibility of failing to meet red orders, while the possibility of failure with yellow orders contributes an expected loss of 2.86 , and only 0.18 for green.

These results show the great preference for $D_{1}$ caused by the additional information about average individual orders, which had the intuitive effect of making the situation with respect to yellow widgets much safer than it seemed in Stage 2.

### 14.7.3 Solution for Stage 4

It is in the passage from Stage 3 to Stage 4 (where the new information consists of a specific order for 40 green widgets) that our common sense first fails us. Now both the red and green situations seem rather precarious, and our common sense lacks the 'resolving power' to tell which is the more serious. Strangely enough, this new knowledge, which makes the
problem so hard for our common sense, causes no difficulty at all in the mathematics. The previous equations still apply, with the sole difference that the stock $S_{3}$ of green widgets is reduced from 50 to 10 . We now have $\left(\left\langle n_{3}\right\rangle-S_{3}\right)=0$ so that (14.92) reduces to

$$
\begin{equation*}
\frac{1}{2 \alpha_{3} \sqrt{\pi}}=8.08 \tag{14.95}
\end{equation*}
$$

and in place of (14.94) we have

$$
\begin{align*}
& \langle L\rangle_{1}=(0)+2.86+8.08=10.9 \text { unfilled orders } \\
& \langle L\rangle_{2}=14.9+(0)+8.08=23.0 \text { unfilled orders }  \tag{14.96}\\
& \langle L\rangle_{3}=14.9+2.86+(0)=17.8 \text { unfilled orders }
\end{align*}
$$

So, Mr $A$ should stick to his decision to make red widgets! Our common sense fails just because there is now so little difference between $\langle L\rangle_{1}$ and $\langle L\rangle_{3}$.

### 14.8 Comments

We have tried to show that use of probability theory in the sense of Laplace, with prior probabilities determined by the principle of maximum entropy, leads to a reasonable method of treating decision problems and to results in good correspondence with common sense. Mathematically, our equations are nothing but the Gibbs formalism in statistical mechanics, the only new feature being the recognition that the Gibbs methods are of far more general applicability than had been supposed.

The moral of this is simply that questions about 'interpretation of a formalism', which the positivist philosophy tends to reject as meaningless and useless, are, on the contrary, of central importance in scientific work. It is, of course, true that, in an application already established, a different interpretation of the equations cannot lead to any new numerical results. But our judgment as to the range of validity of a formalism can depend entirely on how we interpret it. The interpretation (probability) $\equiv$ (frequency) has led to a great and unnecessary restriction on the kinds of problem where probability theory can be applied. Today, the scientist, engineer, and economist face many problems which require the broader Laplace-Jeffreys interpretation.

## 15

## Paradoxes of probability theory

I protest against the use of infinite magnitude as something accomplished, which is never permissible in mathematics. Infinity is merely a figure of speech, the true meaning being a limit.
C. F. Gauss

The term 'paradox' appears to have several different common meanings. Székely (1986) defines a paradox as anything which is true but surprising. By that definition, every scientific fact and every mathematical theorem qualifies as a paradox for someone. We use the term in almost the opposite sense; something which is absurd or logically contradictory, but which appears at first glance to be the result of sound reasoning. Not only in probability theory, but in all mathematics, it is the careless use of infinite sets, and of infinite and infinitesimal quantities, that generates most paradoxes.

In our usage, there is no sharp distinction between a paradox and an error. A paradox is simply an error out of control; i.e. one that has trapped so many unwary minds that it has gone public, become institutionalized in our literature, and taught as truth. It might seem incredible that such a thing could happen in an ostensibly mathematical field; yet we can understand the psychological mechanism behind it.

### 15.1 How do paradoxes survive and grow?

As we stress repeatedly, from a false proposition - or from a fallacious argument that leads to a false proposition - all propositions, true and false, may be deduced. But this is just the danger; if fallacious reasoning always led to absurd conclusions, it would be found out at once and corrected. But once an easy, shortcut mode of reasoning has led to a few correct results, almost everybody accepts it; those who try to warn against it are not listened to.

When a fallacy reaches this stage, it takes on a life of its own, and develops very effective defenses for self-preservation in the face of all criticisms. Mathematicians of the stature of Henri Poincaré and Hermann Weyl tried repeatedly to warn against the kind of reasoning used in infinite-set theory, with zero success. For details, see Appendix B and Kline (1980). The writer was also guilty of this failure to heed warnings for many years, until
absurd results that could no longer be ignored finally forced him to see the error in an easy mode of reasoning.

To remove a paradox from probability theory will require, at the very least, detailed analysis of the result and the reasoning that leads to it, showing that:
(1) the result is indeed absurd;
(2) the reasoning leading to it violates the rules of inference developed in Chapter 2;
(3) when one obeys those rules, the paradox disappears and we have a reasonable result.

There are too many paradoxes contaminating the current literature for us to analyze separately. Therefore we seek here to study a few representative examples in some depth, in the hope that the reader will then be on the alert for the kind of reasoning which leads to them.

### 15.2 Summing a series the easy way

As a kind of introduction to fallacious reasoning with infinite sets, we recall an old parlor game by which you can prove that any given infinite series $S=\sum_{i} a_{i}$ converges to any number $x$ that your victim chooses. The sum of the first $n$ terms is $s_{n}=a_{1}+a_{2}+\cdots+a_{n}$. Then, defining $s_{0} \equiv 0$, we have

$$
\begin{equation*}
a_{n}=\left(s_{n}-x\right)-\left(s_{n-1}-x\right), \quad 1 \leq n<\infty \tag{15.1}
\end{equation*}
$$

so that the series becomes

$$
\begin{align*}
S & =\left(s_{1}-x\right)+\left(s_{2}-x\right)+\left(s_{3}-x\right)+\cdots \\
& -\left(s_{0}-x\right)-\left(s_{1}-x\right)-\left(s_{2}-x\right)-\cdots \tag{15.2}
\end{align*}
$$

The terms $\left(s_{1}-x\right),\left(s_{2}-x\right), \ldots$ all cancel out, so the sum of the series is

$$
\begin{equation*}
S=-\left(s_{0}-x\right)=x \quad Q E D \tag{15.3}
\end{equation*}
$$

The reader for whom this reasoning appears at first glance to be valid has a great deal of company, and is urged to study this example carefully. Such fallacious arguments are avoided if we follow this advice, repeated from Chapter 2:

Apply the ordinary processes of arithmetic and analysis only to expressions with a finite number $n$ of terms. Then after the calculation is done, observe how the resulting finite expressions behave as the parameter $n$ increases indefinitely.
Put more succinctly, passage to a limit should always be the last operation, not the first. In case of doubt, this is the only safe way to proceed. Our present theory of convergence of infinite series could never have been achieved if its founders - Abel, Cauchy, d'Alembert, Dirichlet, Gauss, Weierstrasz, and others - had not followed this advice meticulously. In preBourbakist mathematics (such as Whittaker and Watson, 1927) this policy was considered so obvious that there was no need to stress it. The results thus obtained have never been found defective.

Had we followed this advice above, we would not have tried to cancel out an infinite number of terms in a single stroke; we would have found that at any finite $n$th stage, instead
of the $s_{i}$ cancelling out and one $x$ remaining, the $x$ values would have cancelled out and the last $s$ remains, leading to the correct summation of the series.

Yet today, reasoning essentially equivalent to what we did in (15.2) is found repeatedly where infinite sets are used in probability theory. As an example, we examine another of the consequences of ignoring this advice, which has grown into far more than a parlor game.

### 15.3 Nonconglomerability

If ( $C_{1}, \ldots, C_{n}$ ) denote a finite set of mutually exclusive, exhaustive propositions on prior information $I$, then for any proposition $A$ the sum and product rules of probability theory give

$$
\begin{equation*}
P(A \mid I)=\sum_{i=1}^{n} P\left(A C_{i} \mid I\right)=\sum_{i=1}^{n} P\left(A \mid C_{i} I\right) P\left(C_{i} \mid I\right) \tag{15.4}
\end{equation*}
$$

in which the prior probability $P(A \mid I)$ is written as a weighted average of the conditional probabilities $P\left(A \mid C_{i} I\right)$. Now, it is a very elementary theorem that a weighted average of a set of real numbers cannot lie outside the range spanned by those numbers; if

$$
\begin{equation*}
L \leq P\left(A \mid C_{i} I\right) \leq U, \quad(1 \leq i \leq n) \tag{15.5}
\end{equation*}
$$

then necessarily

$$
\begin{equation*}
L \leq P(A \mid I) \leq U, \tag{15.6}
\end{equation*}
$$

a property which de Finetti (1972) called 'conglomerability' or, more precisely, 'conglomerability in the partition $\left\{C_{i}\right\}$ ', although it may seem too trivial to deserve a name. Obviously, nonconglomerability cannot arise from a correct application of the rules of probability theory on finite sets. It cannot, therefore, occur in an infinite set which is approached as a well-defined limit of a sequence of finite sets.

Yet nonconglomerability has become a minor industry, with a large and growing literature. There are writers who believe that it is a real phenomenon, and that they are proving theorems about the circumstances in which it occurs, which are important for the foundations of probability theory. Nonconglomerability has become, quite literally, institutionalized in our literature and taught as truth.

In spite of its mathematical triviality, then, we need to examine some cases where nonconglomerability has been claimed. Rather than trying to cite all of this vast literature, we draw upon a single reference (Kadane, Schervish and Seidenfeld, 1986), hereafter denoted by KSS, where several examples of nonconglomerability and some references to other work may be found.

Example 1: Rectangular array. Firstly, we note the typical way in which nonconglomerability is manufactured, and the illustrative example most often cited. We start from a two-dimensional $(M \times N)$ set of probabilities:

$$
\begin{equation*}
p(i, j), \quad 1 \leq i \leq M, \quad 1 \leq j \leq N \tag{15.7}
\end{equation*}
$$

and think of $i$ plotted horizontally, $j$ vertically, so that the sample space is a rectangular array of $M N$ points in the first quadrant. It will suffice to take some prior information $I$ for which these probabilities are uniform: $p(i, j)=(1 / M N)$. Then the probability of the event ( $A: i<j$ ) is found by direct counting to be

$$
P(A \mid I)=\left\{\begin{array}{rl}
(2 N-M-1) / 2 N & M \leq N  \tag{15.8}\\
(N-1) / 2 M & N \leq M
\end{array}\right.
$$

Let us resolve this in the manner of (15.4), into probabilities conditional on the set of propositions ( $C_{1}, \ldots, C_{M}$ ), where $C_{i}$ is the statement that we are on the $i$ th column of the array: then $P\left(C_{i} \mid I\right)=(1 / M)$, and

$$
P\left(A \mid C_{i} I\right)=\left\{\begin{array}{rl}
(N-i) / N & 1 \leq i \leq M \leq N  \tag{15.9}\\
(N-i) / N & 1 \leq i \leq N \leq M \\
0 & N \leq i \leq M
\end{array}\right.
$$

These conditional probabilities reach the upper and lower bounds

$$
\begin{align*}
& U=(N-1) / N \\
& L=\left\{\begin{array}{rl}
1-R & \text { all } M, N \\
0 & N \leq N
\end{array}\right.  \tag{15.10}\\
& L \leq M
\end{align*}, ~ \$
$$

where $R$ denotes the ratio $R=M / N$. Substituting (15.8) and (15.10) into (15.6), it is evident that the condition for conglomerability is always satisfied, as it must be, whatever the values of $(M, N)$. How, then, can one possibly create a nonconglomerability out of this?

Just pass to the limit $M \rightarrow \infty, N \rightarrow \infty$, and ask for the probabilities $P\left(A \mid C_{i} I\right)$ for $i=1,2, \ldots$. But instead of examining the limiting form of (15.9), which gives the exact values for all $(M, N)$, we try to evaluate these probabilities directly on the infinite set.

Then, it is argued that, for any given $i$, there are an infinite number of points where $A$ is true and only a finite number where it is false. Ergo, the conditional probability $P\left(A \mid C_{i} I\right)=1$ for all $i$; yet $P(A \mid I)<1$. We see here the same kind of reasoning that we used in (15.2); we are trying to carry out very simple arithmetic operations (counting), but directly on an infinite set.

Now consider the set of propositions $\left(D_{1}, \ldots, D_{N}\right)$, where $D_{j}$ is the statement that we are on the $j$ th row of the array, counting from the bottom. Now, by the same argument, for any given $j$, there are an infinite number of points where $A$ is false, and only a finite number where $A$ is true. Ergo, the conditional probability $P\left(A \mid D_{j} I\right)=0$ for all $j$; yet $P(A \mid I)>0$. By this reasoning, we have produced two nonconglomerabilities, in opposite directions, from the same model (i.e. the same infinite set).

It is even more marvellous than that. In (15.8), it is true that if we pass to the limit holding $i$ fixed, the conditional probability $P\left(A \mid C_{i} B\right)$ tends to one for all $i$; but if instead we hold ( $N-i$ ) fixed, it tends to zero for all $i$. Therefore, if we consider the cases $(i=1, i=2, \ldots$ ) in increasing order, the probabilities $P\left(A \mid C_{i} B\right)$ appear to be one for all $i$. But it is equally
valid to consider them in decreasing order ( $i=N, i=N-1, \ldots$ ); then, by the same reasoning, they would appear to be zero for all $i$. (Note that we could redefine the labels by subtracting $N+1$ from each one, thus numbering them $(i=-N, \ldots, i=-1)$ so that as $N \rightarrow \infty$ the upper indices stay fixed; this would have no effect on the validity of the reasoning.)

Thus, to produce two opposite nonconglomerabilities we need not introduce two different partitions $\left\{C_{i}\right\},\left\{D_{j}\right\}$; they can be produced by two equally valid arguments from a single partition. What produces them is that one supposes the infinite limit already accomplished before doing the arithmetic, reversing the policy of Gauss which we recommended above. But if we follow that policy and do the arithmetic first, then an arbitrary redefinition of the labels $\{i\}$ has no effect; the counting for any $N$ is the same.

Once one has understood the fallacy in (15.2), then whenever someone claims to have proved some result by carrying out arithmetic or analytical operations directly on an infinite set, it is hard to shake off a feeling that he could have proved the opposite just as easily and by an equally sound argument, had he wished to. Thus there is no reason to be surprised by what we have just found.

Suppose that instead we had done the calculation by obeying our rules strictly, doing first the arithmetic operations on finite sets to obtain the exact solution (15.8); then passing to the limit. However the infinite limit is approached, the conditional probabilities take on values in a wide interval whose lower bound is zero or $1-R$, and whose upper bound tends to one. The condition (15.5) is always satisfied, and a nonconglomerability could never have been found.

The reasoning leading to this nonconglomerability contains another fallacy. Clearly, one cannot claim to have produced a nonconglomerability on the infinite set until the 'unconditional' probability $P(A \mid I)$ has also been calculated on that set, not merely bounded by a verbal argument. But as $M$ and $N$ increase, from (15.8) the limiting $P(A \mid I)$ depends only on the ratio $R=M / N$ :

$$
P(A \mid I) \rightarrow\left\{\begin{array}{rl}
1-R / 2 & R \leq 1  \tag{15.11}\\
1 /(2 R) & R \geq 1
\end{array}\right.
$$

If we pass to the infinite limit without specifying the limiting ratio, the unconditional probability $P(A \mid I)$ becomes indeterminate; we can get any value in [0, 1] depending on how the limit is approached. Put differently, the ratio $R$ contains all the information relevant to the probability of $A$; yet it was thrown away in passing to the limit too soon. The unconditional probability $P(A \mid I)$ could not have been evaluated directly on the infinite set, any more than could the conditional probabilities.

Thus, nonconglomerability on a rectangular array, far from being a phenomenon of probability theory, is only an artifact of failure to obey the rules of probability theory as developed in Chapter 2. But from studying a single example we cannot see the common feature underlying all claims of nonconglomerability.

### 15.4 The tumbling tetrahedra

We now examine a claim that nonconglomerability can occur even in a one-dimensional infinite set $n \rightarrow \infty$ where there does not appear to be any limiting ratio like the above $M / N$ to be ignored. Also we now consider a problem of inference, instead of the above sampling distribution example. The scenario (Stone, 1979) appears to be equivalent to the 'strong inconsistency' problem (Stone, 1976). We follow the KSS notation for the time being until we see why we must not.

A regular tetrahedron with faces labeled $\mathrm{e}^{+}$(positron), $\mathrm{e}^{-}$(electron), $\mu^{+}$(muon), $\mu^{-}$ (antimuon), is tossed repeatedly. A record is kept of the result of each toss, except that, whenever a record contains $\mathrm{e}^{+}$followed immediately by $\mathrm{e}^{-}$(or $\mathrm{e}^{-}$by $\mathrm{e}^{+}$, or $\mu^{+}$by $\mu^{-}$, or $\mu^{-}$by $\mu^{+}$), the particles annihilate each other, erasing that pair from the record. At some arbitrary point in the sequence, the player (who is ignorant of what has happened to date) calls for one more toss, and then is shown the final record $x \in X$, after which he must place bets on the truth of the proposition $A \equiv$ 'annihilation occurred at the final toss'. What probability $P(A \mid x)$ should he assign?

When we try to answer this by application of probability theory, we come up immediately against the difficulty that, in the problem as stated, the solution depends on a nuisance parameter, the unspecified length $n$ of the original sequence of tosses. This was pointed out by Hill (1980), but KSS take no note of it. In fact, they do not mention $n$ at all except by implication, in a passing remark that the die is 'rolled a very large number of times'. We infer that they meant the limit $n \rightarrow \infty$, from later phrases such as 'the countable set $S$ ' and 'every finite subset of $S$ '.

In other words, once again an infinite set is supposed to be something already accomplished, and one is trying to find relations between probabilities by reasoning directly on the infinite set. Nonconglomerability enters through asking whether the prior probability $P(A)$ is conglomerable in the partition $x$, corresponding to the equation

$$
\begin{equation*}
P(A)=\sum_{x \in X} P(A \mid x) P(x) . \tag{15.12}
\end{equation*}
$$

KSS denote by $\theta \in S$ the record just before the final toss (thought of as a 'parameter' not known by the player), where $S$ is the set of all possible such records, and conclude by verbal arguments that:
(a) $0 \leq p(A \mid \theta) \leq 1 / 4, \quad$ all $\theta \in S$;
(b) $3 / 4 \leq p(A \mid x) \leq 1, \quad$ all $\quad x \in X$.

It appears that another violent nonconglomerability has been produced; for if $P(A)$ is conglomerable in the partition $\{x\}$ of final records, it must be true that $3 / 4 \leq P(A) \leq 1$, while if it is conglomerable in the partition $\{\theta\}$ of previous records, we require $0 \leq P(A) \leq$ $1 / 4$; it cannot be conglomerable in both. So where is the error this time?

We accept statement (a); indeed, given the independence of different tosses, knowing anything whatsoever about the earlier tosses gives us no information about the final one, so
the uniform prior assignment $1 / 4$ for the four possible results of the final toss still holds. Therefore, $p(A \mid \theta)=1 / 4$, except when the record $\theta$ is blank, in which case there is nothing to annihilate, and so $p(A \mid \theta)=0$. But this argument does not hold for statement (b); since the result of the final toss affects the final record $x$, it follows that knowing $x$ must give some information about the final toss, invalidating the uniform $1 / 4$ assignment.

Also, the argument that KSS gave for statement (b) supposed prior information different from that used for statement (a). This was concealed from view by the notation $p(A \mid \theta)$, $p(A \mid x)$ which fails to indicate prior information $I$. Let us repeat (15.12) with adequate notation:

$$
\begin{equation*}
P(A \mid I)=\sum_{x \in X} P(A \mid x I) P(x \mid I) . \tag{15.13}
\end{equation*}
$$

Now as $I$ varies, all these quantities will in general vary. By 'conglomerability' we mean, of course, 'conglomerability with some particular fixed prior information I.' Recognizing this, we repeat statements (a) and (b) in a notation adequate to show this difference:
(a) $0 \leq p\left(A \mid \theta I_{a}\right) \leq 1 / 4, \quad \theta \in S$;
(b) $3 / 4 \leq p\left(A \mid x I_{b}\right) \leq 1, \quad x \in X$.

From reading KSS we find that prior information $I_{a}$, in effect, assigned uniform probabilities on the set $T$ of $4^{n}$ possible outcomes of $n$ tosses, as is appropriate for the case of 'independent repetitions of a random experiment' assumed in the statement of the problem. But $I_{b}$ assigned uniform probabilities on the set $S$ of different previous records $\theta$. This is very different; an element of $S$ (or $X$ ) may correspond to one element of $T$, or to many millions of elements of $T$, so a probability assignment uniform on the set of tosses is very nonuniform on the set of records. Therefore it is not evident whether there is any contradiction here; they are statements about two quite different problems.

Exercise 15.1. In $n=40$ tosses there are $4^{n}=1.21 \times 10^{24}$ possible sequences of results in the set $T$. Show that, if those tosses give the expected number $m=10$ of annihilations leading to a record $x \in X$ of length 20, the specific record $x$ corresponds to about $10^{14}$ elements of $T$. On the other hand, if there are no annihilations, the resulting record $x$ of length 40 corresponds to only one element of $T$.

Perhaps this makes clearer the reason for our seemingly fanatical insistence on indicating the prior information $I$ explicitly in every formal probability symbol $P(A \mid B I)$. Those who fail to do this may be able to get along without disaster for a while, judging the meaning of an equation from the surrounding context rather than from the equation as written. But eventually they are sure to find themselves writing nonsense, when they start inadvertently using probabilities conditional on different prior information in the same equation, or the same argument, and their notation conceals that fact. We shall see presently a more famous
and more serious error (the marginalization paradox) caused by failure to indicate the fact that two probabilities are conditional on different prior information.

To show the crucial role that $n$ plays in the problem, let $I$ agree with $I_{a}$ in assigning equal prior probabilities to each of the $4^{n}$ outcomes of $n$ tosses. Then, if $n$ is known, calculations of $p(A \mid n I), p(x \mid n I), p(A \mid n x I)$ are determinate combinatorial problems on finite sets (i.e. in each case there is one and only one correct answer), and the solutions obviously depend on $n$. So let us try to calculate $P(A \mid x I)$; denoting summation over all $n$ in $(0 \leq n<\infty)$ by $\sum$, we have for the prior probabilities

$$
\begin{align*}
p(A \mid I) & =\sum p(A n \mid I)=\sum p(A \mid n I) p(n \mid I)  \tag{15.14}\\
p(x \mid I) & =\sum p(x n \mid I)=\sum p(x \mid n I) p(n \mid I)
\end{align*}
$$

and for the conditional one

$$
\begin{equation*}
p(A \mid x I)=\sum p(A \mid n x I) p(n \mid x I)=\frac{\sum p(A \mid n x I) p(x \mid n I) p(n \mid I)}{\sum p(x \mid n I) p(n \mid I)} \tag{15.15}
\end{equation*}
$$

where we expanded $p(n \mid x I)$ by Bayes' theorem. It is evident that the problem is indeterminate until the prior probabilities $p(n \mid I)$ are assigned. Quite generally, failure to specify the prior information makes a problem of inference just as ill-posed as does failure to specify the data.

Passage to infinite $n$ then corresponds to taking the limit of prior probabilities $p(n \mid I)$ that are nonzero only for larger and larger $n$. Evidently, this can be done in many different ways, and the final results will depend on which limiting process we use unless $p(A \mid n I)$, $p(x \mid n I), p(A \mid n x I)$ all approach limits independent of $n$.

The number of different possible records $x$ is less than $4^{n}$ (asymptotically, about $3^{n}$ ) because many different outcomes with annihilation may produce the same final record, as the above exercise shows. Therefore, for any $n<\infty$, there is a finite set $X$ of different possible final records $x$, and a fortiori a finite set $S$ of previous records $\theta$, so the prior probability of final annihilation can be written in either of the forms:

$$
\begin{equation*}
p(A \mid n I)=\sum_{x \in X} p(A \mid x n I) p(x \mid n I)=\sum_{\theta \in S} p(A \mid \theta n I) p(\theta \mid n I), \tag{15.16}
\end{equation*}
$$

and the general theorem on weighted averages guarantees that nonconglomerability cannot occur in either partition for any finite $n$, or for an infinite set generated as a well-behaved limit of a sequence of these finite sets.

A few things about the actual range of variability of the conditional probabilities $p(A \mid n x I)$ can be seen at once without any calculation. For any $n$, there are possible records of length $n$ for which we know that no annihilation occurred; the lower bound is always reached for some $x$, and it is $p(A \mid n x I)=0$, not $3 / 4$. The lower bound in statement (b) could never have been found for any prior information, had the infinite set been approached as a limit of a sequence of finite sets. Furthermore, for any even $n$ there are possible records of length zero for which we know that the final toss was annihilated; the upper bound is always reached for some $x$, and it is $p(A \mid n x I)=1$.

Likewise, for even $n$ it is not possible for $\theta$ to be blank, so from (15.16) we have $p(A \mid n I)=$ $p(A \mid \theta n I)=1 / 4$ for all $\theta \in S$. Therefore, if $n$ is even, there is no need to invoke even the weighted average theorem; there is no possibility for nonconglomerability in either the partition $\{x\}$ or $\{\theta\}$.

At this point it is clear that the issue of nonconglomerability is disposed of in the same way as in our first example; it is an artifact of trying to calculate probabilities directly on an infinite set without considering any limit from a finite set. Then it is not surprising that KSS never found any specific answer to their original question: 'What can we infer about final annihilation from the final record $x$ ?' But we would still like to see the answer (particularly since it reveals an even more startling feature of the problem).

### 15.5 Solution for a finite number of tosses

If $n$ is known, we can get the exact analytical solution easily from valid application of our rules. It is a straightforward Bayesian inference in which we are asking only for the posterior probability for final annihilation $A$. But this enables us to simplify the problem; there is no need to draw inferences about every detail of the previous record $\theta$.

If there is annihilation at the $n$th toss, then the length of the record decreases by one: $y(n)=y(n-1)-1$. If there is no annihilation at the $n$th toss, the length increases by one: $y(n)=y(n-1)+1$. The only exception is that $y(n)$ is not permitted to become negative; if $y(n-1)=0$, then the $n$th toss cannot give annihilation. Therefore, since the available record $x$ tells us the length $y(n)$ but not $y(n-1)$, any reasoning about final annihilation may be replaced immediately by reasoning about $\alpha \equiv y(n-1)$, which is the sole parameter needed in the problem.

Likewise, any permutations of the symbols $\left\{\mathrm{e}^{ \pm}, \mu^{ \pm}\right\}$in $x(n)$ which keep the same $y(n)$ will lead to just the same inferences about $A$. But then $n$ and $y \equiv y(n)$ are sufficient statistics; all other details of the record $x$ are irrelevant to the question being asked. Thus the scenario of the tetrahedrons is more complicated than it needs to be in order to define the mathematical problem (in fact, so complicated that it seems to have prevented recognition that it is a standard textbook random walk problem).

At each $n$th toss we have the sampling probability $1 / 4$ of annihilating, independently of what happened earlier (with a trivial exception if $y(n-1)=0$ ). Therefore if we plot $n$ horizontally, $y(n)$ vertically, we have the simplest random walk problem in one dimension, with a perfectly reflecting boundary on the horizontal axis $y=0$. At each horizontal step, if $y>0$ there is probability $3 / 4$ of moving up one unit, $1 / 4$ of moving down one unit; if $y=0$, we can move only up. Starting with $y(0)=0$, annihilation cannot occur on step 1 , and immediately after the $n$th step, if there have been $m$ annihilations, the length of the record is $y(n)=n-2 m$.

After the $n$th step we have a prior probability distribution for $y(n)$ to have the value $i$ :

$$
\begin{equation*}
p_{i}^{(n)} \equiv p(i \mid n I), \quad 0 \leq i \leq n \tag{15.17}
\end{equation*}
$$

with the initial vector

$$
p_{i}^{(0)}=\left(\begin{array}{c}
1  \tag{15.18}\\
0 \\
0 \\
\vdots
\end{array}\right)
$$

and successive distributions are connected by the Markov chain relation

$$
p_{i}^{(n)}=\sum_{j=0}^{n-1} M_{i j} p_{j}^{(n-1)} \quad \begin{array}{ll}
0 \leq i \leq n  \tag{15.19}\\
& 1 \leq n<\infty
\end{array}
$$

with the transition matrix (number the rows and columns starting with zero)

$$
M \equiv\left(\begin{array}{ccccc}
0 & 1 / 4 & 0 & 0 & \ldots  \tag{15.20}\\
1 & 0 & 1 / 4 & 0 & \ldots \\
0 & 3 / 4 & 0 & 1 / 4 & \ldots \\
0 & 0 & 3 / 4 & 0 & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

The reflecting boundary at $y=0$ is indicated by the element $M_{10}=1$, which would be $3 / 4$ without the reflection.

The matrix $M$ is, in principle, infinite-dimensional, but for the $n$th step only the first $n+1$ rows and columns are needed. The vector $p^{(n)}$ is also, in principle, infinite-dimensional, but $p_{i}^{(n)}=0$ when $i>n$. Then the exact solution for the prior probabilities $p_{i}^{(n)}$ is the first column of $M^{n}$ :

$$
\begin{equation*}
p_{i}^{(n)}=M_{i, 0}^{n} \tag{15.21}
\end{equation*}
$$

(note that this is intended to represent $\left(M^{n}\right)_{i, 0}$, not $\left.\left(M_{i, 0}\right)^{n}\right)$.
Now let us see how this prior is to be used in our Bayesian inference problem. Denote the data and the hypothesis being tested by

$$
\begin{equation*}
D \equiv y(n)=i, \quad H \equiv y(n-1)=\alpha \tag{15.22}
\end{equation*}
$$

which are the only parts of the data $x$ and the parameter $\theta$ that are relevant to our problem. From the above their prior probabilities are

$$
\begin{equation*}
p(D \mid I)=M_{i, 0}^{n}, \quad p(H \mid I)=M_{\alpha, 0}^{n-1} \tag{15.23}
\end{equation*}
$$

The sampling distribution is

$$
p(D \mid H I)=\left\{\begin{array}{cl}
3 / 4 \delta(i, \alpha+1)+1 / 4 \delta(i, \alpha-1) & \alpha>0  \tag{15.24}\\
\delta(i, 1) & \alpha=0
\end{array}\right.
$$

So, Bayes' theorem gives the posterior probability for $\alpha$ as

$$
p(H \mid D I)=p(H \mid I) \frac{p(D \mid H I)}{p(D \mid I)}=\frac{M_{\alpha, 0}^{n-1}}{M_{i, 0}^{n}}\left\{\begin{array}{cl}
3 / 4 \delta(i, \alpha+1)+1 / 4 \delta(i, \alpha-1) & \alpha>0  \tag{15.25}\\
\delta(i, 1) & \alpha=0
\end{array}\right.
$$

Now, final annihilation $A$ occurs if and only if $\alpha=i+1$, so the exact solution for finite $n$ is

$$
\begin{equation*}
p(A \mid D n I)=\frac{M_{i-1,0}^{n-1}}{4 M_{i, 0}^{n}} \tag{15.26}
\end{equation*}
$$

in which $i=y(n)$ is a sufficient statistic. Another way of writing this is to note that the denominator of (15.26) is

$$
\begin{equation*}
4 M_{i, 0}^{n}=4 \sum_{j} M_{i, j} M_{j, 0}^{n-1}=3 M_{i-1,0}^{n-1}+M_{i+1,0}^{n-1} \tag{15.27}
\end{equation*}
$$

and so the posterior odds on $A$ are

$$
\begin{equation*}
o(A \mid D n I) \equiv \frac{p(A \mid x n I)}{p(\bar{A} \mid x n I)}=\frac{1}{3} \frac{M_{i+1,0}^{n-1}}{M_{i-1,0}^{n-1}}, \tag{15.28}
\end{equation*}
$$

and it would appear, from their remarks, that the exact solution to the problem that KSS had in mind is the limit of $(15.26)$ or $(15.28)$ as $n \rightarrow \infty$.

This solution for finite $n$ is complicated because of the reflecting boundary. Without it, the aforementioned matrix element $M_{1,0}$ would be $3 / 4$ and the problem would reduce to the simplest of all random walk problems. That solution gives us a very good approximation to (15.26), which actually yields the exact solution to our problem in the limit. Let us examine this alternative formulation because its final result is very simple and the derivation is instructive about a point that is not evident from the above exact solution.

The problem where at each step there is probability $p$ to move up one unit, $q=1-p$ to move down one unit, is defined by the recursion relation in which $f(i \mid n)$ is the probability to move a total distance $i$ in $n$ steps:

$$
\begin{equation*}
f(i \mid n+1)=p f(i-1 \mid n)+q f(i+1 \mid n) . \tag{15.29}
\end{equation*}
$$

With initial conditions $f(i \mid n=0)=\delta(i, 0)$, the standard textbook solution is the binomial for $r$ successes in $n$ trials; $f_{0}(i \mid n)=b(r \mid n p)$, with $r=(n+i) / 2$. In our problem we know that on the first step we necessarily move up, $y(1)=1$, so our initial conditions are $f(i \mid n=$ $1)=\delta(i, 1)$, and using the binomial recursion (15.29) after that the solution would be $f(i \mid n)=f_{0}(i-1 \mid n-1)=b(r \mid n-1, p)$, with again $r=(n+i) / 2$.

But with $p=3 / 4$, this is not exactly the same as (15.19) because it neglects the reflecting boundary. If too many 'failures' (i.e. annihilations) occur early in the sequence, this could reduce the length of the record to zero, forcing the upward probability for the next step to be one rather than $3 / 4$; and (15.19) is taking all that into account. Put differently, in the solution to (15.29), when $n$ is small, some probability drifts into the region $y<0$; but if $p=3 / 4$ the amount is almost negligibly small, and it all returns eventually to $y>0$.

When $n$ is very large, the solution drifts arbitrarily far away from the reflecting boundary, putting practically all the probability into the region $(\hat{y}-\sqrt{n}<y<\hat{y}+\sqrt{n})$, where $\hat{y} \equiv$ $(p-q) n=n / 2$. So conclusions drawn from (15.29) become highly accurate (in the limit, exact).

The sampling distribution (15.24) is unchanged, but we need binomial approximations to the priors for $i$ and $\alpha$. The latter is the length of the record after $n-1$ steps, or tosses. No annihilation is possible at the first toss, so after $n-1$ tosses we know that there were $n-2$ tosses at which annihilation could have occurred, with probability $1 / 4$ at each, so the prior probability for $m$ annihilations in the first $n-1$ tosses is the binomial $b(m \mid n-2,1 / 4)$ :

$$
\begin{equation*}
f(m) \equiv p(m \mid n)=\binom{n-2}{m}\left(\frac{1}{4}\right)^{m}\left(\frac{3}{4}\right)^{n-2-m}, \quad 0 \leq m \leq n-2 \tag{15.30}
\end{equation*}
$$

Then the prior probability for $\alpha$, replacing the numerator in (15.28), is

$$
\begin{equation*}
p(\alpha \mid n)=f\left(\frac{n-1-\alpha}{2}\right) \tag{15.31}
\end{equation*}
$$

from which we find the prior expectation $E(\alpha \mid I)=n / 2$. Likewise in the denominator we want the prior for $y(n)=i$. This is just (15.31) with the replacements $n-1 \rightarrow n, \alpha \rightarrow i$.

Given $y$, the possible values of $\alpha$ are $\alpha=y \pm 1$, so the posterior odds on final annihilation are, writing $m \equiv(n-y) / 2$,

$$
\begin{equation*}
o=\frac{p(A \mid y n)}{p(\bar{A} \mid y n)}=\frac{p(\alpha=y+1 \mid y n)}{p(\alpha=y-1 \mid y n)}=\frac{(1 / 4)\binom{n-2}{m-1}(1 / 4)^{m-1}(3 / 4)^{n-1-m}}{(3 / 4)\binom{n-2}{m}(1 / 4)^{m}(3 / 4)^{n-2-m}} \tag{15.32}
\end{equation*}
$$

But, at first sight astonishing, the factors $(1 / 4),(3 / 4)$ cancel out, so the result depends only on the factorials:

$$
\begin{equation*}
o=\frac{m!(n-2-m)!}{(m-1)!(n-1-m)!}=\frac{n-y}{n-2+y} \tag{15.33}
\end{equation*}
$$

and the posterior probability of final annihilation reduces simply to

$$
\begin{equation*}
p(A \mid y n)=\frac{o}{1+o}=\frac{n-y}{2(n-1)}, \tag{15.34}
\end{equation*}
$$

which does not bear any resemblance to any of the solutions proposed by those who tried to solve the problem by reasoning directly on infinite sets. The sampling probabilities $p=3 / 4$, $q=1 / 4$, which figured so prominently in previous discussions, do not appear at all in the solution.

But now think about it. Given $n$ and $y(n)$, we know that annihilation might have occurred in any of $n-1$ tosses, but that in fact it did occur in exactly $(n-y) / 2$ tosses. But we have no information about which tosses, so the posterior probability for annihilation at the final toss (or at any toss after the first) is, of course,

$$
\begin{equation*}
\frac{n-y}{2(n-1)} \tag{15.35}
\end{equation*}
$$



Fig. 15.1. Solution to the 'strong inconsistency' problem for $n=100$ tosses. Solid line $=$ approximation, Eq. (15.34); dots = exact solution, Eq. (15.26).

We derived (15.34) directly from the principles of probability theory by a rather long calculation; but with a modicum of intuitive understanding of the problem, we could have reasoned it out in our heads without any calculation at all!

In Figure 15.1 we compare the exact solution (15.26) with the asymptotic solution (15.34). The difference is negligible numerically when $n>20$. So then, why did so many people think the answer should be $1 / 4$ ? Perhaps it helps to note that the prior expectation for $y$ is $E(y \mid I)=(n+1) / 2$, so the predictive probability of final annihilation is

$$
\begin{equation*}
p(A \mid n I)=\frac{n-E(y \mid I)}{2(n-1)}=\frac{1}{4} . \tag{15.36}
\end{equation*}
$$

The posterior probability of final annihilation is indeed $1 / 4$, if the observed record length $y$ is the expected value. If new information is only what we already expected, it does not change our estimates; it only makes us more confident of them. But if $y$ is observed to be different from its prior expectation, this tells us the actual number of annihilations, and of course this information takes precedence over whatever initial probability assignments $(1 / 4,3 / 4)$ we might have made. That is why they cancelled out in the posterior odds. ${ }^{1}$ In spite of our initial surprise, then, Bayes' theorem is doing exactly the right thing here; and the exact solution of the problem originally posed is given also by

[^89]the limit of (15.35) as $n \rightarrow \infty$ :
\[

$$
\begin{equation*}
p(A \mid x I)=\frac{1}{2}(1-z) \tag{15.37}
\end{equation*}
$$

\]

where $z \equiv \lim y(n) / n$.
In summary, the common feature of these two claims of nonconglomerability is now apparent. In the first scenario, there was no mention of the existence of the finite numbers $M, N$ whose ratio $M / N$ is the crucial quantity on which the solution depends. In the second scenario, essentially the same thing was done; failure to introduce the length $n$ of the sequence and, incredibly, even the length $y(n)$ of the observed record, likewise causes one to lose the crucial thing - in this case, the sufficient statistic $y / n-$ on which the solution depends. In both cases, by supposing the infinite limit as something already accomplished at the start, one is throwing away the very information required to find the solution.

This has been a very long discussion, but it is hard to imagine a more instructive lesson in how and why one must carry out probability calculations where infinite sets are involved, or a more horrible example of what can happen if we fail to heed the advice of Gauss.

### 15.6 Finite vs. countable additivity

At this point, the reader will be puzzled and asking, 'Why should anybody care about nonconglomerability? What difference does it make?' Nonconglomerability is, indeed, of little interest in itself; it is only a kind of red herring that conceals the real issue. A follower of de Finetti would say that the underlying issue is the technical one of 'finite additivity'. To which we would reply that 'finite additivity' is also a red herring, because it is used for a purpose almost the opposite of what it sounds like.

In Chapter 2 we derived the sum rule (2.85) for mutually exclusive propositions: if as a statement of Boolean algebra, $A \equiv A_{1}+A_{2}+\cdots+A_{n}$ is a disjunction of a finite number of mutually exclusive propositions, then

$$
\begin{equation*}
p(A \mid C)=\sum_{i=1}^{n} p\left(A_{i} \mid C\right) \tag{15.38}
\end{equation*}
$$

Then it is a trivial remark that our probabilities have 'finite additivity'. As $n \rightarrow \infty$ it seems rather innocuous to suppose that the sum rule goes in the limit into a sum over a countable number of terms, forming a convergent series; whereupon our probabilities would be called countably additive. Indeed (although we do not see how it could happen in a real problem), if this should ever fail to yield a convergent series we would conclude that the infinite limit does not make sense, and we would refuse to pass to the limit at all. In our formulation of probability theory, it is difficult to see how one could make any substantive issue out of this perfectly straightforward situation.

The conventional formulations, reversing our policy, suppose the infinite limit already accomplished at the beginning, before such questions as additivity are raised; and then are
concerned with additivity over propositions about intervals on infinite sets. To quote Feller (1966, 1971 edn, p. 107):

Let $F$ be a function assigning to each interval $I$ a finite value $F\{I\}$. Such a function is called (finitely) additive if for every partition of an interval $I$ into finitely many non-overlapping intervals $I_{1} \cdots I_{n}$, $F\{I\}=F\left\{I_{1}\right\}+\cdots+F\left\{I_{n}\right\}$.

Then (p. 108) Feller gives an example showing why he wishes to replace finite additivity by countable additivity:

In $R^{1}$ put $F\{I\}=0$ for any interval $I=(a, b)$ with $b<\infty$ and $F\{I\}=1$ when $I=(a, \infty)$. This interval function is additive but weird because it violates the natural continuity requirement that $F\{(a, b)\}$ should tend to $F\{(a, \infty)\}$ as $b \rightarrow \infty$.

This last example shows the desirability of strengthening the requirement of finite additivity. We shall say that an interval function $F$ is countably additive, or $\sigma$-additive, if for every partitioning of an interval $I$ into countably many intervals $I_{1}, I_{n}, \ldots, F\{I\}=\sum F\left\{I_{k}\right\}$.

He then adds that the condition of countable additivity is 'manifestly violated' in the above weird example (let it be an exercise for the reader to explain clearly why this is manifest).

What is happening in that weird example? Surely, the weirdness does not lie in lack of continuity (since continuity is quite unnecessary in any event), but in something far worse. Supposing those intervals occupied by some variable $x$ and the interval function $F\{I\}$ to be the probability $p(x \in I)$, one is assigning zero probability to any finite range of $x$, but unit probability to the infinite range. This is almost impossible to comprehend when we suppose the infinite interval already accomplished, but we can understand what is happening if we heed the advice of Gauss and think in terms of passage to a limit. Suppose we have a properly normalized pdf:

$$
p(x \mid r)=\left\{\begin{array}{cl}
1 / r & 0 \leq x<r  \tag{15.39}\\
0 & r \leq x<\infty
\end{array}\right.
$$

As long as $0<r<\infty$, there is nothing strange, and we could describe this by an interval function

$$
F(a, b) \equiv \int_{a}^{b} \mathrm{~d} x p(x \mid r)=\left\{\begin{array}{cl}
(b-a) / r & 0 \leq a \leq b \leq r<\infty  \tag{15.40}\\
(r-a) / r & 0 \leq a \leq r \leq b<\infty \\
0 & 0 \leq r \leq a \leq b<\infty
\end{array}\right.
$$

which is, rather trivially, countably additive and a fortiori finitely additive. As $r$ increases, the density function becomes smaller and spread over a wider interval; but as long as $r<\infty$ we have a well-defined and nonparadoxical mathematical situation.

If we try to describe the limit of $p(x \mid r)$ as something already accomplished before discussing additivity, then we have created Feller's weird example. We are trying to make a probability density that is everywhere zero, but which integrates to unity. But there is no such thing, according not only to all the warnings of classical mathematicians from Gauss on, but according to our own elementary common sense.

Invoking finite additivity is a sneaky way of approaching the real issue. To see why the kind of additivity matters in the conventional formulation, let us note what happens when one carries out the order of operations corresponding to our advice above. We assign a continuous monotonic increasing cumulative probability function $G(x)$ on the real line, with the natural continuity property that

$$
G(x) \rightarrow \begin{cases}1 & x \rightarrow+\infty  \tag{15.41}\\ 0 & x \rightarrow-\infty\end{cases}
$$

then, the interval function $F$ for the interval $I=(a, b)$ may be taken as $F\{I\}=G(b)-$ $G(a)$, and it is 'manifest' that this interval function is countably additive in the sense defined. That is, we can choose $x_{k}$ satisfying $a<x_{1}<x_{2}<\cdots<b$ so as to break the interval $(a, b)$ into as many nonoverlapping subintervals $\left\{I_{0}, I_{1}, \ldots, I_{n}\right\}=\left\{\left(a, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots,\left(x_{n}, b\right)\right\}$ as we please, and it will be true that $F\{I\}=\sum F\left\{I_{k}\right\}$. If $G(x)$ is differentiable, then its derivative $f(x) \equiv G^{\prime}(x)$ may be interpreted as a normalized probability density: $\int \mathrm{d} x f(x)=1$.

We see, finally, what the point of all this is: 'finite additivity' is a euphemism for 'reversing the proper order of approaching limits, and thereby getting into trouble with non-normalizable probability distributions'. Feller saw this instantly, warned the reader against it, and proceeded to develop his own theory in a way that avoids the many useless and unnecessary paradoxes that arise from it. ${ }^{2}$

As we saw in Chapter 6, passage to the limit $r \rightarrow \infty$ at the end of a calculation can yield useful results; some other probability derived from $p(x \mid r)$ might approach a definite, finite, and simple limiting value. We have now seen that trying to pass to the limit at the beginning of a calculation can generate nonsense because crucial information is lost before we have a chance to use it.

The real issue here is: do we admit such things as uniform probability distributions on infinite sets into probability theory as legitimate mathematical objects? Do we believe that an infinite number of zeroes can add up to one? In the strange language in which these things are discussed, to advocate 'finite additivity', as de Finetti and his followers do, is a devious way of answering 'yes' without seeming to do so. To advocate 'countable additivity', as Kolmogorov and Feller did, is an equally devious way to answer 'no' in the spirit of Gauss.

The terms are red herrings because 'finite additivity' sounds colloquially as if it were a cautious assumption, 'countable additivity' a bit more adventurous. de Finetti does indeed seem to think that finite additivity is the weaker assumption; and he rails against those who, as he sees it, are intellectually dishonest when they invoke countable additivity only for 'mathematical convenience', instead of for a compelling reason. As we see it, jumping directly into an infinite set at the very beginning of a problem is a vastly greater error of judgment, which has far worse consequences for probability theory; there is a little more than just 'mathematical convenience' at stake here.

[^90]We noted the same psychological phenomenon in Chapter 3, when we introduced the binomial distribution for sampling with replacement; those who committed the sin of throwing away relevant information invented the term 'randomization' to conceal that fact and make it sound like they were doing something respectable. Those who commit the sin of doing reckless, irresponsible things with infinity often invoke the term 'finite additivity' to make it sound as if they are being more careful than others with their mathematics.

### 15.7 The Borel-Kolmogorov paradox

For the most part, the transition from discrete to continuous probabilities is uneventful, proceeding in the obvious way with no surprises. However, there is one tricky point concerning continuous densities that is not at all obvious, but can lead to erroneous calculations unless we understand it. The following example continues to trap many unwary minds.

Suppose $I$ is prior information according to which $(x, y)$ are assigned a bivariate normal pdf with variance unity and correlation coefficient $\rho$ :

$$
\begin{equation*}
p(\mathrm{~d} x \mathrm{~d} y \mid I)=\frac{\sqrt{1-\rho^{2}}}{2 \pi} \exp \left\{\frac{1}{2}\left(x^{2}+y^{2}-2 \rho x y\right)\right\} \mathrm{d} x \mathrm{~d} y \tag{15.42}
\end{equation*}
$$

We can integrate out either $x$ or $y$ to obtain the marginal pdfs (to prepare for integrating out $x$, write $x^{2}+y^{2}-2 \rho x y=(x-\rho y)^{2}+\left(1-\rho^{2}\right) y^{2}$, etc. $)$ :

$$
\begin{align*}
& p(\mathrm{~d} x \mid I)=\sqrt{\left(\frac{1-\rho^{2}}{2 \pi}\right)} \exp \left\{-\frac{1}{2}\left(1-\rho^{2}\right) x^{2}\right\} \mathrm{d} x  \tag{15.43}\\
& p(\mathrm{~d} y \mid I)=\sqrt{\left(\frac{1-\rho^{2}}{2 \pi}\right)} \exp \left\{-\frac{1}{2}\left(1-\rho^{2}\right) y^{2}\right\} \mathrm{d} y \tag{15.44}
\end{align*}
$$

Thus far, all is routine. But now, what is the conditional pdf for $x$, given that $y=y_{0}$ ? We might think that we need only set $y=y_{0}$ in (15.42) and renormalize:

$$
\begin{equation*}
p\left(\mathrm{~d} x \mid y=y_{0} I\right)=A \exp \left\{-\frac{1}{2}\left(x^{2}+y_{0}^{2}-2 \rho x y_{0}\right)\right\} \mathrm{d} x \tag{15.45}
\end{equation*}
$$

where $A$ is a normalizing constant. But there is no guarantee that this is valid, because we have obtained (15.45) by an intuitive ad hoc device; we did not derive it from (15.42) by applying the basic rules of probability theory, which we derived in Chapter 2 for the discrete case:

$$
\begin{equation*}
p(A B \mid X)=p(A \mid B X) p(B \mid X) \tag{15.46}
\end{equation*}
$$

from which a discrete conditional probability is given by the usual rule

$$
\begin{equation*}
p(A \mid B X)=\frac{p(A B \mid X)}{p(B \mid X)} \tag{15.47}
\end{equation*}
$$

often taken as the definition of a conditional probability. But we can do the calculation by strict application of our rules if we define the discrete propositions

$$
\begin{align*}
& A \equiv x \text { in } \mathrm{d} x \\
& B \equiv y \text { in }\left(y_{0}<y<y_{0}+\mathrm{d} y\right) \tag{15.48}
\end{align*}
$$

Then we should write instead of (15.45), using (15.42) and (15.44),

$$
\begin{equation*}
p(A \mid B I)=p(\mathrm{~d} x \mid \mathrm{d} y I)=\frac{p(\mathrm{~d} x \mathrm{~d} y \mid I)}{p(\mathrm{~d} y \mid I)}=\frac{1}{\sqrt{2 \pi}} \exp \left\{-\frac{1}{2}\left(x-\rho y_{0}\right)^{2}\right\} \mathrm{d} x \tag{15.49}
\end{equation*}
$$

Since $\mathrm{d} y$ cancels out, taking the limit $\mathrm{d} y \rightarrow 0$ does nothing.
On working out the normalizing constant in (15.45), we find that (15.45) and (15.49) are in fact identical. So, why all this agony? Didn't the quick argument leading to (15.45) give us the right answer?

This is a good example of our opening remarks that a fallacious argument may lead to correct or incorrect results. The reasoning that led us to (15.45) happened to give a correct result here; but it can equally well yield any result we please instead of (15.45). It depends on the particular form in which you or I choose to write our equations. To show this, and therefore generate a paradox, suppose that we had used instead of $(x, y)$ the variables $(x, u)$, where

$$
\begin{equation*}
u \equiv \frac{y}{f(x)} \tag{15.50}
\end{equation*}
$$

with $0<f(x)<\infty$; for example, $f(x)=1+x^{2}$ or $f(x)=\cosh (x)$, etc. The Jacobian is

$$
\begin{equation*}
\frac{\partial(x, u)}{\partial(x, y)}=\left(\frac{\partial u}{\partial y}\right)_{x}=\frac{1}{f(x)} \tag{15.51}
\end{equation*}
$$

so the pdf (15.42), expressed in the new variables, is

$$
\begin{equation*}
p(\mathrm{~d} x \mathrm{~d} u \mid I)=\frac{\sqrt{1-\rho^{2}}}{2 \pi} \exp \left\{-\frac{1}{2}\left(x^{2}+u^{2} f^{2}(x)-2 \rho u f(x)\right)\right\} f(x) \mathrm{d} x \mathrm{~d} u \tag{15.52}
\end{equation*}
$$

Again, we can integrate out $u$ or $x$, leading to a marginal distribution $p(\mathrm{~d} x \mid I)$, which is easily seen to be identical with (15.43), and $p(\mathrm{~d} u \mid I)$, which is found to be identical with (15.44) transformed to the variable $u$, as it should be; so far, so good.

But now, what is the conditional pdf for $x$, given that $u=0$ ? If we follow the reasoning that led us to (15.45); i.e. simply set $u=0$ in (15.52) and renormalize, we find

$$
\begin{equation*}
p(\mathrm{~d} x \mid u=0 I)=A \exp \left\{-\frac{1}{2} x^{2}\right\} f(x) \mathrm{d} x \tag{15.53}
\end{equation*}
$$

Now from (15.50) the condition $u=0$ is the same as $y=0$; so it appears that this should be the same as (15.45) with $y_{0}=0$. But (15.53) differs from that by an extra factor $f(x)$, which could be arbitrary!

Many find this astonishing and unbelievable; they repeat over and over: 'But the condition $u=0$ is exactly the same condition as $y=0$; how can there be a different result?' We warned against this phenomenon briefly, and perhaps too cryptically, in Chapter 4; but there it did
not actually cause an error because we had only one parameter in the problem. Now we need to examine it carefully to see the error and the solution.

We noted in Chapter 1 that we shall make no attempt to define any probability conditional on contradictory premises; there could be no unique solution to such a problem. We start each problem by defining a 'sample space' or 'hypothesis space' which sets forth the range of conditions we shall consider in that problem. In the present problem, our discrete hypotheses were of the form ' $a \leq y \leq b$ ', placing $y$ in an interval of positive measure $b-a$. Then what could we mean by the proposition ' $y=0$ ', which has measure zero? We could mean only the limit of some sequence of propositions referring to positive measure, such as

$$
\begin{equation*}
A_{\epsilon} \equiv|y|<\epsilon \tag{15.54}
\end{equation*}
$$

as $\epsilon \rightarrow 0$. The propositions $A_{\epsilon}$ confine the point $(x, y)$ to successively narrower horizontal strips, but for any $\epsilon>0, A_{\epsilon}$ is a discrete proposition with a definite positive probability, so by the product rule the conditional probability of any hypothesis $H \equiv$ ' $x$ in $\mathrm{d} x$ ',

$$
\begin{equation*}
p\left(H \mid A_{\epsilon} I\right)=\frac{p\left(H A_{\epsilon} \mid I\right)}{p\left(A_{\epsilon} \mid I\right)} \tag{15.55}
\end{equation*}
$$

is well-defined, and the limit of this as $\epsilon \rightarrow 0$ is also a well-defined quantity. Perhaps that limit is what one meant by $p(H \mid y=0 I) .^{3}$

But the proposition ' $y=0$ ' may be defined equally well as the limit of the sequence

$$
\begin{equation*}
B_{\epsilon} \equiv|y|<\epsilon|x| \tag{15.56}
\end{equation*}
$$

of successively thinner wedges, and $p\left(H \mid B_{\epsilon} I\right)$ is also unambiguously defined as in (15.55) for all $\epsilon>0$. Although the sequences $\left\{A_{\epsilon}\right\},\left\{B_{\epsilon}\right\}$ tend to the same limit $y=0$, the conditional densities tend to different limits:

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} p\left(H \mid A_{\epsilon}\right) \propto g(x)  \tag{15.57}\\
& \lim _{\epsilon \rightarrow 0} p\left(H \mid B_{\epsilon}\right) \propto|x| g(x)
\end{align*}
$$

and in place of $|x|$ we could put an arbitrary non-negative function $f(x)$. As we see from this, merely to specify ' $y=0$ ' without any qualifications is ambiguous; it tells us to pass to a measure-zero limit, but does not tell us which of any number of limits is intended.

We have here one more example showing why the rules of inference derived in Chapter 2 must be obeyed strictly, in every detail. Intuitive shortcuts have a potential for disaster, which is particularly dangerous just because of the fact that it strikes only intermittently. An intuitive ad hockery that violates those rules will probably lead to a correct result in some cases; but it will surely lead to disaster in others. Whenever we have a probability density on one space, and we wish to generate from it one on a subspace of measure zero, the only safe procedure is to pass to an explicitly defined limit by a process like (15.55). In general, the final result will and must depend on which limiting operation was specified.

[^91]This is extremely counter-intuitive at first hearing; yet it becomes obvious when the reason for it is understood.

A famous puzzle based on this paradox concerns passing from the surface of a sphere to a great circle on it. Given a uniform probability density over the surface area, what is the corresponding conditional density on any great circle? Intuitively, everyone says immediately that, from geometrical symmetry, it must be uniform also. But if we specify points by latitude $(-\pi / 2 \leq \theta \leq \pi / 2)$ and longitude $(-\pi<\phi \leq \pi)$, we do not seem to get this result. If that great circle is the equator, defined by $|\theta|<\epsilon$ as $\epsilon \rightarrow 0$, we have the expected uniform distribution $p(\phi)=(2 \pi)^{-1}(-\pi<\phi \leq \pi)$. But if it is the meridian of Greenwich defined by $|\phi|<\epsilon$ as $\epsilon \rightarrow 0$, we have $p(\theta)=(1 / 2) \cos (\theta)(-\pi / 2 \leq \theta \leq \pi / 2)$, with the density reaching a maximum on the equator and zero at the poles.

Many quite futile arguments have raged - between otherwise competent probabilists over which of these results is 'correct'. The writer has witnessed this more than once at professional meetings of scientists and statisticians. Nearly everybody feels that he knows perfectly well what a great circle is; so it is difficult to get people to see that the term 'great circle' is ambiguous until we specify what limiting operation is to produce it. The intuitive symmetry argument presupposes unconsciously the equatorial limit; yet one eating slices of an orange might presuppose the other.

### 15.8 The marginalization paradox

The tumbling tetrahedrons problem flared up into an even more spectacular case of probability theory gone crazy, with the work of Dawid, Stone, and Zidek (1973), hereafter denoted by DSZ, which for a time seemed to threaten the consistency of all probability theory. The marginalization paradox is more complicated than the ones discussed above, because it arises not from a single error, but from a combination of errors of logic and intuition, insidious because they happened to support each other. When first propounded it seems to have fooled every expert in the field, with the single exception of D. A. S. Fraser, who, as discussant of the DSZ paper, saw that the conclusions were erroneous and put his finger correctly on the cause of this; but he was not listened to.

The marginalization paradox also differs from the others in that it received the immediate, enthusiastic endorsement of the establishment, and therefore it has been able to do far more damage to the cause of scientific inference than any, other; yet, when properly understood, the phenomenon has useful applications in scientific inference. Marginalization as a potentially useful means of constructing uninformative priors is discussed incompletely in Jaynes (1980); this rather deep subject still has the status of ongoing research, in which the main theorems are probably not yet known.

In the present chapter we are concerned with the marginalization story only as a weird episode of history which accomplished one good thing by forcing Bayesians to revise some easy, shortcut inference procedures. We illustrate the original paradox by the scenario of DSZ, again following their notation until we see why we must not. It starts as a conventional, and seemingly harmless, nuisance parameter problem.

A conscientious Bayesian $B_{1}$ studies a problem with data $x \equiv\left(x_{1}, \ldots, x_{n}\right)$ and a multidimensional parameter $\theta$ which he partitions into two components, $\theta=(\eta, \zeta)$, being interested only in inferences about $\zeta$. Thus his model is defined by some specified sampling distribution $p(x \mid \eta \zeta)$ supposed given in the statement of the problem, and $\eta$ is a nuisance parameter to be integrated out. With a prior $\pi(\eta, \zeta), B_{1}$ thus obtains the marginal posterior pdf for $\zeta$ :

$$
\begin{equation*}
p(\zeta \mid x)=\int \mathrm{d} \eta p(\eta \zeta \mid x)=\frac{\int \mathrm{d} \eta p(x \mid \eta \zeta) \pi(\eta, \zeta)}{\int \mathrm{d} \zeta \int \mathrm{~d} \eta p(x \mid \eta \zeta) \pi(\eta, \zeta)} \tag{15.58}
\end{equation*}
$$

the standard result, which summarizes everything $B_{1}$ knows about $\zeta$. The issue now turns on what class of priors $\pi(\eta, \zeta)$ we may assign for this purpose. Our answer is, of course:

Any proper prior, or any limit of a sequence of such priors, such that the ratio of integrals in (15.58) converges to yield a proper posterior pdf for $\zeta$, may be admitted into our theory as representing a conceivable state of prior knowledge about the parameters. Eq. (15.58) will then yield the correct conclusions that follow from that state of knowledge.
This need not be qualified by any special circumstances of the particular problem; we believe that this policy, followed strictly, cannot generate ambiguities or contradictions. But failure to follow it can lead to almost anything.

However, DSZ did not see it that way at all. They concentrate on a special circumstance, noting that in many cases the data $x$ may be partitioned into two components: $x=(y, z)$ in such a way that 'the sampling distribution for $z$ is independent of the nuisance parameter $\eta$ ', which property they write (DSZ, Eq. (1.2)) as

$$
\begin{equation*}
p(z \mid \eta \zeta)=\int \mathrm{d} y p(y z \mid \eta \zeta)=p(z \mid \zeta) \tag{15.59}
\end{equation*}
$$

which, by itself, would appear rather generally possible, but without any very deep significance. For example, if $\eta$ is a location parameter, then any function $z(x)$ of the data that is invariant under rigid translations will have a sampling distribution independent of $\eta$. If $\eta$ is a scale parameter, then any function $z(x)$ invariant under scale changes will have this property. If $\eta$ is a rotation angle, then any component of the data that is invariant under those rotations will qualify. DSZ proceed to discover cases in which, when (15.59) holds and $B_{1}$ assigns an improper prior to $\eta$, he finds that his marginal posterior pdf for $\zeta$ 'is a function of $z$ only', which, in view of (15.59), DSZ would presumably write as

$$
\begin{equation*}
p(\zeta \mid y z)=p(\zeta \mid z) \tag{15.60}
\end{equation*}
$$

At this point there enters a lazy Bayesian $B_{2}$, who 'always arrives late on the scene of inference', and the combination of (15.59) and (15.60) sets off for him a curious train of thought. From (15.60) as written it appears that the component $y$ of the data can be discarded as irrelevant to inferences about $\zeta$. The appearance of (15.59) then suggests that $\eta$ might also be removed from the model as irrelevant. So he proposes to simplify the calculation; his intuitive judgment is that, given (15.59) and (15.60), we should be able to derive the marginal pdf for $\zeta$ more easily by direct application of Bayes' theorem in a reduced model
$p(z \mid \zeta)$ in which $(y, \eta)$ do not appear at all. Thus if $B_{2}$ assigns the prior $\pi(\zeta)$, he obtains the posterior distribution

$$
\begin{equation*}
p(\zeta \mid z)=\frac{p(z \mid \zeta) \pi(\zeta)}{\int \mathrm{d} \zeta p(z \mid \zeta) \pi(\zeta)} \tag{15.61}
\end{equation*}
$$

But he finds to his dismay that he cannot reproduce $B_{1}$ 's result (15.58) whatever prior he assigns to $\zeta$. What conclusions should we draw from this?

For DSZ, the reasoning of $B_{2}$ seemed compelling; on grounds of this intuitive 'reduction principle' they considered it obvious that $B_{1}$ and $B_{2}$ ought to get the same results, and therefore that one of them must be guilty of some transgression. They point the accusing finger at $B_{1}$ thus: ' $B_{2}$ 's intervention has revealed the paradoxical unBayesianity of $B_{1}$ 's posterior distribution for $\zeta$.' They place the blame on his use of an improper prior for $\eta$.

For us, the situation appears very different; $B_{2}$ 's result was not derived by application of our rules. Eq. (15.61) was only an intuitive guess; as the reader may verify, it does not follow mathematically from (15.58), (15.59) and (15.60). Therefore, (15.61) is not a valid application of probability theory to $B_{1}$ 's problem. If intuition suggests otherwise, then that intuition needs educating - just as it did in the other paradoxes.

At this stage we are faced not just with one confusion, but with three. The notation used above conceals from view some crucial points:
(1) While the result (15.60) is 'a function of $z$ only' in the sense that $y$ does not appear explicitly in (15.60), it is a different function of $z$ for different $\eta$-priors. That is, it is still a functional of the $\eta$-prior, as is clear from a glance at (15.58); through this dependence, probability theory is telling us that prior information about $\eta$ still matters. As soon as we realize this, we see that $B_{2}$ comes to a different conclusion than $B_{1}$ not because $B_{1}$ is committing a transgression, but for just the opposite reason: $B_{1}$ is taking into account relevant prior information that $B_{2}$ is ignoring.
(2) But the real trouble starts farther back than that. We need to be aware that current orthodox notation has a more basic ambiguity that makes the meaning of (15.59) and (15.60) undefined, and this is corrected only by the notation introduced by Harold Jeffreys (1939) and expounded in our Chapter 2 and Appendix B. Thus, we understand that the symbol $p(y z \mid \eta \zeta)$ stands for the joint probability (density) for $y, z$ conditional on specific numerical values for the two parameters $\eta, \zeta$ that are present in our model. But then what does $p(z \mid \zeta)$ stand for? Presumably this is not intended to say that $\eta$ has no numerical value at all!

Indeed, if he wished to refer to a different model in which $\eta$ is not present at all, the orthodoxian would use the same notation $p(z \mid \zeta)$. So it seems that, strictly speaking, we should always interpret the symbol $p(z \mid \zeta)$ as referring to that different model. But that is not the intention in (15.59); reference is being made to a model in which $\eta$ is still present, but the probability for $z$ is independent of its numerical value. It seems that the only way this could be expressed in orthodox notation is to rewrite (15.59) as

$$
\begin{equation*}
\frac{\partial}{\partial \eta} p(z \mid \eta \zeta)=0 . \tag{15.62}
\end{equation*}
$$

(3) This ambiguity, and still another one, is present in (15.60); here the intention is only to indicate that $p(\zeta \mid y z)$ is independent of the numerical value of $y$; but the symbol $p(\zeta \mid z)$, strictly speaking, must be held to refer to a different model in which the datum $y$ was not given at all. Now we have the additional ambiguity that any posterior probability depends necessarily on the prior
information; yet the notation in (15.60) makes no reference to any prior information. ${ }^{4}$ We begin to see why the marginalization paradox was so confusing!

There is a better way of looking at this, which avoids all the above confusions while using the mathematics that was intended by DSZ; we may take a more charitable view of $B_{2}$ if we put these equations in a different scenario. The lazy Bayesian, $B_{2}$, was introduced as a fellow who invents a shortcut method that violates the rules of probability theory. But we may suppose equally well that, through no fault of his own, he is only an uninformed fellow who was given only the reduced model $p(z \mid \zeta)$ in which $\eta$ is not present; and he is unaware of the existence of $(\eta, y)$. Then (15.61) is a valid inference for the different state of knowledge that $B_{2}$ has; and it is valid whether or not the separation property (15.60) holds. ${ }^{5}$ Although the equations are the same because we defined $B_{2}$ 's model by $B_{1}$ 's marginal sampling distribution $p(z \mid \zeta)$, this avoids much confusion; viewed in this way, $B_{1}$ and $B_{2}$ are both making valid inferences, but about two different problems.

Both of these new ambiguities arise from the fact that orthodox notation fails to indicate which model is being considered. But both are corrected by including the prior information symbol $I$, understood to be a proposition defined somewhere in the surrounding context, that includes full specification of the model. If we follow the example of Jeffreys and write the right-hand sides of (15.58) and (15.61) correctly as $p\left(\zeta \mid y z I_{1}\right)$ and $p\left(\zeta \mid z I_{2}\right)$, thereby making this difference in the problems clear, there can be no appearance of paradox. The prior information $I_{1}$ specifies the full sampling distribution $p(y z \mid \eta \zeta)$, while $I_{2}$ specifies a model only by $p(z \mid \zeta)$, which makes no reference to $(\eta, y)$. That $B_{1}$ and $B_{2}$ came to different conclusions from different prior information is no more strange than if they had come to different conclusions from different data.

Exercise 15.2. Consider the intermediate case of a third Bayesian, $B_{3}$, who has the same prior information as $B_{1}$ about $\eta, \zeta$ but is not given the data component $y$. Then $y$ never appears in $B_{3}$ 's equations at all; his model is the marginal sampling distribution $p\left(z \mid \eta \zeta I_{3}\right)$. Show that, nevertheless, if (15.59) still holds (in the interpretation intended, as indicated by (15.62)), then $B_{2}$ and $B_{3}$ are always in agreement, $p\left(\zeta \mid z I_{3}\right)=p\left(\zeta \mid z I_{2}\right)$, and that to prove this it is not necessary to appeal to (15.60). Merely withholding the datum $y$ automatically makes any prior knowledge about $\eta$ irrelevant to inference about $\zeta$. Ponder this until you can explain in words why it is, after all, intuitively obvious.

[^92]
### 15.8.1 On to greater disasters

Up to this point, we had only a misreading of equations through inadequate notation; but now a comedy of mutually reinforcing errors commenced. In support of their contention that $B_{1}$ is the guilty party, DSZ offered a proof that this paradox (i.e. the discrepancy in the results of $B_{1}$ and $B_{2}$ ) 'could not have arisen if $B_{1}$ had employed proper prior distributions'. Let us examine their proof of this, still using their notation. With a general joint proper prior $\pi(\eta, \zeta)$ the integrals in (15.58) are separately convergent and positive, so if we multiply through by the denominator, we are neither multiplying nor dividing by zero. Then

$$
\begin{equation*}
p(x \mid \eta \zeta)=p(y z \mid \eta \zeta)=p(y \mid z \eta \zeta) p(z \mid \eta \zeta)=p(y \mid z \eta \zeta) p(z \mid \zeta) \tag{15.63}
\end{equation*}
$$

where we used the product rule and (15.59). Then (15.58) becomes

$$
\begin{equation*}
p(\zeta \mid y z) \int \mathrm{d} \zeta \int \mathrm{~d} \eta p(y \mid z \eta \zeta) p(z \mid \zeta) \pi(\eta, \zeta)=\int \mathrm{d} \eta p(y \mid z \eta \zeta) p(z \mid \zeta) \pi(\eta, \zeta) \tag{15.64}
\end{equation*}
$$

But now we assume that (15.60) still holds; because the integrals are absolutely convergent, we may integrate out $y$ from both sides of (15.64), whereupon $\int \mathrm{d} \eta \pi(\eta, \zeta)=\pi(\zeta)$ and (15.64) reduces to

$$
\begin{equation*}
p(\zeta \mid z) \int \mathrm{d} \zeta p(z \mid \zeta) \pi(\zeta)=p(z \mid \zeta) \pi(\zeta) \tag{15.65}
\end{equation*}
$$

which is identical with (15.61). DSZ concluded that, if $B_{1}$ uses a proper prior, then $B_{1}$ and $B_{2}$ are necessarily in agreement - from which it would follow again, in agreement with their intuition, that the paradox must be caused by $B_{1}$ 's use of improper priors.

But this proof of (15.65) has used mutually contradictory assumptions. As Fraser recognized, if $B_{1}$ uses a proper prior, then (15.60) cannot be true and (15.65) does not follow; it is no accident that DSZ had found (15.60) only with improper priors. This is easiest to see in terms of a specific example, after which it will become obvious why it is true in general. In the following we use the full notation of Jeffreys so that we always distinguish between the two problems.

## The change-point problem

Observations have been made of $n$ successive, independent, positive real, 'exponentially distributed' quantities $\left\{x_{1}, \ldots, x_{n}\right\}$. It is known (definition of the model) that the first $\zeta$ of these have expectations $1 / \eta$ and the remaining $(n-\zeta)$ have expectations $1 /(c \eta)$, where $c$ is known and $c \neq 1$, while $\eta$ and $\zeta$ are unknown. From the data, we want to estimate at what point in the sequence the change occurred. The sampling density for $x \equiv\left(x_{1}, \ldots, x_{n}\right)$ is

$$
\begin{equation*}
p\left(x \mid \eta \zeta I_{1}\right)=c^{n-\zeta} \eta^{n} \exp \left\{-\eta\left(\sum_{i=1}^{\zeta} x_{i}+c \sum_{i=\zeta+1}^{n} x_{i}\right)\right\}, \quad 1 \leq \zeta \leq n \tag{15.66}
\end{equation*}
$$

If $\zeta=n$, then there is no change, the last sum in (15.66) is absent, and $c$ disappears from the model. Since $\eta$ is a scale parameter, the sampling distribution for ratios of observations
$z_{i} \equiv x_{i} / x_{1}$ should be independent of $\eta$. Indeed, separating the data $x=(y, z)$ into $y \equiv x_{1}$, which sets the scale and the ratios $\left(z_{2}, \ldots, z_{n}\right)$, and noting that the volume element transforms as $\mathrm{d} x_{1} \cdots \mathrm{~d} x_{n}=y^{n-1} \mathrm{~d} y \mathrm{~d} z_{2} \cdots \mathrm{~d} z_{n}$, we find that the joint sampling distribution for $z \equiv\left(z_{2}, \ldots, z_{n}\right)$ depends only on $\zeta$ :

$$
\begin{equation*}
p\left(z_{2} \cdots z_{n} \mid \eta \zeta I_{1}\right)=\int_{0}^{\infty} \mathrm{d} y c^{n-\zeta} \eta^{n} y^{n-1} \exp \{\eta y Q(\zeta, z)\}=\frac{c^{n-\zeta}(n-1)!}{Q(\zeta, z)^{n}}=p\left(z \mid \zeta I_{1}\right), \tag{15.67}
\end{equation*}
$$

where $z_{1} \equiv 1$ and

$$
\begin{equation*}
Q(\zeta, z) \equiv \sum_{1}^{\zeta} z_{i}+c \sum_{\zeta+1}^{n} z_{i} \tag{15.68}
\end{equation*}
$$

is a function that is known from the data. Let $B_{1}$ choose a properly normalized discrete prior $\pi(\zeta)$ in $(1 \leq \zeta \leq n)$, and independently a prior $\pi(\eta) \mathrm{d} \eta$ in $(0<\eta<\infty)$. Then $B_{1}$ 's marginal posterior distribution for $\zeta$ is, from (15.66),

$$
\begin{equation*}
p\left(\zeta \mid y z I_{1}\right) \propto \pi(\zeta) c^{n-\zeta} \int_{0}^{\infty} \mathrm{d} \eta \exp \{-\eta y Q\} \pi(\eta) \eta^{n} \tag{15.69}
\end{equation*}
$$

and, from (15.67), $B_{2}$ 's posterior distribution (15.61) for $\zeta$ is now

$$
\begin{equation*}
p\left(\zeta \mid z I_{2}\right) \propto \pi(\zeta) p(z \mid \zeta)=\frac{\pi(\zeta) c^{-\zeta}}{[Q(\zeta, z)]^{n}} \tag{15.70}
\end{equation*}
$$

which takes no note of $\pi(\eta)$. But, as expected from the above discussion, not only does $B_{1}$ 's knowledge about $\zeta$ depend on both $y$ and $z$, it depends just as strongly on what prior $\pi(\eta)$ he assigned to the nuisance parameter.

On meditation, we see that a little common sense would have anticipated this result at once. If we know absolutely nothing about $\eta$ except that it is positive, then the only evidence we can have about the change point $\zeta$ must come from noting the relative values of the $x_{i}$; for example, at which $i$ does the ratio $x_{i} / x_{1}$ appear to change? On the other hand, suppose that we knew $\eta$ exactly; then clearly not only the ratios $x_{i} / x_{1}$, but also the absolute values of the $x_{i}$, would be relevant to inference about $\zeta$. Then, whether $x_{i}$ is closer to $1 / \eta$ or to $1 /(c \eta)$ tells us something about whether $(i<\zeta)$ or $(i>\zeta)$ that the ratio $x_{i} / x_{1}$ does not tell us, this extra information would enable us to make better estimates of $\zeta$. If we had only partial prior knowledge of $\eta$, then knowledge of the absolute values of the $x_{i}$ would be less helpful, but still relevant, so, as Fraser noted, (15.60) could not be valid.

But now $B_{1}$ discovers that use of the improper prior

$$
\begin{equation*}
\pi(\eta)=\eta^{-k}, \quad 0<\eta<\infty \tag{15.71}
\end{equation*}
$$

where $k$ is any real number for which the integral (15.69) converges, leads to the separation property (15.60), and to the posterior pdf

$$
\begin{equation*}
p\left(\zeta \mid z I_{1}\right) \propto \frac{\pi(\zeta) c^{-\zeta}}{[Q(\zeta, z)]^{n-k+1}} \tag{15.72}
\end{equation*}
$$

which still depends, through $k$, on the prior assigned to $\eta$. We see that for no prior $\pi(\zeta)$ can $B_{2}$ agree with $B_{1}$, except when $k=1$, in which case $B_{2}$ and $B_{1}$ find themselves in agreement after all, and with the same prior $\pi(\zeta)$. But this result is not peculiar to the change-point model; it holds quite generally, as the following Exercise shows.

Exercise 15.3. Prove that the $k=1$ prior is always uninformative in this sense whenever $\eta$ is a scale parameter for $y$. That is, if the sampling distribution has the functional form

$$
\begin{equation*}
p(y z \mid \eta \zeta)=\eta^{-1} h(z, \zeta ; y / \eta) \tag{15.73}
\end{equation*}
$$

then (15.59) follows at once, and $B_{1}$ and $B_{2}$ agree if and only if we use a prior $\pi(\eta) \propto \eta^{-1}$.

It seems to us that this is an eminently satisfactory result without any trace of paradox. For the case $k=1$ is just the Jeffreys prior, which we have already seen to be 'completely uninformative' about any scale parameter $\eta$, by several different criteria. Then, of course, with this prior $B_{1}$ has no extra information after all, and should, indeed, find himself in agreement with $B_{2}$.

DSZ did not see it that way at all, and persisted in their intuitive judgment that there is a serious paradox and that $B_{1}$ was at fault for using an improper prior; so the story continues. DSZ proceed to exhibit many more examples in which this 'paradox' appears - invariably when an improper prior was used. The totality of all these demonstrations appeared to mount up into overwhelming evidence that to use any improper prior is to generate inconsistencies. But, in the belief that their proof of (15.65) had already dealt with it, they failed to examine what happens in those examples in the case of proper priors, and so they managed to get through a long string of examples without discovering the error in that proof. ${ }^{6}$

To correct this omission, and reveal the error in (15.65) clearly, we need only to examine any of the DSZ examples, to see what happens in the case of proper priors $\pi(\eta)$. In the change-point problem, whatever this prior, $B_{1}$ 's result (15.69) depends on $y$ and $z$ through a function of the product $y Q(\zeta, z)$. Then for what functions $f(y Q)$ will the separation property (15.60) hold? Evidently, the necessary and sufficient condition for this is that $y$ and $\zeta$ appear in separate factors: in the case where the integrals in (15.58) converge, we

[^93]require the integral to have the functional form
\[

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \eta \exp \{-\eta y Q\} \pi(\eta) \eta^{n}=f(y Q)=g(y, z) h(\zeta, z) \tag{15.74}
\end{equation*}
$$

\]

for then and only then will $y$ cancel out upon normalization of $p(\zeta \mid y z)$. The answer is obvious: if a function of $[\log (y)+\log Q(\zeta)]$ has the form $[\log g(y)+\log h(\zeta)]$, the only possibility is a linear function: $\log f(y Q)=a[\log (y)+\log (Q)]$ or $f(y Q)=(y Q)^{a}$, where $a(z, n)$ may depend on $z$ and $n$. But then, noting that the Laplace transform is uniquely invertible, and that

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} \eta \exp \{-\eta y Q\} \eta^{a-1}=\frac{(a-1)!}{(y Q)^{a}} \tag{15.75}
\end{equation*}
$$

we see that, contrary to the assumption of DSZ, (15.60) cannot hold unless the prior is of the improper form $\pi(\eta)=\eta^{-k}, 0<\eta<\infty$.

Exercise 15.4. Show that this result is also general; that is, not only in the changepoint problem, but in any problem like that of Exercise 15.3 where $\eta$ is a scale parameter for $y$, a prior of the form $\pi(\eta)=\eta^{-k}$ will lead to a factorization of the form $\int \mathrm{d} \eta p(y z \mid \eta \zeta) \pi(\eta)=g(y, z) h(\zeta, z)$ for some functions $g, h$, whereupon (15.60) will hold. For this reason, the many later examples of DSZ are essentially repetitious; they are only making the same point over and over again.

Evidently, any value of $k$ which makes the integral (15.74) converge will lead to a wellbehaved posterior distribution for $\zeta$; but a still wider class of values of $k$ may do so if the improper prior is approached, as it should be, as the limit of a sequence of proper priors, as explained previously.

But use of a proper prior $\pi(\eta)$ necessarily means that the separation property (15.60) cannot hold. For example, choose the prior $\pi(\eta) \propto \eta^{a} \exp \{-b \eta\}$. Then (15.69) becomes

$$
\begin{equation*}
p\left(\zeta \mid y z I_{1}\right) \propto \frac{\pi(\zeta) c^{-\zeta}}{(b+y Q)^{n+a+1}} \tag{15.76}
\end{equation*}
$$

and as long as the prior is proper (that is, $b>0$ ), the datum $y$ cannot be disentangled, but remains relevant; and so (15.60) does not hold, as we expected from (15.75). The 'paradox' disappears, not because $B_{1}$ and $B_{2}$ agree, but because $B_{2}$ cannot invoke his 'reduction principle' at all. Indeed, in any of the DSZ examples, inserting any proper prior $\pi(\eta)$ for which we can do the integrals will yield an equally good counter-example to (15.65); how could this have gone undetected for years? We note some of the circumstances that led to this.

### 15.9 Discussion

Some have denied that there is any such thing as 'complete ignorance', much less any 'completely uninformative' prior. From their introductory remarks, it appears that to demonstrate this was the original goal of DSZ, and several discussants continued to emphasize the point in agreement with them. But their arguments were verbal, expressing only intuitive feelings; the mathematical facts confirm the sense of the idea of 'complete ignorance' after all. The Jeffreys prior is doing here what we should naturally suppose an uninformative prior ought to do, and it does this quite generally (whenever $\eta$ is a scale parameter).

Technically, the concurrence of many different results like that of Exercise 15.3 shows us that the notion of complete ignorance is consistent and useful; the fact that the same Jeffreys prior emerges uniquely from many different and independent lines of reasoning shows how impossible it would be to modify it or abandon it. As is invariably the case in this field, past difficulties with the ideas of Jeffreys signified not any defects in his ideas, but only misapplications of probability theory by his critics.

Exercise 15.3 shows another sense in which our previous conclusion (that the prior $\mathrm{d} \eta / \eta$ is uninformative about a scale parameter $\eta$ ) is quite literally true; not as an intuitive judgment, but now as a definite theorem that follows from the rules of probability theory. Of course, our ultimate goal is always to represent honestly the prior information that we actually have. But, both conceptually and mathematically, the notion of 'complete ignorance' is a valid and necessary part of this program, as the starting point from which all inference proceeds; just as the notion of zero is a necessary part of arithmetic.

In the discussion following the DSZ paper, nobody noticed that there was a counterexample to their proof of (15.65) already in plain sight in the DSZ article (their Example \#5, where it is evident by inspection that $B_{1}$ and $B_{2}$ remain in disagreement for all priors, proper or improper), and only Fraser expressed any doubts about the DSZ conclusions. He noted that DSZ
... propose that the confusion can be avoided by a restriction to proper priors. This is a strange proposal as a resolution of the difficulties - for it means in the interesting cases that one cannot eliminate a variable, and hence cannot go to the marginal likelihood.

But it seems that these words were, like the prophecies of Nostradamus, too cryptic for anyone to understand until he had first located the error for himself. Fraser's point - and ours above - is that when $B_{1}$ uses a proper prior, then in general $B_{2}$ 's 'reduction principle' cannot be applied because (15.60) ceases to be true. In other words, when $B_{1}$ uses proper priors, this does not bring $B_{1}$ and $B_{2}$ into agreement. In (15.74) and (15.75) we have demonstrated that in the change-point problem, agreement of $B_{1}$ and $B_{2}$ requires that $B_{1}$ uses an improper prior; just the opposite of the DSZ conclusion.

It is evident, to one who has understood the above analysis, that the situation found in the change-point problem is actually quite general. For, if one knew both $y$ and $\eta$, that information must be relevant to the inference about $\zeta$ unless the sampling distributions are completely independent; that is, unless $p(y z \mid \eta \zeta)=p(y \mid \eta) p(z \mid \zeta)$. Except in this trivial
case, if one knows $y$, any partial information about $\eta$ must still be relevant for inference about $\zeta$ or, similarly, if one knew $\eta$, any partial information about $y$ would be relevant.

But common sense should have told us that any proper prior $\pi(\eta)$ on an infinite domain is necessarily informative about $\eta$, for it determines finite upper and lower bounds within which $\eta$ is almost certain to lie. Seen in this way, Fraser's cryptic remark becomes obvious and in full generality.

In any event, what happened was that nearly everybody accepted the DSZ conclusions uncritically, without careful examination of their argument. Anti-Bayesians, who very much wanted the DSZ conclusion to be true, seized upon it eagerly as sounding the death-knell of all Bayesianity. Under this pressure the prominent Bayesian D. V. Lindley broke down and confessed to sins of which he was not guilty, and the Royal Statistical Society bestowed a warm vote of thanks upon DSZ for this major contribution to our understanding of inference.

As a result, since 1973 a flood of articles has appeared, rejecting the use of improper priors under any and all circumstances, on the grounds that they have been proved by DSZ to generate inconsistencies. Incredibly, the fact that proper priors never 'correct' the supposed inconsistencies never came out in all this discussion. Thus the marginalization paradox became, like nonconglomerability, quite literally institutionalized in the literature of this field, and taught as truth. Scientific inference thus suffered a setback from which it will require decades to recover.

Nobody noted that this same 'paradox' had been found and interpreted correctly long before by Harold Jeffreys (1939, Sect. 3.8) in connection with estimating the correlation coefficient $\rho$ in a bivariate normal distribution, in which the location parameters are the uninteresting nuisance parameters. He gives two examples of $B_{1}$ 's result, corresponding to different prior information about the nuisance parameters, in his equations (10) and (24), their difference indicating the effect of that prior information. Then he gives $B_{2}$ 's result in (28), the agreement with (24) indicating that a uniform prior for the location parameters is uninformative about $\rho$.

This was seen again independently by Geisser and Cornfield (1963) in connection with priors for multivariate normal distributions. They perceived that the difference between the results of $B_{1}$ and $B_{2}$, their equations (3.10) and (3.26), was not a paradox, because $B_{2}$ 's result was not a valid solution to the problem; they termed it, very properly, a 'pseudoposterior distribution'. DSZ refer to this work, but when faced with this discrepancy they still place more confidence in the 'reduction principle' than in the rules of probability theory.

In all these examples except one - that Example \#5 again - an interesting phenomenon occurred. While the paradox was present for general improper priors in some infinite class $C$, there was always one particular improper prior in that class for which the paradox disappeared; $B_{1}$ and $B_{2}$ found themselves in agreement after all. DSZ noted this curious fact, but do not appear to have noticed its significance. We suggest that this was by far the most important fact uncovered in all the marginalization work.

Any prior $\pi(\eta)$ which leaves $B_{1}$ and $B_{2}$ in agreement must be completely uninformative about $\eta$ (and, a fortiori, about $\zeta$ ). This means that, far from casting doubt on the notion of complete ignorance, in the marginalization phenomena we have for the first time a purely
objective definition of complete ignorance that springs directly out of the product and sum rules of probability theory without appeal to any other notions like entropy or group invariance.

This is, again, an eminently satisfactory result; but why does it seem not to be true in DSZ's Example \#5? There is still something new and important to be learned here.

### 15.9.1 The DSZ Example \#5

We have data $D=\left\{x_{1}, \ldots, x_{n}\right\}$ consisting of $n$ observations from the standard normal sampling distribution $N(\mu, \sigma)$. With prior information $I$ described by the proper prior pdf

$$
\begin{equation*}
p(\mathrm{~d} \mu \mathrm{~d} \sigma \mid I)=f(\mu, \sigma) \mathrm{d} \mu \mathrm{~d} \sigma \tag{15.77}
\end{equation*}
$$

we have the usual joint posterior pdf for the parameters:

$$
\begin{equation*}
p(\mathrm{~d} \mu \mathrm{~d} \sigma \mid D I)=g(\mu, \sigma) \mathrm{d} \mu \mathrm{~d} \sigma \tag{15.78}
\end{equation*}
$$

with

$$
\begin{equation*}
g(\mu, \sigma)=\frac{f(\mu, \sigma) L(\mu, \sigma)}{\int \mathrm{d} \mu \int \mathrm{~d} \sigma f(\mu, \sigma) L(\mu, \sigma)} \tag{15.79}
\end{equation*}
$$

and the likelihood function

$$
\begin{equation*}
L(\mu, \sigma)=\sigma^{-n} \exp \left\{-\frac{n}{2 \sigma^{2}}\left[s^{2}+(\mu-\bar{x})^{2}\right]\right\} \tag{15.80}
\end{equation*}
$$

in which, as usual, $\bar{x} \equiv n^{-1} \sum x_{i}$ and $s^{2} \equiv n^{-1} \sum\left(x_{i}-\bar{x}\right)^{2}$ are the sufficient statistics. Although we suppose the prior $f(\mu, \sigma)$ normalizable, it need not be actually normalized in (15.79) because any normalization constant appears in both numerator and denominator, and cancels out.

As long as $s^{2}>0$, the likelihood is bounded throughout the region of integration $-\infty<$ $\mu<\infty, 0 \leq \sigma<\infty$, and therefore with a proper prior the integral in (15.79) is guaranteed to converge, leading to a proper posterior pdf. Furthermore, if the prior has moments of order $m, k$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{d} \mu \int_{0}^{\infty} \mathrm{d} \sigma \mu^{m} \sigma^{k} f(\mu, \sigma)<\infty \tag{15.81}
\end{equation*}
$$

the posterior distribution is guaranteed to have moments of higher order (in fact, all orders for $\mu$ and at least as high as order $k+n$ for $\sigma$ ). The solution is therefore very well-behaved mathematically.

But now we throw the proverbial monkey-wrench into this by declaring that we are interested only in the quantity

$$
\begin{equation*}
\zeta \equiv \frac{\mu}{\sigma} \tag{15.82}
\end{equation*}
$$

Making the change of variables $(\mu, \sigma) \rightarrow(\zeta, \sigma)$, the volume element transforms as $\mathrm{d} \mu \mathrm{d} \sigma=$ $\sigma \mathrm{d} \zeta \mathrm{d} \sigma$, so writing $p\left(\mathrm{~d} \zeta \mid D I_{1}\right)=h_{1}(\zeta) \mathrm{d} \zeta, B_{1}$ 's marginal posterior pdf is

$$
\begin{equation*}
h_{1}(\zeta)=\int_{0}^{\infty} \sigma \mathrm{d} \sigma g(\sigma \zeta, \sigma) \tag{15.83}
\end{equation*}
$$

and in view of the high moments of $g$ there are no convergence problems here, as long as $n>1$. Thus far, there is no hint of trouble.

Now we examine the solution for a specific proper prior that can approach an improper prior. Consider the conjugate prior probability element

$$
\begin{equation*}
f(\mu, \sigma) \mathrm{d} \mu \mathrm{~d} \sigma \propto \sigma^{-\gamma-1} \exp \left\{-\beta / \sigma-\alpha \mu^{2}\right\} \mathrm{d} \mu \mathrm{~d} \sigma \tag{15.84}
\end{equation*}
$$

which is proper when $(\alpha, \beta, \gamma)>0$, and tends to the Jeffreys uninformative prior $\mathrm{d} \mu \mathrm{d} \sigma / \sigma$ as $(\alpha, \beta, \gamma) \rightarrow 0$. This leads to the joint posterior pdf, $p(\mathrm{~d} \mu \mathrm{~d} \sigma \mid D I)=g(\mu, \sigma) \mathrm{d} \mu \mathrm{d} \sigma$ with density function

$$
\begin{equation*}
g(\mu, \sigma) \propto \sigma^{-n-\gamma-1} \exp \left\{-\frac{\beta}{\sigma}-\alpha \mu^{2}-\frac{n}{2 \sigma^{2}}\left[s^{2}+(\mu-\bar{x})^{2}\right]\right\} \tag{15.85}
\end{equation*}
$$

from which we are to calculate the marginal posterior pdf for $\zeta$ alone by the integration (15.83). The result depends on both sufficient statistics $(\bar{x}, s)$, but is most easily written in terms of a different set. The quantities $R, r$, where

$$
\begin{equation*}
R^{2} \equiv n\left(\bar{x}^{2}+s^{2}\right)=\sum x_{i}^{2}, \quad r \equiv \frac{n \bar{x}}{R}=\frac{\sum x_{i}}{\sqrt{\sum x_{i}^{2}}} \tag{15.86}
\end{equation*}
$$

also form a set of jointly sufficient statistics, and from (15.85) and (15.83) we find the functional form $p\left(\mathrm{~d} \zeta \mid D I_{1}\right)=h_{1}(\zeta \mid r, R) \mathrm{d} \zeta$, where
$h_{1}(\zeta \mid r, R) \propto \exp \left\{-\frac{n \zeta^{2}}{2}\right\} \int_{0}^{\infty} \mathrm{d} \omega \omega^{n+\gamma-1} \exp \left\{-\frac{1}{2} \omega^{2}+r \zeta \omega-\beta R^{-1} \omega-\alpha \zeta^{2} R^{2} \omega^{-2}\right\}$.
As long as $\alpha$ or $\beta$ is positive, the result depends on both sufficient statistics, as Fraser predicted; but, as $\alpha, \beta$ tend to zero and we approach an improper prior, the statistic $R$ becomes less and less informative about $\zeta$, and when $\alpha, \beta$ both vanish the dependence on $R$ drops out altogether:

$$
\begin{equation*}
h_{1}(\zeta \mid r, R) \rightarrow h_{1}(\zeta \mid r) \propto \exp \left\{-\frac{n \zeta^{2}}{2}\right\} \int_{0}^{\infty} \mathrm{d} \omega \omega^{n+\gamma-1} \exp \left\{-\frac{1}{2} \omega^{2}+r \zeta \omega\right\} \tag{15.88}
\end{equation*}
$$

If then one were to look only at the limiting case $\alpha=\beta=0$ and not at the limiting process, it might appear that just $r$ alone is a sufficient statistic for $\zeta$, as it did in (15.60). This supposition is encouraged by noting that the sampling distribution for $r$ in turn depends only on $\zeta$, not on $\mu$ and $\sigma$ separately:

$$
\begin{equation*}
p(r \mid \mu \sigma) \propto\left(n-r^{2}\right)^{(n-3) / 2} \int_{0}^{\infty} \mathrm{d} \omega \omega^{n-1} \exp \left\{\frac{1}{2} \omega^{2}+r \zeta \omega\right\} \tag{15.89}
\end{equation*}
$$

It might then seem that, in view of (15.88) and (15.89), we should be able to derive the same result by applying Bayes' theorem to the reduced sampling distribution (15.89). But one who supposes this finds, to his dismay, that (15.89) is not a factor of (15.88); that is, the ratio $h_{1}(\zeta \mid r) / p(r \mid \zeta)$ depends on $r$ as well as $\zeta$. The Jeffreys uninformative prior $\gamma=0$ does indeed make the two integrals equal, but there remains an uncompensated factor with $\left(n-r^{2}\right)$, and so even the uninformative Jeffreys prior for $(\mu, \sigma)$ cannot bring about agreement of $B_{1}$ and $B_{2}$. There is no prior $p\left(\zeta \mid I_{2}\right)$ that can yield $B_{1}$ 's posterior distribution (15.88) from $B_{2}$ 's sampling distribution (15.89).

Since the paradox is still present for a proper prior, this is another counter-example to (15.65); but it has a deeper meaning for us. What is now the information being used by $B_{1}$ but ignored by $B_{2}$ ? It is not the prior probability for the nuisance parameter; the new feature is that in this model the mere qualitative fact of the existence of the nuisance parameter in the model already constitutes prior information relevant to $B_{1}$ 's inference, which $B_{2}$ is ignoring.

Recognizing this, we suddenly see the whole subject in a much broader light. We found above that (15.60) is not essential to the marginalization phenomenon; now we see that concentration on the nuisance parameter $\eta$ is not an essential feature either! If there is any prior information whatsoever that is relevant to $\zeta$, whether or not it refers to $\eta$, that $B_{1}$ is taking into account but $B_{2}$ is not, then we are in the same situation, and our two Bayesians come, necessarily, to different conclusions. In other words, DSZ considered only a very special case of the real phenomenon.

This situation is discussed in Jaynes (1980, following Eq. (79)), where the phenomenon is called ' $\zeta$-overdetermination'. Reverting to our original notation in (15.58) and denoting $B_{1}$ 's prior information by $I_{1}$, it is shown that the general necessary and sufficient condition for agreement of $B_{1}$ and $B_{2}$ is that

$$
\begin{equation*}
\int \mathrm{d} \eta p\left(y \mid z \eta \zeta I_{1}\right) \pi(\eta)=p\left(y \mid z \zeta I_{1}\right) \tag{15.90}
\end{equation*}
$$

shall be independent of $\zeta$ for all possible samples $y, z$. Denoting the parameter space and our partitioning into subspaces by $S_{\theta}=S_{\zeta} \otimes S_{\eta}$, we may write this as

$$
\int_{S_{\eta}} \mathrm{d} \eta p(y z \mid \eta \zeta) \pi(\eta)=p\left(y \mid z I_{1}\right) p(z \mid \zeta) \quad\left\{\begin{array}{l}
\zeta \in S_{\zeta}  \tag{15.91}\\
\text { all } y, z
\end{array}\right.
$$

or, more suggestively,

$$
\begin{equation*}
\int_{S_{\eta}} \mathrm{d} \eta K(\zeta, \eta) \pi(\eta)=\lambda f(\zeta) \tag{15.92}
\end{equation*}
$$

This is a Fredholm integral equation in which the kernel is $B_{1}$ 's likelihood, $K(\zeta, \eta)=$ $p(y z \mid \zeta \eta)$, the 'driving force' is $B_{2}$ 's likelihood $f(\zeta)=p(z \mid \zeta)$, and $\lambda(y, z) \equiv p\left(y \mid z I_{1}\right)$ is an unknown function to be determined from (15.92). But now we see the meaning of 'uninformative' much more deeply; for every different data set $(y, z)$ there is a different integral equation. Therefore, for a single prior $\pi(\eta)$ to qualify as 'uninformative', it must satisfy many different (in general, an uncountable number) of these integral equations simultaneously.

At first glance, it seems almost beyond belief that any prior could do this; from a mathematical standpoint the condition seems hopelessly overdetermined, casting doubt on the notion of an uninformative prior. Yet we have many examples where such a prior does exist. In Jaynes (1980) we analyzed the structure of these integral equations in some detail, showing that the different status of Example \#5 is due to the 'incompleteness' of the kernel.

More specifically, the set of all $L^{2}$ functions on $S_{\zeta}$ forms a Hilbert space $H_{\zeta}$. For any specified data set $x=(y, z)$, as $\eta$ ranges over $S_{\eta}$, the functions $K(\zeta, \eta)$, in their dependence on $\zeta$, span a certain subspace $H_{\zeta}^{\prime}(y, z) \in H_{\zeta}$. The kernel is said to be complete if $H_{\zeta}^{\prime}=H_{\zeta}$. If it is incomplete, then if there is any data set $(y, z)$ for which $f(\zeta)$ does not lie in $H_{\zeta}^{\prime}$, there can be no solution of (15.92). In such cases, the mere qualitative fact of the existence of the components $(y, \eta)$ - irrespective of their numerical values - already constitutes prior information relevant to $B_{1}$ 's inference, because introducing them into the model restricts the space of $B_{1}$ 's possible likelihood functions (from different data sets $y, z$ ) from $H_{\zeta}$ to $H_{\zeta}^{\prime}$. In this case the shrinkage of $H_{\zeta}$ cannot be restored by any prior on $S_{\eta}$, and there is no possibility for agreement of $B_{1}$ and $B_{2}$.

In general, the point is that the integral equation for any one data set $x$ imposes only very weak conditions on $\pi(\eta)$, determining its projection on only a tiny subspace $H(x) \in H_{\zeta}$. As we consider different data sets, the $H(x)$ are scattered about, like stars in the sky, within the full Hilbert space $H_{\zeta}$. There is room for all of them, so the system of integral equations has nontrivial solutions after all.

### 15.9.2 Summary

Looking at the above equations with all this in mind, we now see that there was never any paradox or inconsistency after all; one should not have expected (15.88) to be derivable from (15.89) by Bayes' theorem because they are the posterior distribution and sampling distribution for two different problems, in which the model has different parameters. Eq. (15.88) is the correct marginal posterior pdf for $\zeta$ in a problem $\mathrm{P}_{1}$ with two parameters $(\zeta, \sigma)$; but, although $\sigma$ is integrated out to form the marginal pdf, the result still depends on what prior we have assigned to $\sigma$ - as it should, since, if $\sigma$ is known, it is highly relevant to the inference; if it is unknown, any partial prior information we have about it must still be relevant.

In contrast, (15.89) can be interpreted as a valid sampling distribution for a problem $\mathrm{P}_{2}$ in which $\zeta$ is the only parameter present; the prior information does not even include the existence of the parameter $\sigma$ which was integrated out in $\mathrm{P}_{1}$. With a prior density $f_{2}(\zeta)$ it would yield a posterior pdf

$$
\begin{equation*}
h_{2}(\zeta) \propto f_{2}(\zeta) \int \mathrm{d} \omega \omega^{n-1} \exp \left\{-\frac{1}{2} \omega^{2}+r \zeta \omega\right\} \tag{15.93}
\end{equation*}
$$

of a different functional form than (15.88). In view of the earlier work of Jeffreys and of Geisser and Cornfield, one could hardly claim that the situation was new and startling, much less paradoxical.

Forty years earlier, Harold Jeffreys was immune from such errors because (1) he perceived that the product and sum rules of probability theory are adequate to conduct inference and they take precedence over intuitive $a d$ hoc devices like the reduction principle; (2) he had recognized from the start that all inferences are necessarily conditional not only on the data, but also on the prior information - therefore his formal probability symbols $P(A \mid B I)$ always indicated the prior information $I$, which included specification of the model.

Today, it seems to us incredible that anyone could have examined even one problem of inference without perceiving this necessary role of prior information; what kind of logic could they have been using? Nevertheless, those trained in the 'orthodox' tradition of probability theory did not recognize it. They did not have a term for prior information in their vocabulary, much less a symbol for it in their equations; and a fortiori no way of indicating when two probabilities are conditional on different prior information. ${ }^{7}$ So they were helpless when prior information mattered.

### 15.10 A useful result after all?

In most paradoxes there is something of value to be salvaged from the debris, and we think (Jaynes, 1980) that the marginalization paradox may have made an important and useful contribution to the old problem of 'complete ignorance'. How is the notion to be defined, and how is one to construct priors expressing complete ignorance? We have discussed this from the standpoint of entropy and symmetry (transformation groups) in previous chapters; now marginalization suggests still another principle for constructing uninformative priors.

Many cases are known, of which we have seen examples in DSZ, where a problem has a parameter of interest $\zeta$ and an uninteresting nuisance parameter $\eta$. Then the marginal posterior pdf for $\zeta$ will depend on the prior assigned to $\eta$ as well as on the sufficient statistics. Now for certain particular priors $p(\eta \mid I)$ one of the sufficient statistics may drop out of the marginal distribution $p(\zeta \mid D I)$, as $R$ did in (15.88). It is at first glance surprising that the sampling distribution for the remaining sufficient statistics may in turn depend only on $\zeta$ as in (15.89).

Put differently, suppose a problem has a set of sufficient statistics $\left(t_{1}, t_{2}\right)$ for the parameters $(\zeta, \eta)$. Now, if there is some function $r\left(t_{1}, t_{2}\right)$ whose sampling distribution depends only on $\zeta$, so that $p(r \mid \zeta \eta I)=p(r \mid \zeta I)$, this defines a pseudoproblem with different prior information $I_{2}$, in which $\eta$ is never present at all. Then there may be a prior $p(\eta \mid I)$ for which the posterior marginal distribution $p(\zeta \mid D I)=p(\zeta \mid r I)$ depends only on the component $r$ of the sufficient

[^94]statistic. This happened in the example studied above; but now, more may be true. It may be that for that prior on $\eta$ the pseudoposterior pdf for $\zeta$ is identical with the marginal pdf in the original problem. If a prior brings about agreement between the marginal posterior and the pseudoposterior distributions, how should we interpret this?

Suppose we start from the pseudoproblem. It seems that if introducing a new parameter $\eta$ and using the prior $p(\eta \mid I)$ makes no difference, then it has conveyed no information at all about $\zeta$ : that prior must express 'complete ignorance' of $\eta$ in a rather fundamental sense. In all cases yet found the prior $p(\eta \mid I)$ which does this on an infinite domain is improper; this lends support to that conclusion because, as noted, our common sense should have told us that any proper prior on an infinite domain is necessarily informative about $\eta$; it places some finite limits on the range of values that $\eta$ could reasonably have, whether we interpret 'reasonably' as 'with $99 \%$ probability' or 'with $99.9 \%$ probability' ... and so on.

Can this observation be extended to a general technique for constructing uninformative priors beyond the location and scale parameter cases? This is at present an ongoing research project rather than a finished part of probability theory, so we defer it for the future.

### 15.11 How to mass-produce paradoxes

Having examined a few paradoxes, we can recognize their common feature. Fundamentally, the procedural error was always failure to obey the product and sum rules of probability theory. Usually, the mechanism of this was careless handling of infinite sets and limits, sometimes accompanied by attempts to replace the rules of probability theory by intuitive ad hoc devices like $B_{2}$ 's 'reduction principle'. Indeed, paradoxes caused by careless dealing with infinite sets or limits can be mass-produced by the following simple procedure:
(1) Start from a mathematically well-defined situation, such as a finite set, a normalized probability distribution, or a convergent integral, where everything is well-behaved and there is no question about what is the correct solution.
(2) Pass to a limit - infinite magnitude, infinite set, zero measure, improper pdf, or some other kind without specifying how the limit is approached.
(3) Ask a question whose answer depends on how the limit was approached.

This is guaranteed to produce a paradox in which a seemingly well-posed question has more than one seemingly right answer, with nothing to choose between them. The insidious thing about it is that, as long as we look only at the limit, and not the limiting process, the source of the error is concealed from view.

Thus, it is not surprising that those who persist in trying to evaluate probabilities directly on infinite sets have been able to study finite additivity and nonconglomerability for decades - and write dozens of papers of impressive scholarly appearance about it. Likewise, those who persist in trying to calculate probabilities conditional on propositions of probability zero, have before them an unlimited field of opportunities for scholarly looking research and publication - without hope of any meaningful or useful results.

In our opening quotation, Gauss had a situation much like this in mind. Whenever we find a belief that such infinite sets possess some kind of 'existence' and mathematical properties in their own right, independent of any such limiting process, we can expect to see paradoxes of the above type. But note that this does not in any way prohibit us from using infinite sets to define propositions. Thus the proposition

$$
\begin{equation*}
G \equiv 1 \leq x \leq 2 \tag{15.94}
\end{equation*}
$$

invokes an uncountable set, but it is still a single discrete proposition, to which we may assign a probability $P(G \mid I)$ defined on a sample space of a finite number of such propositions without violating our 'probabilities on finite sets' policy. We are not assigning any probability directly on an infinite set.

But then if we replace the upper limit 2 by a variable quantity $z$, we may (and nearly always do) find that this defines a well-behaved function, $f(z) \equiv P(G \mid z I)$. In calculations, we are then free to make use of whatever analytic properties this function may have, as we noted in Chapter 6. Even if $f(z)$ is not an analytic function, we may be able to define other analytic functions from it, for example by integral transforms. In this way, we are able to deal with any real application that we have been able to imagine, by discrete algebraic or continuum analytical methods, without losing the protection of Cox's theorems.

### 15.12 Comments

In this chapter and Chapter 5, we have seen two different kinds of paradox. There are 'conceptually generated' ones, such as the Hempel paradox of Chapter 5, which arise from placing faulty intuition above the rules of probability theory, and 'mathematically generated' ones, such as nonconglomerability, which arise mostly out of careless use of infinite sets. Marginalization is an elaborate example of a compound paradox, generated by both conceptual errors and mathematical errors which happened to reinforce each other. It seems that nothing in the mathematics can protect us against conceptual errors, but we might ask whether there are better ways of protection against mathematical ones.

Back in Chapter 2 we saw that the rules of probability theory can be derived as necessary conditions for consistency, as expressed by Cox's functional equations. The proofs applied to finite-sets of propositions, but when the results of a finite-set calculation can be extended to an infinite set by a mathematically well-behaved passage to a limit, we also accept that limit.

It might be thought that it would be possible, and more elegant, to generalize Cox's proofs so that they would apply directly to infinite sets; and indeed that is what the writer believed and tried to carry out for many years. However, since at least the work of Bertrand (1889), the literature has been turning up paradoxes that result from attempts to apply the rules of probability theory directly and indiscriminately on infinite sets; we have just seen some representative examples and their consequences. Since in recent years there has been a sharp increase in this paradoxing, one must take a more cautious view of infinite sets.

Our conclusion - based on some 40 years of mathematical efforts and experience with real problems - is that, at least in probability theory, an infinite set should be thought of only as the limit of a specific (i.e. unambiguously specified) sequence of finite sets. Likewise, an improper pdf has meaning only as the limit of a well-defined sequence of proper pdfs. The mathematically generated paradoxes have been found only when we tried to depart from this policy by treating an infinite limit as something already accomplished, without regard to any limiting operation. Indeed, experience to date shows that almost any attempt to depart from our recommended 'finite-sets' policy has the potentiality for generating a paradox, in which two equally valid methods of reasoning lead us to contradictory results.

The paradoxes studied here stand as counter-examples to any hope that we can ever work with full freedom on infinite sets. Unfortunately, the Borel-Kolmogorov and marginalization paradoxes turn up so seldom as to encourage overconfidence in the inexperienced. As long as one works on problems where they do not cause trouble, the psychological phenomenon: 'You can't argue with success!', noted at the beginning of this Chapter, controls the situation. Our reply to this is, of course, 'You can and should argue with success that was obtained by fraudulent means'.

## Mea culpa

For many years, the present writer was caught in this error just as badly as anybody else, because Bayesian calculations with improper priors continued to give just the reasonable and clearly correct results that common sense demanded. So warnings about improper priors went unheeded; just that psychological phenomenon. Finally, it was the marginalization paradox that forced recognition that we had only been lucky in our choice of problems. If we wish to consider an improper prior, the only correct way of doing it is to approach it as a well-defined limit of a sequence of proper priors. If the correct limiting procedure should yield an improper posterior pdf for some parameter $\alpha$, then probability theory is telling us that the prior information and data are too meager to permit any inferences about $\alpha$. Then the only remedy is to seek more data or more prior information; probability theory does not guarantee in advance that it will lead us to a useful answer to every conceivable question.

Generally, the posterior pdf is better behaved than the prior because of the extra information in the likelihood function, and the correct limiting procedure yields a useful posterior pdf that is analytically simpler than any from a proper prior. The most universally useful results of Bayesian analysis obtained in the past are of this type, because they tended to be rather simple problems, in which the data were indeed so much more informative than the prior information that an improper prior gave a reasonable approximation - good enough for all practical purposes - to the strictly correct results (the two results agreed typically to six or more significant figures).

In the future, however, we cannot expect this to continue because the field is turning to more complex problems in which the prior information is essential and the solution is found by computer. In these cases it would be quite wrong to think of passing to an improper prior. That would lead usually to computer crashes; and, even if a crash is avoided,
the conclusions would still be, almost always, quantitatively wrong. But, since likelihood functions are bounded, the analytical solution with proper priors is always guaranteed to converge properly to finite results; therefore it is always possible to write a computer program in such a way (avoid underflow, etc.) that it cannot crash when given proper priors. So, even if the criticisms of improper priors on grounds of marginalization were unjustified, it remains true that in the future we shall be concerned necessarily with proper priors.

## Note added

Preliminary versions of this chapter were made available to many interested persons, for comments and suggestions. Several have expressed, both privately and publicly, their appreciation for these clarifications of issues that have long been mysterious and confused, and even some compulsive nitpickers have failed to raise any objections. Only one source has exhibited that psychological phenomenon noted in Chapter 5 in connection with the Hempel paradox; someone asserts a principle that seems to him intuitively right, and when probability analysis reveals the error, instead of taking this opportunity to educate his intuition, he reacts by rejecting the probability analysis. For him, his intuitive ad hoc principle takes precedence over the rules of probability theory.

If the issue is only which is to take precedence, there does not seem to be any way to resolve it; if one is not convinced by Cox's theorems and our great deal of experience confirming what they tell us, then we shall just have to agree to disagree. But if the issue is one of mathematically demonstrable fact, then it can be resolved at once - in the minds of everyone except the one who proposed the principle. One can be so deeply committed to his position that mathematical proof to the contrary, and any number of counter-examples, carry no weight for him. That is just what has happened.

In the case of the tumbling tetrahedra problem, we pointed out the error in previous discussions, gave the exact solution (15.26) according to the rules of probability theory, an asymptotic approximation (15.18) to it, and after a little thought could see that the final result (15.34) was really obvious from the start. That should be enough; this is an issue of mathematically demonstrable fact, the mathematics is before us, and every reader can judge it for himself.

The case of the marginalization paradox is very similar. The real purpose of this note is to stress what is the issue here. $\operatorname{DSZ}$ (p. 194) purported to have proved that the disagreement of $B_{1}$ and $B_{2}$ 'could not have arisen if $B_{1}$ had employed proper prior distributions'. We pointed out that their proof is based on mutually contradictory assumptions, and reinforced this by (1) pointing out that a counter-example to what they claimed to have proved was already present in plain sight in the original DSZ article (their Example \#5, where it is evident by inspection that the disagreement is present for all priors, proper or improper), and (2) gave in (15.76) another counter-example, where $B_{1}$ uses a proper prior, but $B_{1}$ and $B_{2}$ still disagree because $B_{1}$ 's posterior distribution for $\zeta$ depends on the datum $y$ and the prior $p\left(\eta \mid I_{1}\right)$, as common sense tells us it must when $B_{1}$ uses a proper - therefore informative - prior for $\eta$. In fact, we can leave it as an exercise for the reader to verify that every one of the DSZ
examples is an equally good counter-example, if you look at what happens when $B_{1}$ uses a proper prior. Of course, $B_{1}$ and $B_{2}$ agree when $B_{1}$ uses a proper prior in the trivial case where we are concerned with two independent problems; then the sampling distribution factors in the form $p(y z \mid \eta \zeta)=p(y \mid \eta) p(z \mid \zeta)$ and the prior $p\left(\eta \zeta \mid I_{1}\right)$ also factors.

But if the basic theorem is invalid, then the entire marginalization tale collapses; if one applies the rules of probability theory correctly, as explained long ago by Harold Jeffreys, there is no paradox. Again, this is an issue of mathematically demonstrable fact for which we have given the relevant mathematics, so we see no reason to engage in continuing debate over it; every reader can judge it for himself.

## 16

## Orthodox methods: historical background


#### Abstract

With all this confounded trafficking in hypotheses about invisible connections with all manner of inconceivable properties, which have checked progress for so many years, I believe it to be most important to open people's eyes to the number of superfluous hypotheses they are making, and would rather exaggerate the opposite view, if need be, than proceed along these false lines.


H. von Helmholtz (1868)

This chapter and Chapter 13 are concerned with the history of the subject rather than its present status. There is a complex and fascinating history before 1900, recounted by Stigler (1986c), but we are concerned now with more recent developments. In the period from about 1900 to 1970 , one school of thought dominated the field so completely that it has come to be called 'orthodox statistics'. It is necessary for us to understand it, because it is what most working statisticians active today were taught, and its ideas are still being taught, and advocated vigorously, in many textbooks and universities.

In Chapter 17 we want to examine the 'orthodox' statistical practice thus developed and compare its technical performance with that of the 'probability as logic' approach expounded here. But first, to understand this weird course of events, we need to know something about the problems faced then, the sociology that evolved to deal with them, the roles and personalities of the principal figures, and the general attitude toward scientific inference that orthodoxy represents.

### 16.1 The early problems

The beginnings of scientific inference were laid in the 18th and 19th centuries out of the needs of astronomy and geodesy. The principal figures were Daniel Bernoulli, Laplace, Gauss, Legendre, Poisson and others, whom we would describe today as mathematical physicists. This reached its highest technical development in the hands of Laplace, and it was a 'Bayesian' theory.

Transitions in the dominant mode of thinking take place slowly over a few decades, the working lifetime of one generation. The beginning of the period we are concerned with,

1900, marks roughly the time when non-physicists moved in and proceeded to take over the field with quite different ideas. The end, 1970, marks roughly the time when those ideas in turn came under serious, concerted attack in our present 'Bayesian revolution'.

During this period, as we analyzed in Chapter 10, the non-physicists thought that probability theory was a physical theory of 'chance' or 'randomness', with no relation to logic, while 'statistical inference' was thought to be an entirely different field, based on entirely different principles. But, having abandoned the principles of probability theory, it seemed that they could not agree on what those new principles of inference were; or even on whether the reasoning of statistical inference was deductive or inductive.

The first problems, dating back to the 18th century, were of course of the very simplest kind, estimating one or more location parameters $\theta$ from data $D=\left\{x_{1}, \ldots, x_{n}\right\}$ with sampling distributions of the form $p(x \mid \theta)=f(x-\theta)$. However, in practice this was not a serious limitation, because even a pure scale parameter problem becomes approximately a location parameter one if the quantities involved are already known rather accurately, as is generally the case in astronomy and geodesy.

Thus, if the sampling distribution has the functional form $f(x / \sigma)$, and $x$ and $\sigma$ are already known to be about equal to $x_{0}$ and $\sigma_{0}$, we are really making inferences about the small corrections $q \equiv x-x_{0}$ and $\delta \equiv \sigma-\sigma_{0}$. Expanding in powers of $\delta$ and keeping only the linear term, we have

$$
\begin{equation*}
\frac{x}{\sigma}=\frac{x_{0}+q}{\sigma_{0}+\delta}=\frac{1}{\sigma_{0}}(x-\theta+\cdots) \tag{16.1}
\end{equation*}
$$

where $\theta \equiv x_{0} \delta / \sigma_{0}$. Thus we may define a new sampling distribution function

$$
\begin{equation*}
h(x-\theta) \propto f(x / \sigma) \tag{16.2}
\end{equation*}
$$

and we are considering, at least approximately, a location parameter problem after all. In this way, almost any problem can be linearized into a location parameter one if the quantities involved are already known to fairly good accuracy. The 19th century astronomers took good advantage of this, as we should also.

Only toward the end of the 19th century did practice advance to the problem of estimating simultaneously both a location and scale parameter $\theta, \sigma$ from a sampling distribution of the form

$$
\begin{equation*}
p(x \mid \theta \sigma)=f\left(\frac{x-\theta}{\sigma}\right) \frac{1}{\sigma} \tag{16.3}
\end{equation*}
$$

and to the marvellous developments by Galton (1886) associated with the bivariate Gaussian distribution, which we studied in Chapter 7. Virtually all of the development of orthodox statistics was concerned with these three problems or their reverbalizations in hypothesis testing form, and most of it only with the first. But even that seemingly trivial problem had the power to generate fundamental differences of opinion and fierce controversy over matters of principle.

### 16.2 Sociology of orthodox statistics

During the aforementioned period, the average worker in physics, chemistry, biology, medicine, or economics with a need to analyze data could hardly be expected to understand theoretical principles that did not exist, and so the approved methods of data analysis were conveyed to him in many different, unrelated ad hoc recipes in 'cookbooks' which, in effect, told one to 'Do this . . . then do that . . . and don't ask why.'
R. A. Fisher's Statistical Methods for Research Workers (1925) was the most influential of these cookbooks. In going through 13 editions in the period 1925-1960 it acquired such an authority over scientific practice that researchers in some fields such as medical testing found it impossible to get their work published if they failed to follow Fisher's recipes to the letter.

Fisher's recipes include maximum likelihood parameter estimation (MLE), analysis of variance (ANOVA), fiducial distributions, randomized design of experiments, and a great variety of significance tests, which make up the bulk of his book. The rival Neyman-Pearson school of thought offered unbiased estimators, confidence intervals, and hypothesis testing. The combined collection of the $a d$ hoc recipes of the two schools came to be known as orthodox statistics, although arguments raged back and forth between them over fine details of their respective ideologies. It was just the absence of any unifying principles of inference that perpetuated this division; there was no criterion acceptable to all for resolving differences of opinion.

Whenever a real scientific problem arose that was not covered by the published recipes, the scientist was expected to consult a professional statistician for advice on how to analyze his data, and often on how to gather them as well. There developed a statistician-client relationship rather like the doctor-patient one, and for the same reason. If there are simple unifying principles (as there are today in the theory we are expounding), then it is easy to learn them and apply them to whatever problem one has; each scientist can become his own statistician. But in the absence of unifying principles, the collection of all the empirical, logically unrelated procedures that a data analyst might need, like the collection of all the logically unrelated medicines and treatments that a sick patient might need, was too large for anyone but a dedicated professional to learn.

Undoubtedly, this arrangement served a useful purpose at the time in bringing about a semblance of order into the way scientists analyzed and interpreted their data and published their conclusions. It was workable as long as scientific problems were simple enough so that the cookbook procedures could be applied and made some intuitive sense, even though they were not derived from any first principles. Then, had the proponents of orthodox methods behaved with the professional standards of a good doctor (who notes that some treatments have been found to be effective, but admits frankly that the real cause of a disorder is not known and welcomes further research to supply the missing knowledge) there could be no criticism of the arrangement.

That is not how they behaved, however; they adopted a militant attitude, each defending his own little bailiwick against intrusion and opposing every attempt to find the missing
unifying principles of inference. R. A. Fisher (1956) and M. G. Kendall (1963) attacked Neyman and Wald for seeking unifying principles in decision theory. R. A. Fisher (in numerous articles, e.g. 1933), H. Cramér (1946), W. Feller (1950), J. Neyman (1952), R. von Mises (1957) - and even the putative Bayesian L. J. Savage (1954, 1981) - accused Laplace and Jeffreys of committing metaphysical nonsense for thinking that probability theory was an extension of logic, and seeking the unifying principles of inference on that basis. We are at a loss to explain how they could have felt such a certainty about this, since they were all quite competent mathematically and presumably understood perfectly well what does and what does not constitute a proof. Yet they did not examine the consistency of probability theory as logic, as R. T. Cox did; nor did they examine its qualitative correspondence with common sense, as Pólya did. They did not even deign to take note of how it works out in practice, as H. Jeffreys had shown so abundantly in works which were there for their inspection. In fact, they offered no demonstrative arguments or factual evidence at all in support of their position; they merely repeated ideological slogans about 'subjectivity' and 'objectivity' which were quite irrelevant to the issues of logical consistency and useful results.

We are equally helpless to explain why James Bernoulli and John Maynard Keynes (who expounded essentially the same views as did Laplace and Jeffreys) escaped scorn. Evidently, the course of events must have had something to do with personalities; let us examine a few of them.

### 16.3 Ronald Fisher, Harold Jeffreys, and Jerzy Neyman

Sir Ronald Aylmer Fisher (1890-1962) was by far the dominant personality in this field in the period 1925-1960. A personal account of his life is given by his daughter, Joan Fisher Box (1978). On the technical side, Fisher had a deep intuitive understanding and produced a steady stream of important research in genetics. Sir Harold Jeffreys (1891-1989), working in geophysics, wielded no such influence, and for most of his life found himself the object of scorn and derision from Fisher and his followers.

Fisher's early fame (1915-1925) rested on his mathematical ability: given data $D \equiv$ $\left\{x_{1}, \ldots, x_{n}\right\}$ to which we assign a multivariate Gaussian sampling probability $p(D \mid \theta)$ with parameters $\theta \equiv\left\{\theta_{1}, \ldots, \theta_{m}\right\}$, how shall we best estimate those parameters from the data? Probability theory as logic considers it obvious that in any problem of inference we are always to calculate the probability of whatever is unknown and of interest, conditional on whatever is known and relevant; in this case, $p(\theta \mid D I)$.

But the orthodox view rejects this on the grounds that $p(\theta \mid D I)$ is meaningless because it is not a frequency; $\theta$ is not a 'random variable', only an unknown constant. Instead, we are to choose some function of the data $f(D)$ as our 'estimator' of $\theta$. The merits of any proposed estimator are to be determined solely from its sampling distribution $p(f \mid \theta)$. The data are always supposed to be obtained by 'drawing from a population' urn-wise, and $p(f \mid \theta)$ is always supposed to be a limiting frequency in many repetitions of that draw.

A good estimator is one whose sampling distribution is strongly concentrated in a small neighborhood of the true value of $\theta$.

But, as we noted in Chapter 13, orthodoxy, having no general theoretical principles for constructing the 'best' estimator, must in every new problem guess various functions $f(D)$ on grounds of intuitive judgment, and then test them by determining their sampling distributions, to see how concentrated they are near the true value. Thus, calculation of sampling distributions for estimators is the crucially important part of orthodox statistics; without it one has no grounds for choosing an estimator.

The sampling distribution for some complicated function of the data, such as the sample correlation coefficient, can become quite a difficult mathematical problem; but Fisher was very good at this, and found many of these sampling distributions for the first time. Technical details of these derivations, in more modern language and notation, may be found in Feinberg and Hinkley (1980).

Many writers have wondered how Fisher was able to acquire the multidimensional space intuition that enabled him to solve these problems. We would point out that, just before starting to produce those results, Fisher spent a year (1912-1913) as assistant to the theoretical physicist Sir James Jeans, who was then preparing the second edition of his book on kinetic theory and worked daily on calculations with high-dimensional multivariate Gaussian distributions (called Maxwellian velocity distributions).

But nobody seemed to notice that Jeffreys was able to bypass Fisher's calculations and derive those parameter estimates in a few lines of the most elementary algebra. For Jeffreys, using probability theory as logic, in the absence of any cogent and detailed prior information, the best estimators were always determined by the likelihood function, which can be written down at once, merely by inspection of $p(D \mid \theta)$. This automatically constructed the optimal estimator for him, with no need for intuitive judgment and without ever calculating a sampling distribution for an estimator. Fisher's difficult calculations calling for all that space intuition, although interesting as mathematical results in their own right, were quite unnecessary for the actual conduct of inference.

Fisher's later dominance of the field derives less from his technical work than from his flamboyant personal style and the worldly power that went with his official position, in charge of the work and destinies of many students and subordinates. For 14 years (19191933) he was at the Rothamsted agricultural research facility with an increasing number of assistants and visiting students, then holder of the Chair of Eugenics at University College, London, and finally in 1943 Balfour Professor of Genetics at Cambridge, where he also became President of Caius College. He was elected Fellow of the Royal Society in 1929, and was knighted in 1952.

Within his field of geophysics, Harold Jeffreys also showed an outstandingly high competence, was elected Fellow of the Royal Society in 1925, became Plumian Professor of Astronomy at Cambridge in 1946, and was knighted in 1953. The treatise on mathematical physics by Sir Harold and Lady Jeffreys (1946) was for many years the standard textbook in the field. But Jeffreys remained all his life as a Fellow of St John's College, Cambridge,
working quietly and modestly, and hardly visible outside his field of geophysics; he had only one doctoral student in probability theory (V. S. Huzurbazar).

In sharp contrast, Fisher, possessed of a colossal, overbearing ego, thrashed about in the field, attacking the work of everyone else ${ }^{1}$ with equal ferocity. Somehow, early in life, Fisher's mind became captured by the dogma that by 'probability' one is allowed to mean only limiting frequency in a random experiment. However, he usually stated this as the ratio of two infinite numbers rather than the limit of a ratio of finite numbers, and said that any other meaning is metaphysical nonsense, unworthy of a scientist. Conceivably, this view might have come from the philosopher John Venn, an earlier President of Caius College, Cambridge, where Fisher was an undergraduate from 1909 to 1912. In a very influential work, which went through three editions, Venn ridiculed Laplace's conception of probability theory as logic; and Fisher's early work sounds very much like this.

However, we see a weakening of resolve in Fisher's final book (1956), where he actually defends Laplace against the criticisms of Venn, and suggests that Venn did not understand mathematics well enough to comprehend what Laplace was saying. His criticisms of Jeffreys are now much toned down. Noting this, some have opined that, were Fisher alive today, he would be a Bayesian. ${ }^{2}$

In both science and art, every creative person must, at the beginning of his career, do battle with an establishment that, not comprehending the new ideas, is more intent on putting him down than understanding his message. Karl Pearson (1857-1936), as editor of Biometrika, performed that 'service' for Fisher in his early attempts at publication, and Fisher never forgave him for this. But curiously, in his last book, Fisher's attacks against Pearson are, if anything, more violent and personal than ever before. This is hard to understand, for by 1956 the battle was long since won; Pearson had been dead for 20 years, and it was universally recognized that in all their disputes Fisher had been in the right. Why should the bitterness remain 30 years after it had ceased to be relevant? This tells us much about Fisher's personality.

Fisher's articles are most easily found today in two 'collected works' (Fisher, 1950, 1974). The ones on the principles of inference have an interesting characteristic pattern. They start with a paragraph or two of polemical denunciation of Jeffreys' use of Bayes' theorem (at that time called inverse probability). Then he formulates a problem, sees the correct solution intuitively, and does the requisite calculations in a very efficient, competent way. But, just at the point where one more step of the logical argument would have forced him to see that he was only rediscovering, in his own way, the results of applying Bayes' theorem, the article comes to an abrupt end.

[^95]Harold Jeffreys (1939) was able to derive all the same results far more easily, by direct use of probability theory as logic, and this automatically yielded additional information about the range of validity of the results and how to generalize them, that Fisher never did obtain. But whenever Jeffreys tried to point this out, he was buried under an avalanche of criticism which simply ignored his mathematical demonstrations and substantive results and attacked his ideology. His perceived sin was that he did not require a probability to be also a frequency, and so admitted the notion of probability of an hypothesis. Nobody seemed to perceive the fact that this broader conception of probability was just what was giving him those computational advantages.

Jerzy Neyman, whom we discussed in Chapter 14, also rejected Jeffreys' work on the same ideological grounds as did Fisher (but in turn had his own work rejected by Fisher). Neyman also directed scathing ridicule at Jeffreys, far beyond what would have been called for even if Neyman had been technically correct and Jeffreys wrong. For example, Neyman (1952, p. 11) becomes heated over a problem involving five balls in two urns, so simple that it would not be considered worthy of being an undergraduate homework problem today, in which Jeffreys (1939, Sect. 7.02) is clearly in the right.

In view of all this, it is pleasant to be able to record that, in the end, Harold Jeffreys outlived his critics, and the merit of his work, on both the theoretical and the pragmatic levels, was finally recognized. In the last years of his life he had the satisfaction of seeing Cambridge University - from the Cavendish Physics Laboratory to the north to the Molecular Biology Laboratory to the south - well populated with young scientists studying and applying his work and, with the new tool of computers, demonstrating its power for the current problems of science.

The exchanges between Fisher and Jeffreys over these issues in the British journals of the 1930s were recalled recently by S. Geisser (1980) and D. Lane (1980), with many interesting details. But we want to add some additional comments to theirs, because a fellow physicist is in a better position to appreciate Jeffreys' motivations, highly relevant for the applications we are concerned with today.

Firstly, we need to recognize that a large part of their differences arose from the fact that Fisher and Jeffreys were occupied with very different problems. Fisher studied biological problems, where one had no prior information and no guiding theory (this was long before the days of the DNA helix), and the data taking was very much like drawing from Bernoulli's urn. Jeffreys studied problems of geophysics, where one had a great deal of cogent prior information and a highly developed guiding theory (all of Newtonian mechanics giving the theory of elasticity and seismic wave propagation, plus the principles of physical chemistry and thermodynamics), and the data taking procedure had no resemblance to drawing from an urn. Fisher, in his cookbook (1925, Sect. 1) defines statistics as the study of populations; Jeffreys devotes virtually all of his analysis to problems of inference where there is no population.

Late in life, Jerzy Neyman was able to perceive this difference. His biographer, Constance Reid (1982, p. 229), quotes Neyman thus: 'The trouble is that what we statisticians call modern statistics was developed under strong pressure on the part of biologists. As a
result, there is practically nothing done by us which is directly applicable to problems of astronomy.'

Fisher advanced, very aggressively, the opposite view: that the methods which were successful in his biological problems must be also the general basis of all scientific inference. What Fisher was never able to see is that, from Jeffreys' viewpoint, Fisher's biological problems were trivial, both mathematically and conceptually. In his early chapters, Jeffreys (1939) disposes of them in a few lines, obtaining Fisher's inference results far more easily than Fisher did, as the simplest possible applications of Bayes' theorem, ${ }^{3}$ then goes on to more complex problems beyond the ambit of Fisher's methods. Jeffreys (1939, Chap. 7) then summarizes the comparisons with Fisher and Neyman in more general terms.

As science progressed to more and more complicated problems of inference, the shortcomings of the orthodox methods became more and more troublesome. Fisher would have been nearly helpless, and Neyman completely helpless, in a problem with many nuisance parameters but no sufficient or ancillary statistics. Accordingly, neither ever attempted to deal with what is actually the most common problem of inference faced by experimental scientists: linear regression with both variables subject to unknown error. Generations of scientists in several different fields searched the statistical literature in vain for help on this; but for Bayesian methods (Zellner, 1971; Bretthorst, 1988) the nuisance parameters are only minor technical details that do not deter one from finding the straightforward and useful solutions. Scientists, engineers, biologists, and economists with good Bayesian training are now finding for themselves the correct solutions appropriate to their problems, which can adapt effortlessly to many different kinds of prior information, thus achieving a flexibility unknown in orthodox statistics.

However, we recognize Fisher's high competence in the problems which concerned him. An honest man can maintain an ideology only as long as he confines himself to problems where its shortcomings are not evident. Had Fisher tried more complex problems, we think that he would have perceived the superior power of Jeffreys' methods rather quickly; as we demonstrate in Chapters 13 and 17, the mathematics forces one to it, independently of all ideology. As noted, it may be that he started to see this toward the end of his life.

Secondly, we note the very different personalities and habits of scholarly conduct of the combatants. In any field, the most reliable and instantly recognizable sign of a fanatic is a lack of any sense of humor. Colleagues have reported their experiences at meetings, where Fisher could fly into a trembling rage over some harmless remark that others would only smile at. Even his disciples (for example, Kendall, 1963) noted that the character defects which he attributed to others were easily discernible in Fisher himself; as one put it, 'Whenever he paints a portrait, he paints a self-portrait'.

Harold Jeffreys maintained his composure, never took these disputes personally, and, even in his 90s, when the present writer knew him, it was a delight to converse with him

[^96]because he still retained a wry, slightly mischievous, sense of humor. The greatest theoretical physicists of the 19th and 20th centuries, James Clerk Maxwell and Albert Einstein, showed just the same personality trait, as testified by many who knew them.

Needless to say (since Fisher's methods were mathematically only special cases of those of Jeffreys), Fisher was never able to exhibit a specific problem in which his methods gave a satisfactory result and Jeffreys' methods did not. Therefore we see in Fisher's words almost no pointing to actual results in real problems. Usually Fisher's words convey only a spluttering exasperation at the gross ideological errors of Jeffreys and his failure to repent. His few attempts to address technical details only reveal his own misunderstandings of Jeffreys.

For example, Jeffreys (1932) gave a beautiful derivation of the $\mathrm{d} \sigma / \sigma$ prior for a scale parameter, which we referred to in Chapter 12. Given two observations $x_{1}, x_{2}$ from a Gaussian distribution, the predictive probability density for the third observation is

$$
\begin{equation*}
p\left(x_{3} \mid x_{1} x_{2} I\right)=\int \mathrm{d} \mu \int \mathrm{~d} \sigma p\left(x_{3} \mid \mu \sigma I\right) p\left(\mu \sigma \mid x_{1} x_{2} I\right) \tag{16.4}
\end{equation*}
$$

If initially $\sigma$ is completely unknown, then our estimates of $\sigma$ ought to follow the data difference $\left|x_{2}-x_{1}\right|$, with the result that the predictive probability for the third observation to lie between them ought to be $1 / 3$, independently of $x_{1}$ and $x_{2}$ (with independent sampling, every permutation of the three observations has the same probability). He shows that this will be true only for the $\mathrm{d} \sigma / \sigma$ prior.

But Fisher (1933), failing to grasp the concept of a predictive distribution, takes this to be a statement about the sampling distribution $p\left(x_{3} \mid \mu \sigma I\right)$, which is an entirely different thing; he jumps to the conclusion that Jeffreys is guilty of a ridiculous elementary error, and then launches into seven pages of polemical attacks on all of Jeffreys' work, which display in detail his own total lack of comprehension of what Jeffreys was doing. All readers who want to understand the conceptual hangups that delayed the progress of this field for decades should read this exchange very carefully.

But in Jeffreys' words there is no misunderstanding of Fisher, no heaping of scorn and no ideological sloganeering; only a bemused sense of humor at the whole business. The issue as Jeffreys saw it was not any error of Fisher's actual procedures on his particular biological problems, but the incompleteness of his methods for more general problems and the lack of any justification for his dogmatically asserted premises. In particular, that one must conjure up some hypothetical infinite population from which the data are drawn, and that every probability must have an objectively 'true' value, independently of human information; Jeffreys' whole objective was to use probability to represent human information. Furthermore, Jeffreys always made his point quite gently.

For example, Jeffreys (1939, p. 325), perceiving what we noted above, writes of Fisher that, 'In fact, in spite of his occasional denunciations of inverse probability, I think that he has succeeded better in making use of what it really says than many of its professed users have.' As another example, in one of the exchanges Jeffreys complained that Fisher had 'reduced his work to nonsense'. In reply, Fisher pounced upon this, and wrote,
gleefully: 'I am not inclined to deny it.' Geisser (1980) concludes that Jeffreys came off second best here; we see instead Jeffreys smiling at the fact that Fisher was deflected from the issue and fell headlong into the little trap that Jeffreys had set for him.

Having said something of their differences, we should add that, as competent scientists, Fisher and Jeffreys were necessarily in close agreement on more basic things; in particular on the role of induction in science. Neyman, not a scientist but a mathematician, tried to claim that his methods were entirely deductive. For example, in Neyman (1952, p. 210), he states: ‘. . . in the ordinary procedure of statistical estimation there is no phase corresponding to the description of "inductive reasoning". ... all the reasoning is deductive and leads to certain formulae and their properties.' But Neyman (1950) was willing to speak of inductive behavior.

Fisher and Jeffreys, aware that all scientific knowledge has been obtained by inductive reasoning from observed facts, naturally enough denied the claim of Neyman that inference does not use induction, and of the philosopher Karl Popper that induction was impossible. We discussed this claim at the end of Chapter 9. Jeffreys expressed himself on this more in private conversations (at one of which the writer was present) than in public utterances; Fisher publicly likened Popper's and Neyman's strictures to political thought-control. As he put it (Fisher, 1956, p. 7): 'To one brought up in the free intellectual atmosphere of an earlier time there is something rather horrifying in the ideological movement represented by the doctrine that reasoning, properly speaking, cannot be applied to empirical data to lead to inferences valid in the real world.'

Indeed, Fisher's and Jeffreys' reactions to Popper may be a repetition of what happened in the 18th century. Fisher (1956, p. 10), Stigler (1983), and Zabell (1989) present quite good evidence - which seems to us, in its totality, just short of proof - that Thomas Bayes had found his result as early as 1748, and the original motivation for this work was his annoyance at the claim of the 18th century philosopher David Hume of the impossibility of induction. We may conjecture that Bayes sought to give an explicit counter-example, but found it a bit more difficult than he had at first expected, and so delayed publishing it. This would give a neat and natural explanation of many otherwise puzzling facts.

### 16.4 Pre-data and post-data considerations

The basic pragmatic difference in the two approaches is in how they relate to the data; orthodox practice is limited at the outset to pre-data considerations. That is, it gives correct answers to questions of the form:
(A) Before you have seen the data, what data do you expect to get?
(B) If the as yet unknown data are used to estimate parameters by some known algorithm, how accurate do you expect the estimates to be?
(C) If the hypothesis being tested is in fact true, what is the probability that we shall get data indicating that it is true?

Of course, probability theory as logic automatically includes all sampling distribution calculations; so, in problems where such questions are the ones of interest, we shall do the same calculations and reach the same numerical conclusions, with at worst a verbal disagreement over terminology.

As we have stressed repeatedly, virtually all real problems of scientific inference are concerned with post-data questions:
( $\mathrm{A}^{\prime}$ ) After we have seen the data, do we have any reason to be surprised by them?
( $B^{\prime}$ ) After we have seen the data, what parameter estimates can we now make, and what accuracy are we entitled to claim?
( $\mathrm{C}^{\prime}$ ) What is the probability conditional on the data, that the hypothesis is true?
Orthodoxy is prevented from dealing with post-data questions by its different philosophy. The basic tenet that determines the form of orthodox statistics is that the reason why inference is needed lies not in mere human ignorance of the true causes operative, but in a 'randomness' that is attributed instead to Nature herself; just what we call the 'mind projection fallacy'. This leads to the belief that probability statements can be made only about random variables and not about unknown fixed parameters. However, although the property of being 'random' is considered a real objective attribute of a variable, orthodoxy has never produced any definition of the term 'random variable' that could actually be used in practice to decide whether some specific quantity, such as the number of beans in a can, is or is not 'random'.

Therefore, although the question 'Which quantities are random?' is crucial to everything an orthodox statistician does, we are unable to explain how he actually decides this; we can only observe what decisions he makes. For some reason, data are always considered random, almost everything else is nonrandom; but to the best of our knowledge, there is no principle in orthodox statistics which would have enabled one to predict this choice. Indeed, in a real situation the data are usually the only things that are definite and known, and almost everything else in the problem is unknown and only conjectured; so the opposite choice would seem far more natural.

This orthodox choice has the consequence that orthodox theory does not admit the existence of prior or posterior probabilities for a fixed parameter or an hypothesis, because they are not considered random variables. We want, then, to examine how orthodoxy manages to pass off the answer to a pre-data question as if it were the answer to a post-data one. Mostly this is possible because of mathematical accidents, such as symmetry in parameter and estimator.

### 16.5 The sampling distribution for an estimator

We have noted why a major part of the orthodox literature is devoted, necessarily, to calculating, approximating, and comparing sampling pdfs for estimators; this is the only criterion orthodoxy has for judging estimators, and in a new problem one may need to find sampling distributions for a half-dozen different estimators before deciding which one is best.

The sampling pdf for an estimator does not have the same importance in Bayesian analysis, because we do have the needed theoretical principles; if an estimator has been derived from Bayes' theorem and a specified loss function, then we know from perfectly general theorems that it is the optimal estimator for the problem as defined, whatever its sampling distribution may be. In fact, the sampling pdf for an estimator plays no functional role in post-data inference, and so we have no reason to mention it at all, unless pre-data considerations are of some interest; for example, in planning an experiment and deciding what kind of data to take and when to stop.

In addition to this negative (nonfunctionality) reason, there is a stronger positive reason for diverting attention away from the sampling pdf for an estimator; it is not the proper criterion of the quality of an inference. Suppose a scientist is estimating a physical parameter $\alpha$ such as the mass of a planet. If the sampling pdf for the estimator is indeed equal to the longrun frequencies in many repetitions of the measurement, then its width would answer the pre-data question:
(Q1) How much would the estimate of $\alpha$ vary over the class of all data sets that we might conceivably get?

This is not the relevant question for the scientist, however. His concern is with the postdata one:
(Q2) How accurately is the value of $\alpha$ determined by the one data set $D$ that we actually have?
According to probability theory as logic, the correct measure of this is the width of the posterior pdf for the parameter, not the sampling pdf for the estimator. Since this is a major bone of contention between the orthodox and Bayesian schools of thought, let us understand why they can sometimes be the same, with resulting confusion of pre-data and post-data considerations. In the next chapter, we shall see some of the horrors that can arise when they are not the same.

Historically, since the time of Laplace, scientific inference has been dominated overwhelmingly by the case of Gaussian sampling distributions which have the aforementioned symmetry. Suppose we have a data set $D=\left\{y_{1}, \ldots, y_{n}\right\}$ and a sampling distribution

$$
\begin{equation*}
p(D \mid \mu \sigma I) \propto \exp \left\{-\sum_{i} \frac{\left(y_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right\} \tag{16.5}
\end{equation*}
$$

with $\sigma$ known. Then the Bayesian posterior pdf for $\mu$, with uniform prior, is

$$
\begin{equation*}
p(\mu \mid D \sigma I) \propto \exp \left\{-\frac{n(\mu-\bar{y})^{2}}{2 \sigma^{2}}\right\}, \tag{16.6}
\end{equation*}
$$

from which the post-data (mean $\pm$ standard deviation) estimate of $\mu$ is

$$
\begin{equation*}
(\mu)_{\mathrm{est}}=\bar{y} \pm \frac{\sigma}{\sqrt{n}} \tag{16.7}
\end{equation*}
$$

which shows that the sample mean $\bar{y} \equiv n^{-1} \sum y_{i}$ is a sufficient statistic. Then, if the
orthodoxian decided to use $\bar{y}$ as an estimator of $\mu$, he would find its sampling distribution to be

$$
\begin{equation*}
p(\bar{y} \mid \mu \sigma I) \propto \exp \left\{-\frac{n(\bar{y}-\mu)^{2}}{2 \sigma^{2}}\right\} \tag{16.8}
\end{equation*}
$$

and this would lead him to make the pre-data estimate

$$
\begin{equation*}
(\bar{y})_{\mathrm{est}}=\mu \pm \frac{\sigma}{\sqrt{n}} \tag{16.9}
\end{equation*}
$$

But although (16.7) and (16.9) have entirely different meanings conceptually, they are mathematically so nearly identical that the Bayesian and orthodoxian would make the same actual numerical estimate of $\mu$ and claim the same accuracy. In problems like this, which have sufficient statistics but no nuisance parameters, there is a mathematical symmetry (approximate or exact) which can make the answers to a pre-data question and a post-data question closely related if we have no very cogent prior information which would break that symmetry.

This accidental equivalence has produced a distorted picture of the field; the Gaussian case is the one in which orthodox methods do best - not only for the reasons explained in Chapter 7, but also because if there is no prior information the symmetry is exact, so predata and post-data results are numerically the same. On the basis of such limited evidence, orthodoxy tried to claim general validity for its methods. But had the early experience referred instead to Cauchy sampling distributions,

$$
\begin{equation*}
p(y \mid \mu)=\frac{1}{\pi}\left[\frac{1}{1+(y-\mu)^{2}}\right] \tag{16.10}
\end{equation*}
$$

the distinction could never have been missed because the answers to the pre-data and postdata questions are so different that common sense would never have accepted the answer to one as the answer to the other. In this case, with an uninformative prior the Bayesian posterior pdf for $\mu$ is

$$
\begin{equation*}
p(\mu \mid D I) \propto \prod_{i=1}^{n} \frac{1}{1+\left(\mu-y_{i}\right)^{2}} \tag{16.11}
\end{equation*}
$$

which is still straightforward, if analytically inconvenient. Numerically, the (posterior mean $\pm$ standard deviation) or (posterior median $\pm$ interquartile) estimates are readily found by computer, but there is no sufficient statistic and therefore no good analytical solution.

But orthodoxy has never found any satisfactory estimator at all for this problem! If we try again to use the sample mean $\bar{y}$ as an estimator, we find, to our dismay, that its sampling pdf is

$$
\begin{equation*}
p(\bar{y} \mid \mu I) \propto \frac{1}{1+(\bar{y}-\mu)^{2}} \tag{16.12}
\end{equation*}
$$

which is identical with (16.10); the mean of any number of observations is, according to
this orthodox criteria, no better than a single observation. Although Fisher noted that, for large samples, the sample median tends to be more strongly concentrated near the true $\mu$ than does the sample mean, this gives no reason to think that it is the best estimator by orthodox criteria, even in the limit of large samples, and the question remains open today.

We expect that both the Bayesian posterior mean and posterior median value estimators would prove to be considerably better, by orthodox criteria of performance, than any presently known orthodox estimator. Simple computer experiments would be able to confirm or refute this conjecture; we doubt whether they will be done, because the question is of no interest to a Bayesian, while a well-indoctrinated orthodoxian will never voluntarily examine any Bayesian result. ${ }^{4}$

### 16.6 Pro-causal and anti-causal bias

One criticism of orthodox methods that we shall find in the next chapter is not ideological, but that they have technical shortcomings (waste of information) which, in practice, all tend to bias our inferences in the same direction. The result is that, when we are testing for a new phenomenon, orthodoxy in effect considers it a calamity to give credence to a phenomenon that is not real, but is quite unconcerned about the consequences of failing to recognize a phenomenon that is real.

To be fair, at this point we should keep in mind the historical state of affairs, and the far worse practices that the early workers in this field had to counteract. As we noted in Chapter 5, the uneducated mind always sees a causal relationship - even where there is no conceivable physical mechanism for it - out of the most far-fetched coincidence.

Johannes Kepler (1571-1630) was obliged to waste much of his life casting horoscopes for his patron (and complained about it privately). No amount of evidence showing the futility of this seems to shake the belief in it; even today, more people make their living as astrologers than as astronomers.

In the 18th and 19th centuries, science was still awash with superstitious beliefs in causal influences that do not exist, and Laplace (1812) warned against this in terms that seem like platitudes today, although they made him enemies then. Our opening quotation from Helmholtz shows his exasperation at the fact that progress in physiology was made almost impossible by common belief in all kinds of causal influences for which there was no physical mechanism and no evidence. Louis Pasteur (1822-1895) spent much of his life trying to overcome the universal belief in spontaneous generation.

Although the state of public health was intolerable by present standards, hundreds of plants were credited with possessing miraculous medicinal properties; at the same time,

[^97]tomatoes were believed to be poisonous. As late as 1910 it was still being reported as scientific fact that poison ivy plants emit an 'effluvium' which infects those who merely pass by them without actual contact, although the simplest controlled experiment would have disproved this at once.

Today, science has advanced far beyond this state of affairs, but common understanding has hardly progressed at all. On the package of a popular brand of rice, the cooking instructions tell us that we must use a closed vessel, because 'the steam does the cooking'. Since the steam does not come into contact with the rice, this seems to be on a par with the poison ivy myth. Surely, a controlled experiment would show that the temperature of the water does the cooking. But at least this myth does no harm.

Other spontaneously invented myths can do a great deal of harm. If we have a single unusually warm summer, we are besieged with dire warnings that the Earth will soon be too hot to support life. Next year we will have an unusually cold winter, and the same disaster-mongers will be right there shouting about the imminent ice age. Both times they will receive the most full and sympathetic coverage by the news media, who, with their short memory and in their belief that they are doing a public service, amplify 1000-fold the capacity of the disaster-monger to do mischief. They encourage ever more irresponsible disaster-mongering as the surest way to get free personal publicity.

In 1991 some persons without the slightest conception of what either electricity or cancer are, needed only to hint that the weak 60 Hz electric and magnetic fields around home wiring or power lines are causing cancer; and the news media gave it instant credence and full prime-time radio and television coverage, throwing the uneducated public into a panic. They set up picket lines and protest marches to prevent installation of power lines where they were needed. The right of the public to be protected against the fraud of false advertising is recognized by all; so when will we have the right to be free of the fraud of sensationally false and irresponsible news reporting?

To counter this universal tendency of the untrained mind to see causal relations and trends where none exist, responsible science requires a very skeptical attitude, which demands cogent evidence for an effect; particularly one which has captured the popular imagination. Thus we can easily understand and sympathize with the orthodox conservatism in accepting new effects.

There is another side to this; skepticism can be carried too far. The orthodox bias against a real effect does help to hold irresponsibility in check, but today it is also preventing recognition of effects that are real and important. The history of science offers many examples of important discoveries that had their origin in the perception of someone who saw a small unexpected thing in his data, that an orthodox significance test would have dismissed as a random error. ${ }^{5}$ The discovery of argon by Lord Rayleigh and of cosmic rays by Victor Hess are examples that come to mind immediately. Of course, they did not jump to sweeping

[^98]conclusions from a single observation, as do the disaster-mongers; rather, they used the single surprising observation to motivate a careful investigation that culminated in overwhelming evidence for the new phenomenon. It is fortunate that physicists and astronomers do not, in practice, use orthodox significance tests; their own innate common sense is a safer and more powerful reasoning tool.

In other fields we must wonder how many important discoveries, particularly in medicine, have been prevented by editorial policies which refuse to publish that necessary first evidence for some effect, because the one data set that the researcher was able to obtain did not quite achieve an arbitrarily imposed significance level in an orthodox test. This could well defeat the whole purpose of scientific publication; for the cumulative evidence of three or four such data sets might have yielded overwhelming evidence for the effect. Yet this evidence may never be found unless the first data set can manage to get published.

How can editors recognize that scientific discovery is not a one-step process, but a manystep one, without thereby releasing a new avalanche of irresponsible, sensational publicity seekers? The problem is genuinely difficult, and we do not pretend to know the full answer.

Throughout this work we note instructive case histories of science gone wrong, when orthodox statistics was used to support either an unreasonable belief, or more often an unreasonable disbelief, in some phenomenon. In every case, a Bayesian analysis - taking into account all the evidence, not just the evidence of one data set - would have led to far more defensible conclusions; so editorial policies that required Bayesian standards of reasoning would go a long way toward solving this problem.

This orthodox bias against an effect is seen in the fact that Feller and others heap ridicule on 'cycle hunters' as being irresponsible, seeing in phenomena, such as economic time series, weather, sunspot numbers and earthquakes, periodicities that are not there. It is conceivable that there may be instances of this; but those who make the charge do not document specific examples which we can verify, and so we do not know of any. In economics, belief in business cycles goes in and out of style cyclically. Those who, like the economist Arthur Burns, merely look at a plot of the data, see the cycles at once. Those who, like Fisher, Feller, and Tukey (Blackman and Tukey, 1958), use orthodox data analysis methods, do not find them. Those who, like Bretthorst (1988), use probability theory as logic are taking into account more evidence than either of the above groups, and may or may not find them. More generally, the reason why some orthodox skeptics do not see real effects is that they use methods of data analysis which not only ignore prior information, but also violate the likelihood principle, and therefore waste some of the information in the data. We demonstrate this in Chapter 17.

### 16.7 What is real, the probability or the phenomenon?

This orthodox reluctance to see causal effects, even when they are real, has another psychological danger because eventually it becomes extrapolated into a belief in the existence of 'stochastic processes' in which no causes at all are operative, and probability itself is
the only real physical phenomenon. When the search for any causal relation whatever is deprecated and discouraged, scientific progress is brought to a standstill.

Belief in the existence of 'stochastic processes' in the real world; i.e. that the property of being 'stochastic' rather than 'deterministic' is a real physical property of a process, that exists independently of human information, is another example of the mind projection fallacy: attributing one's own ignorance to Nature instead. The current literature of probability theory is full of claims to the effect that a 'Gaussian random process' is fully determined by its first and second moments. If it were made clear that this is only the defining property for an abstract mathematical model, there could be no objection to this; but it is always presented in verbiage that implies that one is describing an objectively true property of a real physical process. To one who believes such a thing literally, there could be no motivation to investigate the causes more deeply than noting the first and second moments, and so the real processes at work might never be discovered.

This is not only irrational because one is throwing away the very information that is essential to understand the physical process; if carried into practice it can have disastrous consequences. Indeed, there is no such thing as a 'stochastic process' in the sense that the individual events have no specific causes. One who views human diseases or machine failures as 'stochastic processes', as described in some orthodox textbooks, would be led thereby to think that in gathering statistics about them he is measuring the one controlling factor - the physically real 'propensity' of a person to get a disease or a machine to fail and that is the end of it.

Yet where our real interests are involved, such foolishness is usually displaced rather quickly. Every individual disease in every individual person has a definite cause; fortunately, Louis Pasteur understood this in the 19th century, and our medical researchers understand it today. In medicine one does not merely collect statistics about the incidence of diseases; there are large organized research efforts to find their specific causes in individual cases.

Likewise, every machine failure has a definite cause; after every airplane crash the Federal Aviation Officials arrive and, if necessary, spend months sifting through all the evidence trying to determine the exact cause. Only by this pursuit of each individual cause can the level of public health and the safety and reliability of our machines be improved.

### 16.8 Comments

One lesson from the considerations of this chapter is that a deep change in the sociology of science - the relationship between scientist and statistician - is now underway. This is being brought about by the coincidence of recent improvements in both theoretical understanding and computation facilities.

The scientist who has learned the simple, unified principles of inference expounded here would not consult a statistician for advice because he can now work out the details of his specific data analysis problem for himself, and if necessary write a new computer program, in less time than it would take to read about them in a book or hire it done by a statistician. He
is also alert to the defects in orthodox methods, and will avoid all advice from a statistician who continues to recommend them. Each scientist involved in data analysis can be his own statistician.

Another important general conclusion is that in analyzing data-particularly when searching for new effects - scientists are obliged to find a very careful compromise between seeing too little and seeing too much. Only methods of inference which realize all the 'resolving power' possible, by taking careful account of all the relevant prior information, all the previously obtained data, and all the information in the likelihood function, can steer a safe course between these dangers and yield justifiable conclusions. Probability theory as logic automatically takes into account the full range of conditions consistent with our information (our basic desiderata require this); and so it cannot give us misleading conclusions unless we feed it false information or withhold true and relevant information from it.

For many years, orthodox methods of data analysis, through their failure to take into account all the relevant evidence, have been misleading us in ways that have increasingly serious economic and social consequences. Often, orthodox methods are unable to find significant evidence for effects so clear that they are obvious at once from a mere glance at the data. More rarely, from failure to note cogent prior information orthodox methods may hallucinate, seeing nonexistent effects. We document cases of both in this work, and see how in all cases Bayesian analysis would have avoided the difficulty automatically.

### 16.8.1 Communication difficulties

As an example of the difficulties that Bayesians have trying to communicate with those trained only in the sampling theory viewpoint, the writer once gave a talk in which he mentioned in passing a very elementary and well-known theorem: that the posterior expectation of a parameter is the estimator that minimizes the expected square of the error. ${ }^{6}$

A sampling theorist in the audience objected violently to this, for in his lexicon an 'expectation' and an 'estimator' were not only different things, but things of a totally different qualitative nature: an estimator is a function of the data, but an expectation is an average over all possible data, a function of the parameter. So when I said that the best estimator is the posterior expectation, it sounded to him like I had said that apples are oranges; he not only denied the theorem, but thought that I had taken leave of my senses, and was ignorant of the meaning of statistical terms.

How would you reply to this objection? The problem was that the term 'posterior expectation' was, for him, meaningless, because he denied the existence of any such thing as a posterior distribution, and so could not comprehend that a posterior expectation is indeed a function of the data and is therefore a possible estimator. So unless he can be shifted into a completely different mindset, the simple theorem will continue to seem like pure nonsense to him. How can one explain this without offending - and thereby completely losing contact with - the objector?

[^99]L. J. Savage (1954), noting these communication blocks, caused by seemingly irreconcilable differences in ideology growing into fundamental differences in terminology, wrote that '... there has seldom been such complete disagreement and breakdown of communication since the Tower of Babel'. A more complete discussion of past communication difficulties is given in Jaynes (1986a). Today, with plentiful, powerful, and cheap computation facilities, we can bypass this and settle these issues by demonstrating the facts of actual performance. One of the purposes of the present work is to explain how such demonstrations can be carried out.

In the 1930s and 1940s, there were not only communication blocks, but rampant statistical gamesmanship. Everybody wants to be seen as taking a public stance for virtue and against sin, so the frequentist statisticians adopted the simple device of inventing virtuous-sounding terms (like unbiased, efficient, uniformly most powerful, admissible, robust) to describe their own procedures, therefore almost forcing others to apply the sinful-sounding antonyms (like biased, inadmissible) to all other methods.

Those who played this game were, in the long run, only caught in their own trap; for all their favored methods were arbitrary ad hockeries not derived from any first principles. It developed - inevitably in view of Cox's theorems - that all of them had serious defects that are overcome only by the Bayesian methods that they rejected. It is now clear, as we demonstrate in Chapter 17, that a 'biased' estimate may be considerably closer to the truth than an 'unbiased' one, an 'inadmissible' procedure may be far superior to an 'admissible' one; and so on. Today those emotionally loaded terms are only retarding progress and doing a disservice to science.

# Principles and pathology of orthodox statistics 


#### Abstract

The development of our theory beyond this point, as a practical statistical theory, involves... all the complexities of the use, either of Bayes' law on the one hand, or of those terminological tricks in the theory of likelihood on the other, which seem to avoid the necessity for the use of Bayes' law, but which in reality transfer the responsibility for its use to the working statistician, or the person who ultimately employs his results.


Norbert Wiener (1948)

To the best of our knowledge, Norbert Wiener never actually applied Bayes' theorem in a published work; yet he perceived the logical necessity of its use as soon as one builds beyond the sampling distributions involved in his own statistical work. In the present chapter we examine some of the consequences of failing to use Bayesian methods in some very simple problems, where the paradoxes of Chapter 15 never arise.

In Chapter 16 we noted that the orthodox objections to Bayesian methods were always philosophical or ideological in nature, never examining the actual results that they give, and we expressed astonishment that mathematically competent persons would use such arguments. In order to give a fair comparison, we need to adopt the opposite tactic here, and concentrate on the demonstrable facts that orthodoxians never mention. Since Bayesian methods have been so egregiously misrepresented in the orthodox literature throughout our lifetimes, we must lean over backwards to avoid misrepresenting orthodox methods now; whenever an orthodox method does yield a satisfactory result in some problem, we shall acknowledge that fact, and we shall not deplore its use merely on ideological grounds. On the other hand, when a common orthodox procedure leads to a result that insults our intelligence, we shall not hesitate to complain about it.

Our present goal is to understand the following. In what circumstances, and in what ways, do the orthodox results differ from the Bayesian results? What are the pragmatic consequences of this in real applications? The theorems of Richard Cox provide all the ideology we need, and all of our pragmatic comparisons only confirm, in many different contexts, what those theorems lead us to expect.

### 17.1 Information loss

It is not easy to cover all this ground, because orthodox statistics is not a coherent body of theory that could be confirmed or refuted by a single analysis. It is a loose collection of independent ad hoc devices, invented and advocated by many different people on many different intuitive grounds; and they are often in sharp disagreement with each other.

But one can see generally, once and for all, when and why orthodox methods, quite aside from their failure to use prior information, must also waste some of the information in the data. Consider estimation of a parameter $\theta$ from a data set $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$ represented by a point in $R^{n}$. Orthodoxy requires us to choose a single estimator $b(D) \equiv b\left(x_{1}, \ldots, x_{n}\right)$ before we have seen the data, and then use only $b(x)$ for the estimation. Now, specifying the observed numerical value of $b(x)$ locates the sample on a manifold (subspace of $R^{n}$ ) of dimension $(n-1)$. Specifying the actual data set $D$ tells us that, and also where on the manifold we are. If position on the manifold is irrelevant to $\theta$, then $b(D)$ is a sufficient statistic for $\theta$, and unless there are further circumstances, such as highly cogent prior information, the orthodox method will be satisfactory pragmatically whatever its proclaimed rationale. Otherwise, specifying $D$ conveys additional information about $\theta$ that is not conveyed by specifying the statistic $b(D)$.

Put differently, given the actual data set $D$, all estimators that the orthodoxian might have chosen $\left\{b_{1}, b_{2}, \ldots\right\}$ are known, so Bayes' theorem has available for its use simultaneously all the information contained in the class of all possible estimators. If there is no sufficient statistic, it is able to choose the optimal estimator for the present data set.

If the estimator is not a sufficient statistic, its sampling distribution is irrelevant for us, because with different data sets we shall use different estimators. We saw this in some detail, from different viewpoints, in Chapters 8 and 13. The same considerations apply to hypothesis testing; the Bayesian procedure has available all the relevant information in the data, but an orthodox procedure based on a single statistic does not unless it is a sufficient statistic. If it is not sufficient, then we expect that the Bayesian procedure will be superior (in the sense of more accurate or more reliable) because it is extracting more information from the data. Once one understands this, it is easy to produce any number of examples which demonstrate it.

From the Neyman-Pearson camp of orthodoxy we have the devices of unbiased estimators, confidence intervals, and hypothesis tests which amount to a kind of decision theory. This line of thought was adopted more or less faithfully in the works of Herbert Simon (1977) in economics, Erich Lehmann (1986) in hypothesis testing, and David Middleton (1960) in electrical engineering.

From the Fisherian (sometimes called the piscatorial) camp, there are the principles of maximum likelihood, analysis of variance, randomization in design of experiments, and a mass of specialized 'tail area' significance tests. Fortunately, the underlying logic is the same in all such significance tests, so they need not be analyzed separately. Adoption of these methods has been almost mandatory in biology and medical testing. Also, Fisher advocated fiducial probability, which most statisticians rejected, and conditioning on ancillary
statistics, which we discussed in Chapter 8, and showed that it is mathematically equivalent to applying Bayes' theorem without prior information.

### 17.2 Unbiased estimators

Given a sampling distribution $p(x \mid \alpha)$ with some parameter $\alpha$ and a data set comprising $n$ observations $D \equiv\left\{x_{1}, \ldots, x_{n}\right\}$, there are various orthodox principles for estimating $\alpha$, in the particular use of an unbiased estimator, and maximum likelihood. In the former we choose some function of the observations $\beta(D)=\beta\left(x_{1}, \ldots, x_{n}\right)$ as our 'estimator'. The Neyman-Pearson school holds that it should be 'unbiased', meaning that its expectation over the sampling distribution is equal to the true value of $\alpha$ :

$$
\begin{equation*}
\langle\beta\rangle=E(\beta)=\int d x_{1} \cdots d x_{n} \beta\left(x_{1}, \ldots, x_{n}\right) p\left(x_{1} \cdots x_{n} \mid \alpha\right)=\alpha \tag{17.1}
\end{equation*}
$$

As noted in Chapter 13, Eq. (13.20), the expected square of the error, over the sampling distribution, is the sum of two positive terms,

$$
\begin{equation*}
\left\langle(\beta-\alpha)^{2}\right\rangle=(\langle\beta\rangle-\alpha)^{2}+\operatorname{var}(\beta) \tag{17.2}
\end{equation*}
$$

where what the orthodoxian calls the 'sampling variance of $\beta$ ' (more correctly, the variance of the sampling distribution for $\beta$ ) is $\operatorname{var}(\beta)=\left\langle\beta^{2}\right\rangle-\langle\beta\rangle^{2}$. At present, we are not after mathematical pathology of the kind discussed in Chapter 15 and Appendix B, but rather logical pathology - due to conceptual errors in the basic formulation of a problem - which persists even when all the mathematics is well-behaved. So we suppose that the first two moments of that sampling distribution, $\langle\beta\rangle,\left\langle\beta^{2}\right\rangle$, exist for all the estimators to be considered. If we introduce a fourth moment $\left\langle\beta^{4}\right\rangle$, we are automatically supposing that it exists also; this is the general mathematical policy advocated in Appendix B. Then an unbiased estimator has, indeed, the merit that it makes one of the terms of (17.2) disappear. But it does not follow that this choice minimizes the expected square of the error; let us examine this more closely.

What is the relative importance of removing bias and minimizing the variance? From (17.2) it would appear that they are of equal importance; there is no advantage in decreasing one if in so doing we increase the other more than enough to compensate. Yet that is what the orthodox statistician usually does! As the most common specific example, Cramér (1946, p. 351) considers the problem of estimating the variance $\mu_{2}$ of a sampling distribution $p\left(x_{1} \mid \mu_{2}\right)$ :

$$
\begin{equation*}
\mu_{2}=\left\langle x_{1}^{2}\right\rangle-\left\langle x_{1}\right\rangle^{2}=\left\langle x_{1}^{2}\right\rangle \tag{17.3}
\end{equation*}
$$

from $n$ independent observations $\left\{x_{1}, \ldots, x_{n}\right\}$. We assume, in (17.3) and in what follows, that $\left\langle x_{1}\right\rangle=0$, since a trivial change of variables would in any event accomplish this. An elementary calculation shows that the sample variance (now correctly called the variance of the sample because it expresses the variability of the data within the sample, and does
not make reference to any probability distribution)

$$
\begin{equation*}
m_{2} \equiv \overline{x^{2}}-\bar{x}^{2}=\frac{1}{n} \sum_{i=1}^{n} x_{i}^{2}-\left[\frac{1}{n} \sum_{i=1}^{n} x_{i}\right]^{2} \tag{17.4}
\end{equation*}
$$

has expectation, over the sampling distribution $p\left(x_{1} \cdots x_{n} \mid \mu_{2}\right)=p\left(x_{1} \mid \mu_{2}\right) \cdots p\left(x_{n} \mid \mu_{2}\right)$, of

$$
\begin{equation*}
\left\langle m_{2}\right\rangle=\frac{n-1}{n} \mu_{2} \tag{17.5}
\end{equation*}
$$

and thus, as an estimator of $\mu_{2}$, it has a negative bias. So, goes the argument, we should correct this by using the unbiased estimator

$$
\begin{equation*}
M_{2} \equiv \frac{n}{n-1} m_{2} \tag{17.6}
\end{equation*}
$$

Indeed, this has seemed so imperative that in most of the orthodox literature, the term 'sample variance' is defined as $M_{2}$ rather than $m_{2}$.

Now, of course, the only thing that really matters here is the total error of our estimate; the particular way in which you or I separate error into two abstractions labeled 'bias' and 'variance' has nothing to do with the actual quality of the estimate. So, let's look at the full mean-square error criterion (17.2) with the choices $\beta=m_{2}$ and $\beta=M_{2}$. Replacement of $m_{2}$ by $M_{2}$ removes a term $\left(\left\langle m_{2}\right\rangle-\mu_{2}\right)^{2}=\mu_{2}^{2} / n^{2}$, but it also increases the term $\operatorname{var}\left(m_{2}\right)$ by a factor $[n /(n-1)]^{2}$, so it seems obvious that, at least for large $n$, this has made things worse instead of better. More specifically, suppose we replace $m_{2}$ by the estimator

$$
\begin{equation*}
\beta \equiv c m_{2} . \tag{17.7}
\end{equation*}
$$

What is the best choice of $c$ by orthodox criteria? The expected quadratic loss (17.2) is now

$$
\begin{align*}
\left\langle\left(c m_{2}-\mu_{2}\right)^{2}\right\rangle & =c^{2}\left\langle m_{2}^{2}\right\rangle-2 c\left\langle m_{2}\right\rangle \mu_{2}+\mu_{2}^{2} \\
& =\left\langle\left(m_{2}-\mu_{2}\right)^{2}\right\rangle-\left\langle m_{2}^{2}\right\rangle(\hat{c}-1)^{2}+\left\langle m_{2}^{2}\right\rangle(c-\hat{c})^{2} \tag{17.8}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{c} \equiv \frac{\mu_{2}\left\langle m_{2}\right\rangle}{\left\langle m_{2}^{2}\right\rangle} \tag{17.9}
\end{equation*}
$$

Evidently, the best estimator in the class (17.7) is the one with $c=\hat{c}$, and the term $-\left\langle m_{2}^{2}\right\rangle$ $(\hat{c}-1)^{2}$ in (17.8) represents the decrease in mean-square error obtainable by using $\hat{\beta} \equiv \hat{c} m_{2}$ instead of $m_{2}$. Another short calculation shows that

$$
\begin{equation*}
\left\langle m_{2}^{2}\right\rangle=n^{-3}(n-1)\left[\left(n^{2}-2 n+3\right) \mu_{2}^{2}+(n-1) \mu_{4}\right] \tag{17.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{4} \equiv\left\langle\left(x_{1}-\left\langle x_{1}\right\rangle\right)^{4}\right\rangle=\left\langle x_{1}^{4}\right\rangle \tag{17.11}
\end{equation*}
$$

is the fourth central moment of $p\left(x_{1} \mid \mu_{2}\right)$. We must understand $n>1$ in all this, for if $n=1$, we have $m_{2}=0$; in sampling theory, a single observation gives no information about the variance $\mu_{2} .{ }^{1}$

From (17.5) and (17.10) we then find that $\hat{c}$ depends on the second and fourth moments of the sampling distribution:

$$
\begin{equation*}
\hat{c}=\frac{n^{2}}{n^{2}-2 n+3+(n-1) K} \tag{17.12}
\end{equation*}
$$

where $K \equiv \mu_{4} / \mu_{2}^{2} \geq 1$. We see that $\hat{c}$ is a monotonic decreasing function of $K$; so, if $K \geq 2$, (17.12) shows that $\hat{c}<1$ for all $n$, instead of removing the bias in (17.5) we should always increase it!

In the case of a Gaussian distribution, $p\left(x \mid \mu_{2}\right) \propto \exp \left\{-x^{2} / 2 \mu_{2}\right\}$, we find $K=3$. We will seldom have $K<3$, for that would imply that $p\left(x \mid \mu_{2}\right)$ cuts off even more rapidly than Gaussian for large $x$. If $K=3$, (17.12) reduces to

$$
\begin{equation*}
\hat{c}=\frac{n}{n+1} \tag{17.13}
\end{equation*}
$$

which, by comparison with (17.6), says that rather than removing the bias we should approximately double it, in order to minimize the mean-square sampling error.

How much better is the estimator $\hat{\beta}=\hat{c} m_{2}$ than $M_{2}$ ? In the Gaussian case the mean-square error of the estimator $\hat{\beta}$ is

$$
\begin{equation*}
\left\langle\left(\hat{\beta}-\mu_{2}\right)^{2}\right\rangle=\frac{2 \mu_{2}^{2}}{n+1} \tag{17.14}
\end{equation*}
$$

The unbiased estimator $M_{2}$ corresponds to the choice

$$
\begin{equation*}
c=\frac{n}{n-1} \tag{17.15}
\end{equation*}
$$

and thus to the mean-square error

$$
\begin{equation*}
\left\langle\left(M_{2}-\mu_{2}\right)^{2}\right\rangle=\mu_{2}^{2}\left[\frac{2}{n+1}+\frac{2}{n}\right] \tag{17.16}
\end{equation*}
$$

which is over twice the amount incurred by use of $\hat{\beta} .{ }^{2}$ Most sampling distributions that arise in practice, if not Gaussian, have wider tails than Gaussian, so that $K>3$; in this case the difference will be even greater.

Up to this point, it may have seemed that we are quibbling over a very small thing changes in the estimator of one or two parts out of $n$. But now we see that the difference between (17.14) and (17.16) is not at all trivial. For example, with the unbiased estimator $M_{2}$ you will need $n=203$ observations in order to get as small a mean-square sampling

[^100]error as the biased estimator $\hat{\beta}$ gives you with only 100 observations. This is typical of the way orthodox methods waste information; in this example we have, in effect, thrown away half of our data whatever the value of $n$, and therefore wasted half the work expended in acquiring the data.
R. A. Fisher, who often thought in terms of information, perceived this long ago; but modern orthodox practitioners seem never to perceive it, because they continue to fantasize about frequencies, and do not think in terms of information at all. ${ }^{3}$ There is a work on econometrics (Valavanis, 1959, p. 60) where the author attaches such great importance to removing bias that he advocates throwing away not just half the data but practically all of them, if necessary, to achieve this.

Why do orthodoxians put such exaggerated emphasis on bias? We suspect that the main reason is simply that they are caught in a psychosemantic trap of their own making. When we call the quantity $(\langle\beta\rangle-\alpha)$ the 'bias', that makes it sound like something awfully reprehensible, which we must get rid of at all costs. If it had been called instead the 'component of error orthogonal to the variance', as suggested by the Pythagorean form of (17.2), it would have been clear to all that these two contributions to the error are on an equal footing; it is folly to decrease one at the expense of increasing the other. This is just the price one pays for choosing a technical terminology that carries an emotional load, implying value judgments; orthodoxy falls constantly into this tactical error.

Chernoff and Moses (1959) give a more forceful example showing how an unbiased estimate may be far from what we want. A company is laying a telephone cable across San Francisco Bay. They cannot know in advance exactly how much cable will be needed, and so they must estimate. If they overestimate, the loss will be proportional to the amount of excess cable to be disposed of; but if they underestimate, and the cable end falls into the water, the result may be financial disaster. Use of an unbiased estimate here could only be described as foolhardy; this shows why a Wald-type decision theory is needed to fully express rational behavior.

Another reason for such an undue emphasis on bias is a belief that if we draw $N$ successive samples of $n$ observations each and calculate the estimators $\beta_{1}, \ldots, \beta_{N}$, the average $\bar{\beta}=$ $N^{-1} \sum \beta_{i}$ of these estimates will converge in probability to $\langle\beta\rangle$ as $N \rightarrow \infty$, and thus an unbiased estimator will, on sufficiently prolonged sampling, give an arbitrarily accurate estimate of $\alpha$. Such a belief is almost never justified, even for the fairly well-controlled measurements of the physicist or engineer, not only because of unknown systematic error, but because successive measurements lack the logical independence required for these limit theorems to apply.

In such uncontrolled situations as economics, the situation is far worse; there is, in principle, no such thing as 'asymptotic sampling properties' because the 'population' is always finite, and it changes uncontrollably in a finite time. The attempt to use only sampling

[^101]distributions - always interpreted as limiting frequencies - in such a situation forces one to expend virtually all his efforts on irrelevant fantasies. What is relevant to inference is not any imagined (that is, nonobserved) frequencies, but the actual state of knowledge that we have about the real situation. To reject that state of knowledge - or any human information on the grounds that it is 'subjective' is to destroy any possibility of finding useful results; for human information is all we have. ${ }^{4}$

Even if we accept these limit theorems uncritically, and believe faithfully that our sampling probabilities are also the limiting frequencies, unbiased estimators are not the only ones which approach perfect accuracy with indefinitely prolonged sampling. Many biased estimators approach the true value of $\alpha$ in this limit, and do it more rapidly. Our $\hat{\beta}$ is an example. Furthermore, asymptotic behavior of an estimator is not really relevant, because the real problem is always to do the best we can with a finite data set; therefore the important question is not whether an estimator tends to the true value, but how rapidly it does so.

Long ago, R. A. Fisher disposed of the unbiased estimate by a different argument that we noted in Chapter 6, Eq. (6.94). The criterion of bias is not really meaningful, because it is not invariant under a change of parameters; the square of an unbiased estimate of $\alpha$ is not an unbiased estimate of $\alpha^{2}$. With higher powers $\alpha^{k}$, the difference in conclusions can become arbitrarily large, and nothing in the formulation of a problem tells us which choice of $k$ is 'right'. Thus, if you and I happen to choose $k$ differently, the criterion of an unbiased estimate will lead us to different conclusions about $\alpha$ from the same data. However, many orthodoxians simply ignore these ambiguities (although they can hardly be unaware of them) and continue to use unbiased estimators whenever they can, aware that they are violating a rather basic principle of rationality, but unaware that they are also wasting information. ${ }^{5}$

Note, however, that, after all this argument, nothing in the above entitles us to conclude that $\hat{\beta}$ is the best estimator of $\mu_{2}$ by the criterion of mean-square sampling error! We have considered only the restricted class of estimators (17.7) constructed by multiplying the sample variance (17.4) by some preassigned number; we can say only that $\hat{\beta}$ is the best one in that class. The question whether some other function of the sample values, not a multiple of (17.4), might be still better by the criterion of mean-square sampling error, remains completely open. That the orthodox approach to parameter estimation does not tell us how to find the best estimator, but only how to compare different intuitive guesses, was noted in Chapter 13 following Eq. (13.21); and we showed that the difficulty is overcome

[^102]by a slight reformulation of the problem, which leads inexorably to the Bayesian algorithm as the one which accomplishes what we really want.

Exercise 17.1. Try to extend sampling theory to deal with the many questions left unanswered by the orthodox literature and the above discussion. Is there a general theory of optimal sampling theory estimators for finite samples? If so, does bias play any role in it? We know already, from the analysis in Chapter 13, that this cannot be a variational theory; but it seems conceivable that a theory somewhat like dynamic programming might exist. In particular, can you find an orthodox estimator that is better than $\hat{\beta}$ by the mean-square error criterion? Or can you prove that $\hat{\beta}$ cannot be improved upon within sampling theory?

In contrast to the difficulty of these questions in sampling theory, we have noted above and in Chapter 13 that the Bayesian procedure automatically constructs the optimal estimator for any data set and loss function, whether or not a sufficient statistic exists; and it leads at once to a simple variational proof of its optimality not within any restricted class, but with respect to all estimators. And it does this without making any reference to the notion of bias, which plays no role in Bayesian theory.

### 17.3 Pathology of an unbiased estimate

On closer examination, an even more disturbing feature of unbiased estimates appears. Consider the Poisson sampling distribution: the probability that, in one time unit, we observe $n$ events, or 'counts', is

$$
\begin{equation*}
p(n \mid l)=\exp (-l) \frac{l^{n}}{n!}, \quad n=0,1,2, \ldots \tag{17.17}
\end{equation*}
$$

in which the parameter $l$ is the sampling expectation of $n,\langle n\rangle=l$. Then what function $f(n)$ gives an unbiased estimate of $l$ ? Evidently, the choice $f(n)=n$ will achieve this; to prove that it is unique, note that the requirement $\langle f(n)\rangle=l$ is

$$
\begin{equation*}
\sum_{n=0}^{\infty} \exp (-l) \frac{l^{n}}{n!} f(n)=l \tag{17.18}
\end{equation*}
$$

and, from the formula for coefficients of a Taylor series, this requires

$$
\begin{equation*}
f(n)=\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} l^{n}}\{l \exp (l)\}\right|_{l=0}=n \tag{17.19}
\end{equation*}
$$

A reasonable result. But suppose we want an unbiased estimator of some function $g(l)$; by the same reasoning, the unique solution is

$$
\begin{equation*}
f(n)=\left.\frac{\mathrm{d}^{n}}{\mathrm{~d} l^{n}}\{\exp (l) g(l)\}\right|_{l=0} \tag{17.20}
\end{equation*}
$$

Thus the only unbiased estimator of $l^{2}$ is

$$
f(n)=\left\{\begin{array}{cl}
0 & n=0,1  \tag{17.21}\\
n(n-1) & n>1
\end{array}\right.
$$

which is absurd for $n=1$. Likewise, the only unbiased estimator of $l^{3}$ is absurd for $n=1,2$; and so on. Here the unbiased estimator does violence to elementary logic; if we observe $n=2$, we are advised to estimate $l^{3}=0$; but if $l^{3}$ were zero, it would be impossible to observe $n=2$ ! The only unbiased estimator of $\exp \{-l\}$ is

$$
f(n)= \begin{cases}1 & n=0  \tag{17.22}\\ 0 & n>0\end{cases}
$$

which is absurd for all positive $n$. An unbiased estimator for $(1 / l)$ does not exist; it is mathematically pathological. Unbiased estimators can stand in conflict with deductive logic not just for a few data sets, but for all data sets. And if they can generate such pathology even in such a simple problem as this, what horrors await us in more complicated problems?

## The remedy

In contrast, with uniform prior the Bayesian posterior mean estimate of any function $g(l)$ is

$$
\begin{equation*}
\langle g(l)\rangle=\frac{1}{n!} \int_{0}^{\infty} \mathrm{d} l \exp (-l) l^{n} g(l) \tag{17.23}
\end{equation*}
$$

which is readily verified to be mathematically well-behaved and intuitively reasonable for all the above examples. The Bayes estimate of $(1 / l)$ is just $(1 / n)$; no pathology here. It is at first surprising that the Bayes estimate of $\exp \{-l\}$ is

$$
\begin{equation*}
f(n)=2^{-(n+1)} \tag{17.24}
\end{equation*}
$$

Why would it not be just $\exp \{-n\}$ ? To see why, note the following points.
(1) The posterior distribution for $l$ is skewed; the posterior probability that $l>n$ is

$$
\begin{equation*}
P(l>n)=\int_{n}^{\infty} \mathrm{d} l \exp \{-l\} \frac{l^{n}}{n!}=\exp (-n) \sum_{m=0}^{n} \frac{n^{m}}{m!} \tag{17.25}
\end{equation*}
$$

This decreases monotonically from 1 at $n=0$ to $1 / 2$ as $n \rightarrow \infty$. Thus, given $n$, the parameter $l$ is always more likely to be greater than $n$ than less.
(2) The posterior distribution for $l$ is proportional to $\exp \{-l\} l^{n}$, which is concentrated mostly in the interval $(n \pm \sqrt{n})$. But $\exp \{-l\}$ is so rapidly varying that, in calculating its expectation, most of the contribution to the integral $\int \mathrm{d} l \exp \{-2 l\} l^{n}$ comes from the region $(n / 2 \pm \sqrt{n} / 2)$; so $\exp \{-n / 2\}$ would be closer to the correct estimator than $\exp \{-n\}$. Both of these circumstances affect the numerical value, in such as way that (17.24) finally emerges as the balance between these opposing tendencies. This is still another example where Bayes' theorem detects a genuinely complicated
situation and automatically corrects for it, but in such a slick, efficient way that one is unaware of what is happening.

Exercise 17.2. Consider the truncated Poisson distribution:

$$
\begin{equation*}
p(n \mid l)=\left[\frac{1}{\exp (l)-1}\right] \frac{l^{n}}{n!}, \quad n=1,2, \ldots \tag{17.26}
\end{equation*}
$$

Show that the unbiased estimator of $l$ is now absurd for $n=1$, and the unbiased estimator of $\exp (-l)$ is absurd for all even $n$ and queer for all odd $n$.

Many other examples are known in which the attempt to find unbiased estimates leads to similar pathologies; several were noted by the orthodoxians Kendall and Stuart (1961). But their anti-Bayesian indoctrination was so strong that they would not deign to examine the corresponding Bayesian results; and so they never did learn that in all their cases Bayesian methods overcome the difficulty easily. ${ }^{6}$

### 17.4 The fundamental inequality of the sampling variance

A famous inequality, variously associated with the names Cramér, Rao, Darmois, Frechét and others, finds a lower bound to the sampling variance that can be achieved for any estimator - or, indeed, any statistic - with a continuous sampling distribution. Although the result is nearly trivial mathematically, it is important because it is almost the only bit of connected theory that orthodoxy has to guide it. An extensive discussion with examples is given by Cramér (1946, Chap. 32). Denote a data set of $n$ observations by $x \equiv\left\{x_{1}, \ldots, x_{n}\right\}$ and integration over the sample space by $\int \mathrm{d} x(\quad)$. With a sampling distribution $p(x \mid \alpha)$ containing a parameter $\alpha$, let

$$
\begin{equation*}
u(x, \alpha) \equiv \frac{\partial \log p(x \mid \alpha)}{\partial \alpha} \tag{17.27}
\end{equation*}
$$

Mathematically, the result we seek is just the Schwartz inequality: given two functions $f(x), g(x)$ defined on the sample space, write $(f, g) \equiv \int \mathrm{d} x f(x) g(x)$. Then $(f, g)^{2} \leq$ $(f, f)(g, g)$ with equality if and only if $f(x)=q g(x)$, where $q$ is a constant independent of $x$, although it may depend on $\alpha .^{7}$ Now make the choices

$$
\begin{equation*}
f(x) \equiv u(x, \alpha) \sqrt{p(x \mid \alpha)}, \quad g(x) \equiv[\beta(x)-\langle\beta\rangle] \sqrt{p(x \mid \alpha)} \tag{17.28}
\end{equation*}
$$

We find that $(f, g)=\langle\beta u\rangle-\langle\beta\rangle\langle u\rangle=\langle\beta u\rangle$, since $\langle u\rangle=\int \mathrm{d} x u(x, \alpha) p(x \mid \alpha)=\partial / \partial \alpha$ $\left[\int \mathrm{d} x p(x \mid \alpha)\right]=0$. Likewise, $(f, f)=\operatorname{var}(u)$, and $(g, g)=\operatorname{var}(\beta)$, so the Schwartz

[^103]inequality reduces to
\[

$$
\begin{equation*}
\langle\beta u\rangle \leq \sqrt{\operatorname{var}(\beta) \operatorname{var}(u)} \tag{17.29}
\end{equation*}
$$

\]

But $\langle\beta u\rangle=\int \mathrm{d} x \beta \partial p(x \mid a) / \partial \alpha=\mathrm{d}\langle\beta\rangle / \mathrm{d} \alpha=1+b^{\prime}(\alpha)$, where $b(\alpha) \equiv(\langle\beta\rangle-\alpha)$ is the bias of the estimator. Thus the famous inequality sought is

$$
\begin{equation*}
\operatorname{var}(\beta) \geq \frac{\left[1+b^{\prime}(\alpha)\right]^{2}}{\int \mathrm{~d} \alpha(\partial \log p(x \mid \alpha) / \partial \alpha)^{2} p(x \mid \alpha)} \tag{17.30}
\end{equation*}
$$

Now, substituting (17.27) into the necessary and sufficient condition for equality ( $f=q g$ ) and making a change of parameters $(\alpha \rightarrow l)$, where $l$ is defined by $q(\alpha)=-\partial l / \partial \alpha$, we have

$$
\begin{equation*}
\frac{\partial \log p(x \mid \alpha)}{\partial \alpha}=-l^{\prime}(\alpha)[\beta(x)-\langle\beta\rangle], \tag{17.31}
\end{equation*}
$$

and, integrating over $\alpha$, the condition for equality becomes

$$
\begin{equation*}
\log p(x \mid a)=-l(\alpha) \beta(x)+\int \mathrm{d} l\langle\beta\rangle+\text { const. } \tag{17.32}
\end{equation*}
$$

To put this into more familiar notation, note that the integral in (17.32) is a function of $\alpha$; let us call it $-\log Z(\alpha)$, defining the function $Z(\alpha)$. Likewise, the constant of integration in (17.32) is independent of $\alpha$ but may depend on $x$; so call it $\log m(x)$, defining the function $m(x)$. With these changes of notation, the necessary and sufficient condition for equality in (17.30) becomes

$$
\begin{equation*}
p(x \mid \alpha)=\frac{m(x)}{Z(l)} \exp \{-l(\alpha) \beta(x)\} \tag{17.33}
\end{equation*}
$$

But we recognize this as just the distribution that we found in Chapter 11, produced by the maximum entropy principle with a constraint fixing $\langle\beta(x)\rangle$. In (17.33) the denominator $Z(l)$ is evidently a normalizing constant, therefore equal to

$$
\begin{equation*}
Z(l)=\int \mathrm{d} x m(x) \exp \{-l \beta(x)\} \tag{17.34}
\end{equation*}
$$

whereupon the constraint is just

$$
\begin{equation*}
\langle\beta\rangle=-\frac{\partial \log (Z)}{\partial l}, \tag{17.35}
\end{equation*}
$$

which is identical with (11.60). This generalizes at once to the case where $\alpha, \beta$ are vectors of any dimensionality, the exponent becoming $\left\{-\sum l_{i}(\alpha) \beta_{i}(x)\right\}$ as in (11.43); so we are just rediscovering the maximum entropy formalism of Chapter 11!

These results teach us something very important about the basic unity and mutual consistency of several principles that had seemed, up till now, distinct from each other. We noted in Chapter 14 that the notion of sufficiency, which was always associated with the notion of information, is in fact definable in terms of Shannon's information measure of entropy. Long ago, the Pitman-Koopman theorem (Koopman, 1936; Pitman, 1936) proved
that the condition for existence of a sufficient statistic is just that the sampling distribution be of the functional form (17.32). Therefore, if we use the maximum entropy principle to assign sampling distributions, this automatically generates the distributions with the most desirable properties from the standpoint of inference in either sampling theory (because the sampling variance of an estimator is then the minimum possible value) or Bayesian theory (because then in applying Bayes' theorem we need only calculate a single function of the data).

Indeed, if we think of a maximum entropy distribution as a sampling distribution parameterized by the Lagrange multipliers $l_{j}$, we find that the sufficient statistics are precisely the data images of the constraints that were used in defining that distribution. Thus, the maximum entropy distribution generated from the set of constraints fixing $\left\{\left\langle\beta_{1}(x)\right\rangle,\left\langle\beta_{2}(x)\right\rangle, \ldots,\left\langle\beta_{k}(x)\right\rangle\right\}$ as expectations over the probability distribution, has $k$ sufficient statistics which are just $\left\{\beta_{1}(x), \ldots, \beta_{k}(x)\right\}$, in which now $x$ is the observed data set. This is proved in Jaynes (1978, Eq. B82); we leave it as an exercise for the reader to reconstruct the proof.

If the sampling distribution does not have the form (17.33) or its generalization, there are two possibilities. Firstly, if the sampling distribution is continuous in $\alpha$, then the lower bound (17.28) cannot be attained, and there seems to be no theory to determine the correct lower bound, much less to construct an estimator that achieves it. Then if $\langle\beta\rangle$ is unbiased, the ratio of the minimum possible variance, right-hand side of (17.30), to the actual var ( $\beta$ ) was called by Fisher the efficiency of the estimator $\beta$, and an estimator with efficiency of one was called an efficient estimator. Nowadays it is usually called an 'unbiased minimum variance' (UMV) estimator. ${ }^{8}$

Secondly, if $p(x \mid \alpha)$ has discontinuities, Cramér (1946, p. 485) finds that there are estimators that actually achieve a lower variance than (17.28). But how is this possible, since the Schwartz inequality does not seem to admit to any exceptions? We consider this a mathematical error, for reasons explained in Appendix B (had Cramér approached a discontinuous function as the limit of a sequence of continuous ones, another term, a delta-function, would have appeared in the limit, which just accounts for the discrepancy and makes the inequality (17.30) correct whether $p(x \mid \alpha)$ is continuous or discontinuous). This is a typical case where failure to recognize the necessary role of delta-functions in analysis leads one into errors.

### 17.5 Periodicity: the weather in Central Park

A common problem, important in economics, meteorology, geophysics, astronomy and many other fields, is to decide whether certain data taken over time provide evidence for a periodic behavior. Any clearly discernible periodic component (in births, diseases, rainfall, temperature, business cycles, stock market, crop yields, incidence of earthquakes, brightness of a star) provides an evident basis for improved prediction of future behavior,

[^104]on the presumption (that is, inductive reasoning) that periodicities observed in the past are likely to continue in the future. But even apart from prediction, the principle for analyzing the data for evidence of periodicity in the past is still controversial: is it a problem of significance tests, or one of parameter estimation? Different schools of thought come to opposite conclusions from the same data.

Consider an example from the recent literature of orthodox reasoning and procedure here; this will also provide an easy introduction to Bayesian spectrum analysis. Bloomfield (1976, p. 110) gives a graph showing mean January temperatures observed over about 100 years in Central Park, New York. The presence of a periodicity of roughly 20 years with a peak-to-peak amplitude of about $4^{\circ} \mathrm{F}$ is perfectly evident to the eye, since the irregular 'noise' is only about $0.5^{\circ} \mathrm{F}$. Yet Bloomfield, applying an orthodox significance test introduced by Fisher, concludes that there is no significant evidence for any periodicity!

### 17.5.1 The folly of pre-filtering data

In trying to understand this we note first that the data of Bloomfield's graph have been 'prefiltered' by taking a 10 year moving average. What effect does this have on the evidence for periodicity? Let the original raw data be $D=\left\{y_{1}, \ldots, y_{n}\right\}$ and consider the discrete Fourier transform

$$
\begin{equation*}
Y(\omega) \equiv \sum_{t=1}^{n} y_{t} \exp \{\mathrm{i} \omega t\} \tag{17.36}
\end{equation*}
$$

This is well-defined for continuous values of $\omega$ and is periodic: $Y(\omega)=Y(\omega+2 \pi)$. Therefore there is no loss of information if we confine the frequency to $|\omega|<\pi$. But even that is more than necessary; the values of $Y(\omega)$ at any $n$ consecutive and discrete 'Nyquist' frequencies ${ }^{9}$

$$
\begin{equation*}
\omega_{k} \equiv 2 \pi k / n, \quad 0 \leq k<n \tag{17.37}
\end{equation*}
$$

already contain all the information in the data, for by the orthogonality $n^{-1} \sum_{k} \exp \left\{\mathrm{i} \omega_{k}(s-\right.$ $t)\}=\delta_{s t}$, the data can be recovered from them by the Fourier inversion:

$$
\begin{equation*}
\frac{1}{n} \sum_{k=1}^{n} Y\left(\omega_{k}\right) \exp \left\{-\mathrm{i} \omega_{k} t\right\}=y_{t}, \quad 1 \leq t \leq n \tag{17.38}
\end{equation*}
$$

Suppose the data were replaced with an $m$ year moving average over past values, with weighting coefficient of $w_{s}$ for lag $s$ :

$$
\begin{equation*}
z_{t} \equiv \sum_{s=0}^{m-1} y_{t-s} w_{s} \tag{17.39}
\end{equation*}
$$

[^105]The new Fourier transform would be, after some algebra, ${ }^{10}$

$$
\begin{equation*}
Z(\omega)=\sum_{t=1}^{n} z_{t} \exp \{\mathrm{i} \omega t\}=W(\omega) Y(\omega) \tag{17.40}
\end{equation*}
$$

where

$$
\begin{equation*}
W(\omega) \equiv \sum_{s=0}^{m-1} w_{s} \exp \{\mathrm{i} \omega s\} \tag{17.41}
\end{equation*}
$$

is the Fourier transform of the weighting coefficients. This is just the convolution theorem of Fourier theory. Thus, taking any moving average of the data merely multiplies its Fourier transform by a known function. In particular, for uniform weighting

$$
\begin{equation*}
w_{s}=\frac{1}{m}, \quad 0 \leq s<m \tag{17.42}
\end{equation*}
$$

we have

$$
\begin{equation*}
W(\omega)=\frac{1}{m} \sum_{s=0}^{m-1} \exp \{-\mathrm{i} \omega s\}=\exp \left\{-\mathrm{i} \frac{\omega}{2}(m-1)\right\}\left[\frac{\sin (m \omega / 2)}{m \sin (\omega / 2)}\right] \tag{17.43}
\end{equation*}
$$

In the case $m=10$ we find, for a 10 year and 20 year periodicity, respectively,

$$
\begin{equation*}
W(2 \pi / 10)=0 ; \quad W(2 \pi / 20)=0.639 \exp \{-9 \pi \mathrm{i} / 20\} \tag{17.44}
\end{equation*}
$$

Thus, taking a 10 year moving average of any time series data represents an irreversible loss of information; it completely wipes out any evidence for a 10 year periodicity, and reduces the amplitude of a 20 year periodicity by a factor 0.639 , while shifting its phase by $9 \pi / 20=1.41$ radian. In addition, the magnitude of $W(\omega)$ is decreasing at $\omega=2 \pi / 20$ so the apparent frequency is shifted; the peak in $Z(\omega)$ occurs at a lower frequency than the true peak in $Y(\omega)$. We conclude that the original data had a periodicity of roughly 20 years with a peak-to-peak amplitude of about $4 / 0.639=6.3^{\circ} \mathrm{F}$, even more obvious to the eye and nearly 90 degrees out of phase with the periodicity visible in Bloomfield's graph; and the true frequency is somewhat higher than one would estimate from the graph. Taking the moving average has severely mutilated and distorted the information in the data.

At several places we warn against the common practice of pre-filtering data in this way before analyzing them. The only thing it can possibly accomplish is the cosmetic one of making the graph of the data look prettier to the eye. But if the data are to be analyzed

[^106]by a computer, this does not help in any way; it only throws away or distorts some of the information that the computer could have extracted from the original, unaltered data. It renders the filtered data completely useless for certain purposes. For all we know, there might have been a strong periodicity of about 10 years in the original data, corresponding to the well known 11 year periodicity in sunspot numbers; but, if so, taking a 10 year moving average has wiped out the evidence for it.

The periodogram of the data is then the power spectral density:

$$
\begin{equation*}
P(\omega) \equiv \frac{1}{n}|Y(\omega)|^{2}=\frac{1}{n} \sum_{t, s} y_{t} y_{s} \exp \{\mathrm{i} \omega(t-s)\} \tag{17.45}
\end{equation*}
$$

Note that $P(0)=\left(\sum y_{t}\right)^{2} / n=n \bar{y}^{2}$ determines the mean value of the data, while the average of the periodogram at the Nyquist frequencies is the mean-square value of the data:

$$
\begin{equation*}
P\left(\omega_{k}\right)_{\mathrm{av}}=\frac{1}{n} \sum_{k=1}^{n} P\left(\omega_{k}\right)=\overline{y^{2}} \tag{17.46}
\end{equation*}
$$

Fisher's proposed test statistic for a periodicity is the ratio of peak/mean of the periodogram:

$$
\begin{equation*}
q=\frac{P\left(\omega_{k}\right)_{\mathrm{max}}}{P\left(\omega_{k}\right)_{\mathrm{av}}} \tag{17.47}
\end{equation*}
$$

and one computes its sampling distribution $p\left(q \mid H_{0}\right)$ conditional on the null hypothesis $H_{0}$ that the data are Gaussian white noise. Having observed the value $q_{0}$ from our data, we find the so-called ' $P$-value', which is the sampling probability, conditional on $H_{0}$, that chance alone would have produced a ratio as great or greater:

$$
\begin{equation*}
P \equiv p\left(q>q_{0} \mid H_{0}\right)=\int_{q_{0}}^{\infty} \mathrm{d} q p\left(q \mid H_{0}\right) \tag{17.48}
\end{equation*}
$$

and if $P>0.05$ the evidence for periodicity is rejected as 'not significant at the $5 \%$ level'. ${ }^{11}$
This test looks only at probabilities conditional on the 'null hypothesis' that there is no periodic term. It takes no note of probabilities of the data conditional on the hypothesis that a periodicity is present; or on any prior information indicating whether it is reasonable to expect a periodicity! We commented on this kind of reasoning in Chapter 5; how can one test any hypothesis rationally if he fails to specify (1) the hypothesis to be tested; (2) the alternatives against which it is to be tested; and (3) the prior information that we bring to the problem? Until we have done that much, we have not asked any definite, well-posed question.

Equally puzzling, how can one expect to find evidence for a phenomenon that is real, if he starts with all the cards stacked overwhelmingly against it? The only hypothesis $H_{0}$ that this test considers is one which assumes that the totality of the data are part of a

[^107]'stationary Gaussian random process' without any periodic component. According to that $H_{0}$, the appearance of anything resembling a sine wave would be purely a matter of chance; even if the noise conspires, by chance, to resemble one cycle of a sine wave, it would still be only pure chance - equally unlikely according to the orthodox sampling distribution that would make it resemble a second cycle of that wave; and so on.

In almost every application one can think of, our prior knowledge about the real world tells us that in speaking of 'periodicity' we have in mind some systematic physical influence that repeats itself; indeed, our interest in it is due entirely to the fact that we expect it to repeat. ${ }^{12}$ Thus we expect to see some periodicity in the weather because we know that this is affected by periodic astronomical phenomena; the rotation of the Earth on its axis, its yearly orbital motion about the Sun, and the observed periodicity in sunspot numbers, which affect atmospheric conditions on the Earth. So the hypothesis $H_{1}$ that we want to test for is quite unrelated to the hypothesis $H_{0}$ that is used in Fisher's test. ${ }^{13}$

This is the kind of logic that underlies all orthodox significance tests. In order to argue for an hypothesis $H_{1}$ that some effect exists, one does it indirectly: invent a 'null hypothesis' $H_{0}$ that denies any such effect, then argue against $H_{0}$ in a way that makes no reference to $H_{1}$ at all (that is, using only probabilities conditional on $H_{0}$ ). To see how far this procedure takes us from elementary logic, suppose we decide that the effect exists; that is, we reject $H_{0}$. Surely, we must also reject probabilities conditional on $H_{0}$; but then what was the logical justification for the decision? Orthodox logic saws off its own limb. ${ }^{14}$

Harold Jeffreys (1939, p. 316) expressed his astonishment at such limb-sawing reasoning by looking at a different side of it: 'An hypothesis that may be true is rejected because it has failed to predict observable results that have not occurred. This seems a remarkable procedure. On the face of it, the evidence might more reasonably be taken as evidence for the hypothesis, not against it.'

Thus, if we say that there is a periodicity in temperature, we mean by this that there is some periodic physical influence at work, the nature of which may not be known with certainty, but about which we could make some reasonable conjectures. For example, the aforementioned periodicity in solar activity, already known to occur by the 11 year periodic variation in sunspot numbers (which many believe, with good reason, to be a rectified

[^108]22 year periodicity), would cause a periodic variation in the number of charged particles entering our atmosphere (the reality of this is shown by the observed periodic variations in the aurora borealis), varying the ion concentration and therefore the number of raindrop condensation centers. This would cause periodic variations in the cloud cover, and hence in the temperature and rainfall, which might be very different in different locations on the Earth because of prevailing atmospheric circulation patterns.

We do not mean to say that we firmly believe this mechanism to be the dominant one; only that it is a conceivable one, which does not violate any known laws of physics, but whose magnitude is difficult to estimate theoretically. But already, this prior information prepares us not to be surprised by a periodic variation in temperature in Central Park somewhat like that observed ${ }^{15}$ and leads us to conjecture that the July temperatures might give even better evidence for periodicity.

Once a data set has given mild evidence for such a periodicity, its reality could be definitely confirmed or refuted by other observations, correlating other data (astronomical, atmospheric electricity, fish populations, etc.) with weather data at many different locations. A person trained only in orthodox statistics would not hesitate to consider all these phenomena 'independent'; a scientist with some prior knowledge of astrophysics and meteorology would not consider them independent at all.

If editors of scientific journals refuse to publish that first mild evidence on the grounds that it is not significant in itself by an orthodox significance test at the $5 \%$ level, the confirmatory observations will, in all probability, never be made; a potentially important discovery could be delayed by a century. Physicists and engineers have been largely spared from such fiascos because they hardly ever took orthodox teachings seriously anyway; but others working in economics, artificial intelligence, biology, or medical research who, in the past, allowed themselves to be cowed by Fisher's authority, have not been so fortunate.

Contrast our position just stated with that of Feller (II, p 76-77), who delivers another polemic against what he calls the 'old wrong way'. Suppose the data are expanded in sinusoids:

$$
\begin{equation*}
y_{t}=\sum_{j=1}^{n}\left(A_{j} \cos \omega_{j} t+B_{j} \sin \omega_{j} t\right) \tag{17.49}
\end{equation*}
$$

We can always approximate $y_{t}$ this way. Then it seems that $A_{j}, B_{j}$ must be 'random variables' if the $\left\{y_{t}\right\}$ are. Feller warns us against that old wrong way: fit such a series to the data with well-chosen frequencies $\left\{\omega_{1}, \ldots, \omega_{n}\right\}$ and assume all $A_{j}, B_{j} \sim N(0, \sigma)$. If one of the $R_{j}^{2}=A_{j}^{2}+B_{j}^{2}$ is big, conclude that there is a true period. He writes of this:

For a time it was fashionable to introduce models of this form and to detect 'hidden periodicities' for sunspots, wheat prices, poetic creativity, etc. Such hidden periodicities used to be discovered as easily as witches in medieval times, but even strong faith must be fortified by a statistical

[^109]test. A particularly large amplitude $R_{j}$ is observed; One wishes to prove that this cannot be due to chance and hence that $\omega_{j}$ is a true period. To test this conjecture one asks whether the large observed value of $R$ is plausibly compatible with the hypothesis that all $n$ components play the same role.

Apparently, Feller did not even believe in the sunspot periodicity, which no responsible scientist has doubted for over a century; the evidence for it is so overwhelming that nobody needs a 'statistical test' to see it. He states that the usual procedure was to assume the $A_{j}, B_{j}$ iid normal $N(0, \sigma) .{ }^{16}$ Then the $R_{j}^{2}$ are held to be independent with an exponential distribution with expectation $2 \sigma^{2}$. 'If an observed value $R_{j}^{2}$ deviated 'significantly' from this predicted expectation it was customary to jump to the conclusion that the hypothesis of equal weights was untenable, and $R_{j}$ represented a 'hidden periodicity'. At this point, Feller detects that we are using the wrong sampling distribution:

The fallacy of this reasoning was exposed by R. A. Fisher who pointed out that the maximum among $n$ independent observations does not obey the same probability distribution as each variable taken separately. The error of treating the worst case statistically as if it had been chosen at random is still common in medical statistics, but the reason for discussing the matter here is the surprising and amusing connection of Fisher's test of significance with covering theorems.

Feller then states that the quantities

$$
\begin{equation*}
V_{j}=\frac{R_{j}^{2}}{\sum R_{i}^{2}}, \quad 1 \leq j \leq n \tag{17.50}
\end{equation*}
$$

are 'distributed' as the lengths of the $n$ segments into which the interval $(0,1)$ is partitioned by a random distribution of $n-1$ points. The probability that all $V_{j}<a$ is then given by a covering theorem noted by Feller.

Of course, our position is that both Feller's 'old wrong' and 'new right' sampling distributions are irrelevant to the inference; the two quantities that are relevant (the prior information that expresses our knowledge of the phenomenon and the likelihood function that expresses the evidence of the data) are not even mentioned.

In any event, the bottom line of this discussion is that Fisher's test fails to detect the perfectly evident 20 year periodicity in the New York Central Park January temperatures. But this is not the only case where simple visual examination of the data is a more powerful tool for inference than the principles taught in orthodox textbooks. Crow, Davis and Maxfield (1960) present applications of the orthodox F-test and t-test which we examine in Jaynes (1976) with the conclusions that (1) the eyeball is a more reliable indicator of an effect than an orthodox equal-tails test, and (2) the Bayesian test confirms quantitatively what the eyeball sees qualitatively. This is also relevant to the notions of domination and admissibility discussed elsewhere.

[^110]
### 17.6 A Bayesian analysis

Now we examine a Bayesian analysis of these same data, and for pedagogical reasons we want to explain its rationale in some detail. There may be various different Bayesian treatments of data for periodicity, corresponding to different information about the phenomenon, expressed by different choices of a model, and different prior information concerning the parameters in a model. Our Bayesian model is as follows. We consider it possible that the temperature data have a periodic component due to some systematic physical influence on the weather:

$$
\begin{equation*}
A \cos \omega t+B \sin \omega t \tag{17.51}
\end{equation*}
$$

where, as noted, we may suppose $|\omega| \leq \pi$ (with yearly data it does not make sense to consider periods shorter than a year). In addition the data are contaminated with variable components $e_{t}$ that we call 'irregular' because we cannot control them or predict them and therefore cannot make allowance for them. This could be because we do not know their real causes or because, although we know the causes, we lack the data on initial conditions that would enable predictions. ${ }^{17}$ Then, as explained in Chapter 7, it will almost always do justice to the real prior information that we have to assign a Gaussian sampling distribution with parameters $(\mu, \sigma)$ to the irregulars. There is hardly any real problem in which we would have the detailed prior information that would justify any more structured sampling distribution.

Thus $\mu$ is the 'nominal true mean temperature' not known in advance; we can estimate it from the data very easily (intuition can see already that the mean value of the data $\bar{y}$ is about as good an estimate of $\mu$ that we can make from the information we have); but it is not of present interest and so we treat it as a nuisance parameter. We do not know $\sigma$ in advance either, although we can easily estimate it too from the data. But that is not our present interest, and so we shall let $\sigma$ also be a nuisance parameter to be integrated out as explained in Chapter 7. Our model equation for the data is then

$$
\begin{equation*}
y_{t}=\mu+A \cos \omega t+B \sin \omega t+e_{t}, \quad 1 \leq t \leq n \tag{17.52}
\end{equation*}
$$

and our sampling distribution for the irregular component is

$$
\begin{equation*}
p\left(e_{1} \cdots e_{n} \mid \mu \sigma I\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \exp \left\{-\frac{1}{2 \sigma^{2}} \sum_{t} e_{t}^{2}\right\} \tag{17.53}
\end{equation*}
$$

Then the sampling (density) distribution for the data is

$$
\begin{equation*}
p\left(y_{1} \cdots y_{n} \mid \mu \sigma I\right)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{n / 2} \exp \left\{-\frac{Q}{2 \sigma^{2}}\right\} \tag{17.54}
\end{equation*}
$$

[^111]with the quadratic form
\[

$$
\begin{equation*}
Q(A, B, \omega) \equiv \sum\left(y_{t}-\mu-A \cos \omega t-B \sin \omega t\right)^{2} \tag{17.55}
\end{equation*}
$$

\]

or

$$
\begin{align*}
Q= & n\left[\overline{y^{2}}-2 \bar{y} \mu+\mu^{2}-2 A \overline{y_{t} \cos \omega t}-2 B \overline{y_{t} \sin \omega t}+2 \mu A \overline{\cos \omega t}\right.  \tag{17.56}\\
& \left.+2 \mu B \overline{\sin \omega t}+2 A B \overline{\cos \omega t \sin \omega t}+A^{2} \overline{\cos ^{2} \omega t}+B^{2} \overline{\sin ^{2} \omega t}\right]
\end{align*}
$$

where all the overbar symbols denote sample averages over $t$. A great deal of detail has suddenly appeared that was not present in the orthodox treatment; but now all of this detail is actually relevant to the inference. In any nontrivial Bayesian solution we may encounter much analytical detail because every possible contingency allowed by our information is being taken into account (as is required by our basic desiderata in Chapters 1 and 2). Most of this detail is not perceived at all by orthodox principles, and it would be difficult to handle by paper-and-pencil calculation.

In practice, a Bayesian learns to recognize that much of this detail actually makes a negligible difference to the final conclusions, and so we can almost always make such good approximations that we can do the special calculation needed for our present purpose with pencil and paper after all. But, fortunately, masses of details are no deterrent to a computer, which can happily grind out the exact solution. ${ }^{18}$ Now, in the present problem, $(A, B, \omega)$ are the interesting parameters that we want to estimate, while $(\mu, \sigma)$ are nuisance parameters to be eliminated. We see that of the nine sums in (17.56), four involve the data $y_{t}$; and since this is the only place where the data appear, these four sums are the jointly sufficient statistics for all the five parameters in the problem. The other five sums can be evaluated analytically once and for all, before we have the data.

Now, what is our prior information? Surely, we knew in advance that $A, B$ must be less than $200^{\circ} \mathrm{F}$. If there were a temperature variation that large, New York City would not exist; there would have been a panic evacuation of that area long before, by anyone who happened to wander into it and survived long enough to escape. Thus the empirical fact that New York City exists is highly cogent information relevant to the question being asked; it is already sufficient to ensure proper priors for $(A, B)$ in the Bayesian calculation. Also, we have no prior information about the phase $\theta=\tan ^{-1}(B / A)$ of any periodicity, which we express by a uniform prior over $\theta$.

We could cite various other bits of relevant prior information, but we know already from the results found in Chapter 6, Exercise 6.6, that, unless we have prior information that reduces the possible range to something like $30^{\circ} \mathrm{F}$, it will make a numerically negligible difference in the conclusions (a strictly nil difference if we report our conclusions only to three decimal digits). So let us see what Bayesian inference gives with just this. By an

[^112]argument essentially the same as the Herschel derivation of the Gaussian distribution in Chapter 7, we may assign a joint prior
\[

$$
\begin{equation*}
p(A B \mid I)=\frac{1}{2 \pi \delta^{2}} \exp \left\{-\frac{A^{2}+B^{2}}{2 \delta^{2}}\right\} \tag{17.57}
\end{equation*}
$$

\]

where $\delta$ is of the order of magnitude of $100^{\circ} \mathrm{F}$; we anticipate that its exact numerical value can have no visible effect on our conclusions (nevertheless, such a proper prior may be essential to prevent computer crashes).

Now the most general application of Bayes' theorem for this problem would proceed as follows. We first find the joint posterior distribution for all five parameters:

$$
\begin{equation*}
p(A B \omega \mu \sigma \mid D I)=p(A B \omega \mu \sigma \mid I) \frac{p(D \mid A B \omega \mu \sigma I)}{p(D \mid I)} \tag{17.58}
\end{equation*}
$$

Then integrate out the nuisance parameters:

$$
\begin{equation*}
p(A B \omega \mid D I)=\int \mathrm{d} \mu \int \mathrm{~d} \sigma p(A B \omega \mu \sigma \mid D I) \tag{17.59}
\end{equation*}
$$

But this is a far more general calculation than we need for present purposes; it is prepared to take into account arbitrary correlations in the prior probabilities. Indeed, we can always factor the prior thus:

$$
\begin{equation*}
p(A B \omega \mu \sigma \mid I)=p(A B \omega \mid I) p(\mu \sigma \mid A B \omega I) \tag{17.60}
\end{equation*}
$$

and so the most general solution appears formally simpler:

$$
\begin{equation*}
p(A B \omega \mid D I)=C p(A B \omega \mid I) L^{*}(A, B, \omega) \tag{17.61}
\end{equation*}
$$

where $C$ is a normalization constant, and $L^{*}$ is the quasi-likelihood

$$
\begin{equation*}
L^{*}(A, B, \omega) \equiv \int \mathrm{d} \mu \int \mathrm{~d} \sigma p(\mu \sigma \mid A B \omega I) p(D \mid A B \omega \mu \sigma I) \tag{17.62}
\end{equation*}
$$

In (17.61) the nuisance parameters are already out of sight. But in our present problem, evidently knowledge of the parameters $(A, B, \omega)$ of the systematic periodicity would tell us nothing about the parameters $(\mu, \sigma)$ of the irregulars; so the prior for the latter is just

$$
\begin{equation*}
p(\mu \sigma \mid A B \omega I)=p(\mu \sigma \mid I) \tag{17.63}
\end{equation*}
$$

so what is our prior information about $(\mu, \sigma)$ ? Surely we knew also, for the same 'panic evacuation' reason, that neither of these parameters could be as large as $200^{\circ} \mathrm{F}$. And we know that $\sigma$ could not be as small as $10^{-6}{ }^{\circ} \mathrm{F}$, because, after all, our data are taken with a real thermometer, and no meteorologist's thermometer can be read to that accuracy (if it could, it would not give reproducible readings to that accuracy). We could just as well ignore that practical consideration and argue that $\sigma$ could not be as small as $10^{-20}{ }^{\circ} \mathrm{F}$ because the concept of temperature is not defined, in statistical mechanics, to that accuracy. Numerically, it will make no difference at all in our final conclusions, but it is still conceivable that a proper prior may be needed to avoid computer crashes in all contingencies. So, to be on the
safe side, we assign the prior Gaussian in $\mu$, because it is a location parameter, a truncated Jeffreys prior for $\sigma$, because we have seen in Chapter 12 that the Jeffreys prior is uniquely determined as the only completely uninformative prior for a scale parameter:

$$
\begin{equation*}
p(\mu \sigma \mid I) \propto \frac{1}{\sigma \sqrt{2 \pi \alpha^{2}}} \exp \left\{-\mu^{2} / 2 \alpha^{2}\right\}, \quad a \leq \sigma \leq b \tag{17.64}
\end{equation*}
$$

in which $\alpha$ and $b$ are also of the order of $100^{\circ} \mathrm{F}$, while $a \simeq 10^{-6}$; we are only playing it extremely safe in the expectation that most of this care will prove in the end to have been unnecessary.

Our quasi-likelihood is then

$$
\begin{equation*}
L^{*}(A, B, \omega)=\int_{-\infty}^{\infty} \mathrm{d} \mu \exp \left\{-\mu^{2} / 2 \alpha^{2}\right\} \int_{a}^{b} \frac{\mathrm{~d} \sigma}{\sigma^{n+1}} \exp \left\{-Q / 2 \sigma^{2}\right\} \tag{17.65}
\end{equation*}
$$

But now it is evident that the finite limits on $\sigma$ are unnecessary; for if $n>0$ the integral over $\sigma$ converges both at zero and infinity, and

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\mathrm{d} \sigma}{\sigma^{n+1}} \exp \left\{-Q / 2 \sigma^{2}\right\}=\frac{1}{2} \frac{(n / 2-1)!}{(Q / 2)^{n / 2}} \tag{17.66}
\end{equation*}
$$

and the integral of this over $\mu$ is also guaranteed to converge. For tactical reasons, let us do the integration over $\mu$ first. We begin by rewriting $Q$ as

$$
\begin{equation*}
Q=n\left[s^{2}+(\mu-\bar{d})^{2}\right] . \tag{17.67}
\end{equation*}
$$

Editor's Exercise 17.3(a) The equation for $Q$ is formally identical to (7.29); however, as written, none of the quantities were defined by Jaynes. Show that $s^{2}$ may be written as

$$
\begin{equation*}
s^{2} \equiv \overline{d^{2}}-\bar{d}^{2} \tag{17.68}
\end{equation*}
$$

where $\bar{d}$ and $\overline{d^{2}}$ are the mean and mean-square of an effective data defined as

$$
\begin{equation*}
d_{i}=y_{i}-A \cos \left(\omega t_{i}\right)-B \sin (\omega t) \tag{17.69}
\end{equation*}
$$

(b) Evaluate the integral over $u$ and $\sigma$ to obtain the marginal $p(A B \omega \mid D I)$.
(c) Unfortunately, the $p(A B \omega \mid D I)$ does not summarize all of the information in the data concerning frequency estimation, to do that we need $p(\omega \mid D I)$; derive it in closed form.
(d) The posterior probability $p(\omega \mid D I)$ makes the implicit assumption that a resonance is present and so will estimate the frequency regardless of whether or not such a resonance exists. How would you use probability theory and the results derived so far to determine if a resonance is present? ${ }^{19}$

[^113]
### 17.7 The folly of randomization

Many writers introduce randomized methods by the example of 'Monte Carlo integration'. Let a function $y=f(x)$ have its domain of existence in the unit square $0 \leq x, y \leq 1$; we wish to compute numerically the integral

$$
\begin{equation*}
\theta \equiv \int_{0}^{1} \mathrm{~d} x f(x) \tag{17.70}
\end{equation*}
$$

Perhaps this is too complicated analytically, or perhaps $f(x)$ was only empirically determined; we do not have it in analytical form. Then let us just choose $n$ points at random $(x, y)$ in the unit square and determine for each whether it lies below the graph of $f(x)$; that is, whether $y \leq f(x)$. Let the number of such points be $r$; then we estimate the integral as $(\theta)_{\text {est }}=r / n$ and as $n \rightarrow \infty$ we might expect this to approach the correct Riemannian integral; but how accurate is it? Always, one would suppose independent binomial sampling: the sampling distribution for $r$ is taken to be

$$
\begin{equation*}
p(r \mid n \theta)=\binom{n}{r} \theta^{r}(1-\theta)^{n-r} \tag{17.71}
\end{equation*}
$$

which has (mean) $\pm$ (standard deviation) of

$$
\begin{equation*}
\theta \pm \sqrt{\frac{\theta(1-\theta)}{n}} \tag{17.72}
\end{equation*}
$$

and if the width of the sampling distribution is held to indicate the accuracy of our estimate, one would think it reasonable to assign a probable error to $(\theta)_{\text {est }}$ given by

$$
\begin{equation*}
(\theta)_{\mathrm{est}}=\frac{r}{n} \pm \sqrt{\frac{r(n-r)}{n^{3}}} \tag{17.73}
\end{equation*}
$$

For example, suppose the true $\theta$ is $1 / 2$, and $n=100$. Then, having observed $r=43$ we would get the estimate of

$$
\begin{equation*}
(\theta)_{\mathrm{est}}=0.43 \pm \sqrt{\frac{0.43 \times 0.57}{n}}=0.43 \pm 0.05 \tag{17.74}
\end{equation*}
$$

or an accuracy of about $11.5 \%$. But the trouble with such methods is that they improve only as $1 / \sqrt{n}$.

Now let's take our $n$ sampling points in a nonrandomized way on a uniform grid: divide the unit square into $\sqrt{n}$ steps each way, take one sampling point at each grid point, and again count how many $(r)$ are below the curve. The maximum error we can make in each step is

$$
\begin{equation*}
\text { [error in determining } f(x)] \times[\text { width of step }]=\frac{1}{2 \sqrt{n}} \times \frac{1}{\sqrt{n}}=\frac{1}{2 n} \tag{17.75}
\end{equation*}
$$

Therefore the maximum possible error in the integral is

$$
\begin{equation*}
[\text { number of steps }] \times[\text { maximum error in each step }]=\frac{1}{2 \sqrt{n}} . \tag{17.76}
\end{equation*}
$$

So if $\theta \simeq 0.5$, the probable error in the Monte Carlo method is about equal to the maximum possible error in the uniform grid sampling method. But the probable error in the uniform grid method is much less than this: the central limit theorem tells us that, with a rectangular distribution of error probability in each step, the expected square of the error in determining $f(x)$ in that step is

$$
\begin{equation*}
\sqrt{n} \int_{0}^{\sqrt{n}} \mathrm{~d} x\left(x-\frac{1}{2 \sqrt{n}}\right)^{2}=\frac{1}{12 n^{2}} \tag{17.77}
\end{equation*}
$$

If the errors in different steps are independent, the expected square of the total error is

$$
\begin{equation*}
(\text { mean square error per step }) \times(\text { number of steps })=\frac{1}{12 n^{3 / 2}} \tag{17.78}
\end{equation*}
$$

and the probable error in the integral is about

$$
\begin{equation*}
\pm \frac{1}{\sqrt{12} n^{3 / 4}} \tag{17.79}
\end{equation*}
$$

Thus, if $n=100$ and $\theta \simeq 0.5$, the Monte Carlo method gives a probable error of about 0.05 , the uniform grid sampling gives 0.00913 , less than one-fifth as much. With $n=1000$, the Monte Carlo probable error is 0.0158 , the uniform grid probable error is 0.00162 , about one-tenth as much. The uniform grid calculation at $n=100$ points yields the same probable error as does the Monte Carlo method at $n=3000$ points. This corresponds rather nicely to the italicized statement following (17.16). Another example is given by Royall and Cumberland (1981); this is particularly cogent because the authors are not Bayesian and did not start out with the intention of exposing the folly of randomization, but did so anyway.

### 17.8 Fisher: common sense at Rothamsted

From the study of several such examples, we propose as a general principle: Whenever there is a randomized way of doing something, there is a nonrandomized way that yields better results from the same data, but requires more thinking. Perhaps this principle does not have quite the status of a theorem, but we are confident that, whenever one is willing to do the required extra thinking, it will be confirmed.

### 17.8.1 The Bayesian safety device

We note that Bayesian methods are not only more powerful than orthodox ones; they are also safer (i.e. they have automatic built-in safety devices that prevent them from misleading us with the over-optimistic or over-pessimistic conclusions that orthodox methods can produce). It is important to understand why this is true. In parameter estimation, for example, whether or not there is a sufficient statistic, the log-likelihood function is

$$
\begin{equation*}
\log L(\alpha)=\sum_{i=1}^{n} \log p\left(x_{i} \mid \alpha\right)=n \overline{\log p\left(x_{i} \mid \alpha\right)} \tag{17.80}
\end{equation*}
$$

in which we see the average of the log-likelihoods over each individual data point. The loglikelihood is always spread out over the full range of variability of the data, so if we happen to get a very bad (spread out) data set, no good estimate is possible and Bayes' theorem warns us about this by returning a wide posterior distribution. With a location parameter $p(x \mid \alpha)=h(x-\alpha)$ and an uninformative prior, the width of the posterior distribution for $\alpha$ is essentially $(R+W)$

$$
\begin{equation*}
\text { (range of the data) }+ \text { (width of individual likelihoods). } \tag{17.81}
\end{equation*}
$$

If we happen to get a very good (sharply concentrated) data set, a more accurate estimate of $\alpha$ is possible and Bayes' theorem takes advantage of this, returning a posterior distribution whose width approaches a lower bound determined by that of the single-point likelihood $L_{i}(\alpha)=p\left(x_{i} \mid \alpha\right)$ and the amount $n$ of data.

In the orthodox method, the accuracy claim is essentially the width of the sampling distribution for whatever estimator $\beta$ we have chosen to use. But this takes no note of the range of the data! Orthodox estimation based on a single statistic will claim just the same accuracy whether the data range is large or small. Far worse, that accuracy expresses entirely the variability of the estimator over other data sets that we think might have been obtained but were not. But again this concentrates attention on an irrelevancy, while ignoring what is relevant; unobserved data sets are only a figment of our imagination. Surely, if we are only imagining them, we are free to imagine anything we please. That is, given two proposed conjectures about unobserved data, what is the test by which we could decide which one is correct?

In spite of its mathematical triviality, we stress the fundamental importance of (17.80) for demonstrating the inner mechanism of Bayes' theorem. It clarifies several other questions often raised about Bayesian methods. We note one of the most important.

### 17.9 Missing data

This is a problem that does not exist for us; Bayesian methods work by the same algorithm whatever data we have. For example, in estimating a parameter $\theta$ from a data set $D \equiv\left\{x_{i}\right\}$, where the indices $i$ refer to the times $\left\{t_{i}\right\}$ of observation and take on values in some set $T$, the data affect the result through the likelihood function $L(\theta)$, given by

$$
\begin{equation*}
\log L(\theta)=\sum_{i \in T} \log p\left(x_{i} \mid \theta\right) \tag{17.82}
\end{equation*}
$$

where the sum is over whatever data values we have. The point is that, whether the times $\left\{t_{i}\right\}$ are consecutive and equally spaced, or completely irregular with large gaps, makes no difference; probability theory as logic tells us that (17.82) yields the optimal inference, which captures all the evidence in the data set that we happen to have. One can write a single computer program which, once and for all, accepts whatever data (that is, whatever set of numbers $\left\{x_{i} ; t_{i}\right\}$ ) we give it, and proceeds to do the correct calculation for that data set.

In contrast, note what happens in orthodox statistics, where estimation is obliged to proceed through the sampling distribution of some 'statistic' $\theta^{*}\left(x_{i}\right)$. If any data are missing from the set $T$ which was assumed in setting up the problem, one has two ways of dealing with this. Firstly, the theoretically correct procedure would recognize that this not only changes the sampling distribution for any statistic; it requires one to go back to the beginning and reconsider the whole problem. This can get us into a horrendous situation - every different kind of missing data or extra data can oblige us to define a new sample space, choose a new statistic $\theta^{* *}$ and calculate a new sampling distribution $p\left(\theta^{* *} \mid \theta\right)$.

Alternatively, one can invent a new ad hockery and try to estimate the missing data values from the ones we have, and use these as if they were real data. Obviously, this procedure is not only unjustified logically, it is highly ambiguous because that estimation could be made in many different ways. These difficulties are seen at first hand in Little and Rubin (1987).

The missing data problem was so cumbersome in orthodox statistics that some who saw the light and moved over into the Bayesian camp failed to perceive that they had left this problem behind them. Instead of applying such simple rules as (17.82) directly, which would have led them immediately to the correct solution whatever the data, they proceeded out of force of habit to follow the orthodox custom and invent new ad hoc devices like the one just noted, as 'corrections' to the Bayesian or maximum entropy methods, thus grotesquely mutilating them and getting a worse inference by a bigger computation. To those accustomed to orthodox difficulties, the power and simplicity of the Bayesian method in this application seems unbelievable; and one must think long and hard to understand how it is possible.

As a more general comment, there is a simple strategy that will serve in almost all of these Bayes/orthodox comparisons: 'magnification', as demonstrated for the chi-squared test in Chapter 9. When we find a quantitative difference in the orthodox and Bayesian conclusions, it may appear at first glance so small that our common sense is unable to judge the issue. But then we can usually find some extreme problem in which the small difference is magnified into a large one, or preferably to a qualitative difference in the conclusions. Our common sense will then tell us very clearly which procedure is giving reasonable results, and which one is not. Indeed, it is often possible to magnify to the point where one procedure is yielding an obvious violation of deductive reasoning or pathology like that noted above for an unbiased estimate. Now we examine another very important example where we can compare orthodox and Bayesian results by magnification.

### 17.10 Trend and seasonality in time series

The observed time series generated by the real world seldom appear to be 'stationary' but exhibit more complicated behavior. In most series, particularly demographic or economic data, trend is the most common form of nonstationarity. Many economic time series are so dominated by trend (due, for example, to steadily rising population, inflation, or technological advances) that any attempt to study other regularities, such as cyclical fluctuations or settling back after response to a shock - and, particularly, correlations between different
time series - can be more misleading than helpful until we have a safe way of dealing with trend.

The story is told - perhaps apocryphal - of a researcher who announced the discovery of a strong positive correlation between membership in the Church of England and incidence of suicide in England, and concluded that it would be safer to keep away from the Church. The true explanation was, of course, that the population of England was growing steadily, so membership in the Church, incidence of suicides - and almost any other demographic variable - were all growing together. False correlations of this type have led many to nonsensical conclusions because of the almost universal tendency to jump to the conclusion that correlation implies causation.

The problem of contaminated data has been with us from the very beginning. We noted in Chapter 9 how Edmund Halley (1693) was obliged to deal with it in compiling the first tables of mortality. The real key to dealing with it is recognition of the useful functional role of nuisance parameters in probability theory.

Likewise, today many time series are so dominated by cyclic fluctuations (seasonal effects in economic data, periodicity in weather, hum in electrical circuits, synchronized growth in bacteriology, vibrations in helicopter blades) that the attempt to extract an underlying 'signal', such as a long-term trend from a short run of data, is frustrated. We want to contrast how orthodox statistics and probability theory as logic deal with the problem of extracting the information one wants, in spite of such data contaminations.

### 17.10.1 Orthodox methods

The traditional procedures do not apply probability theory to this problem; instead, one resorts to inventing the same kind of intuitive $a d$ hoc devices that we have noted so often before. The usual ones are called 'detrending' and 'seasonal adjustment' in the economic literature, 'filtering' in the electrical engineering literature. Like all such ad hockeries not derived from first principles, they capture enough of the truth to be usable in some problems; but they can generate disaster in others.

The almost universal detrending procedure in economics is to suppose the data (or the logarithm of the data) to be $y(t)=x(t)+B t+e(t)$, composed additively of the component of interest $x(t)$, a linear 'trend' $B t$, and a 'random error' or 'noise' $e(t)$. We estimate the trend component, subtract it from the data, and proceed to analyze the resulting 'detrended data' for other effects. However, many writers have noted that detrending may introduce spurious artifacts that distort the evidence for other effects. Detrending may even destroy the relevance of the data for our purposes, and we saw in the scenario of the weather in Central Park that filtering of data can also do this.

Similarly, the traditional way of dealing with seasonal effects is to produce 'seasonally adjusted' data, in which one subtracts an estimate of the seasonal component from the true data, then tries to analyze the adjusted data for other effects. Indeed, most of the economic time series data one can obtain have been rendered nearly useless because they have been seasonally adjusted in an irreversible way that has destroyed information which probability
theory could have extracted from the raw data. We think it imperative that this be recognized, and that researchers be able to obtain the true data - free of detrending, seasonal adjustment, pre-filtering, smoothing, or any other destructive mutilation of the information in the data.

Electrical engineers would think instead in terms of Fourier analysis and resort to 'highpass filters' and 'band-rejection filters' to deal with trend and seasonality. Again, the philosophy is to produce a new time series (the output of the filter) which represents in some sense an estimate of what the real series would be if the contaminating effect were absent. Then choice of the 'best' physically realizable filter is a difficult and basically indeterminate problem; fortunately, intuition has been able to invent filters good enough to be usable if one knows in advance what kind of contamination will occur.

### 17.10.2 The Bayesian method

The direct application of probability theory as logic leads us to an entirely different philosophy; always, the correct procedure is to calculate the probability of whatever is unknown and of interest, conditional on whatever is known. This means that we do not seek to remove the trend or seasonal component from the data: that is fundamentally impossible because there is no way to know the 'true' trend or seasonal term. Any assumption about them is necessarily in some degree arbitrary, and is therefore almost certain to inject false information into the detrended or seasonally adjusted series. Rather, we seek to remove the effect of trend or seasonality from our final conclusions, taking into account all the relevant information we have, while leaving the actual data intact. We develop the Bayesian procedure for this and compare it in detail with the conventional one.

Firstly, we analyze the simplest possible nontrivial model, which can be solved completely from either point of view and will enable us to understand the exact relationship between the two procedures. Having this understanding, the extension to the most complicated multivariate case will be an easy mathematical generalization - essentially, just promotion of numbers to matrices while retaining the same formal equations.

Suppose the model consists of only a single sinusoid and a linear trend: $y(t)=A \sin \omega t+$ $B t+e(t)$, where $A$ is the amplitude of interest to be estimated and $B$ is the unknown trend rate. If the data are monthly economic data and the sinusoid represents a yearly seasonal effect, then $\omega$ will be $2 \pi / 12=0.524$ months $^{-1}$. But, for example, if we are trying to detect a cycle with a period of 20 years, $\omega$ will be $0.524 / 20=0.00262$. Estimation of an unknown $\omega$ from such data is the very important problem of spectrum analysis, considered in the scenario of the weather in Central Park. But for the present we consider the case where $\omega$ is known (usually, because we know that the seasonality has a period of one year for unchanging astronomical reasons). Writing for brevity $s_{t}=s(t) \equiv \sin (\omega t)$, our model equation is then

$$
\begin{equation*}
y(t)=A s(t)+B t+e(t), \tag{17.83}
\end{equation*}
$$

and the available data $y \equiv\left(y_{1}, \ldots, y_{N}\right)$ are values of this at $N$ equally spaced times $t=$ $1,2, \ldots, N$. Assigning - for reasons already explained sufficiently - the noise components
$e_{i}$ an independent Gaussian prior probability density function $e_{t} \sim N(0, \sigma)$ with variance $\sigma^{2}$, the sampling pdf for the data is

$$
\begin{equation*}
p(y \mid A B \sigma)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{N / 2} \exp \left\{-\frac{N}{2 \sigma^{2}} Q(A, B)\right\} \tag{17.84}
\end{equation*}
$$

and, as in any Gaussian calculation, the first task is to rearrange the quadratic form

$$
\begin{equation*}
Q(A, B) \equiv \frac{1}{N} \sum_{t}\left(y_{t}-A s_{t}-B t\right)^{2}=\overline{y^{2}}+A^{2} \overline{s^{2}}+B^{2} \overline{t^{2}}-2 A \overline{s y}-2 B \overline{t y}+2 A B \overline{s t}, \tag{17.85}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{y^{2}} \equiv \frac{1}{N} \sum_{t=1}^{N} y_{t}^{2}, \quad \overline{s y} \equiv \frac{1}{N} \sum_{t=1}^{N} s_{t} y_{t} \tag{17.86}
\end{equation*}
$$

etc. denote averages over the data sample. Three of these averages, $\left(\overline{s^{2}}, \overline{t^{2}}, \overline{s t}\right)$ are determined by the 'design of the experiment' and can be known before one has the data. In fact, we have nearly

$$
\begin{equation*}
\overline{s^{2}} \simeq 1 / 2, \quad \overline{t^{2}} \simeq N^{2} / 3 \tag{17.87}
\end{equation*}
$$

with errors of relative order $O(1 / N)$. But $\overline{s t}$ is highly variable; it is certainly less than $N / 2$, since that could be achieved only if $s(t)=1$ at every sampling point. Generally, $\overline{s t}$ is much less than this, of the order $\overline{s t} \simeq 1 / \omega$ due to near cancellation of positive and negative terms.

The other three averages $\left(\overline{y^{2}}, \overline{s y}, \overline{t y}\right)$ depend on the data, and, since they are the only terms containing the data, they are the jointly sufficient statistics for our problem, to be calculated as soon as one has the data.

Suppose that it is the seasonal amplitude $A$ that we wish to estimate, while the trend rate $B$ is the nuisance parameter that contaminates our data. We want to make its effects disappear, as far as is possible. We shall do this by finding the joint posterior distribution for $A$ and $B$,

$$
\begin{equation*}
p(A B \mid D I) \tag{17.88}
\end{equation*}
$$

and integrating out $B$ to get the marginal posterior distribution for $A$,

$$
\begin{equation*}
p(A \mid D I)=\int \mathrm{d} B p(A B \mid D I) \tag{17.89}
\end{equation*}
$$

This is the quantity that tells us everything the data $D$ and prior information $I$ have to say about $A$, whatever the value of $B$; this would be called 'Bayesian detrending'. Conversely, if we wanted to estimate $B$, then $A$ would be the nuisance parameter, and we would integrate it out of (17.88) to get the marginal posterior distribution $p(B \mid D I)$; and this would be called 'Bayesian seasonal adjustment'.

In the limit of diffuse priors for $A$ and $B$ (i.e. their prior densities do not vary appreciably over the region of high likelihood), the appropriate integration formula for (17.89) is

$$
\begin{align*}
& \int_{-\infty}^{\infty} \mathrm{d} B \exp \left\{-\frac{N Q(A, B)}{2 \sigma^{2}}\right\} \\
& \quad=(\text { const. }) \times \exp \left\{-\frac{N}{2 \sigma^{2}}\left[\frac{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}}{\overline{t^{2}}}\right](A-\hat{A})^{2}\right\}, \tag{17.90}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{A} \equiv \frac{\left(\overline{t^{2}}\right)(\overline{s y})-(\overline{s t})(\overline{t y})}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}} \tag{17.91}
\end{equation*}
$$

and the (const.) is independent of $A$. Thus the marginal posterior distribution for $A$ is proportional to (17.90), and the Bayesian posterior (mean) $\pm$ (standard deviation) estimate of $A$, regardless of the value of $B$, is

$$
\begin{equation*}
(A)_{\mathrm{est}}=\hat{A} \pm \sigma \sqrt{\frac{\overline{t^{2}}}{N\left[\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}\right]}}=\hat{A} \pm \frac{\sigma}{\sqrt{N \overline{s^{2}}\left(1-r^{2}\right)}} \tag{17.92}
\end{equation*}
$$

where

$$
\begin{equation*}
r \equiv \frac{\overline{s t}}{\sqrt{\overline{s^{2} t^{2}}}} \tag{17.93}
\end{equation*}
$$

is the correlation coefficient of $s$ and $t$.
Some orthodox writers have railed against this process of integrating out nuisance parameters - in spite of the fact that it is uniquely determined by the rules of probability theory as the correct procedure - on the usual grounds that the probability of a parameter is meaningless because a parameter is not a 'random variable'. Even worse, in the integration we introduced a prior that they consider arbitrary (although for us it represents our real state of prior information which is clearly relevant to the inference, but is ignored by orthodoxy). But, independently of all such philosophical hangups, we can examine the facts of actual performance of the Bayesian and orthodox procedures.

The integration of a nuisance parameter may be related to the detrending procedure as follows. The joint posterior pdf may be factored into marginal and conditional pdfs in two different ways:

$$
\begin{equation*}
p(A B \mid D I)=p(A \mid D I) p(B \mid A D I) \tag{17.94}
\end{equation*}
$$

or, equally well,

$$
\begin{equation*}
p(A B \mid D I)=p(A \mid B D I) p(B \mid D I) \tag{17.95}
\end{equation*}
$$

From (17.94) we see that (17.89) follows at once, and from (17.95) we see that (17.89) can be written as

$$
\begin{equation*}
p(A \mid D I)=\int \mathrm{d} B p(A \mid B D I) p(B \mid D I) \tag{17.96}
\end{equation*}
$$

Thus the marginal pdf for $A$ is a weighted average of the conditional pdfs that we would have if $B$ were known:

$$
\begin{equation*}
p(A \mid B D I) \tag{17.97}
\end{equation*}
$$

But if $B$ is known, then (17.97), in its dependence on $A$, is just (17.84) with $B$ held fixed. This is, from (17.85),

$$
\begin{equation*}
p(A \mid B D I) \propto \exp \left\{-\frac{N \overline{s^{2}}}{2 \sigma^{2}}\left(A-A^{*}\right)^{2}\right\}, \tag{17.98}
\end{equation*}
$$

where

$$
\begin{equation*}
A^{*} \equiv \frac{\overline{s y}-B \overline{s t}}{\overline{s^{2}}} \tag{17.99}
\end{equation*}
$$

This is just the estimate that one would make by ordinary least squares fitting of $A s(t)$ to the detrended data $y(t)_{\text {det }} \equiv y(t)-B t$

$$
\begin{equation*}
A^{*}=\frac{(\overline{s y})_{\mathrm{det}}}{\left(\overline{s^{2}}\right)} \tag{17.100}
\end{equation*}
$$

That is, $A^{*}$ is the estimate the orthodoxian would make if he estimated the trend rate to be $B$. Of course, if his estimate of $B$ were exactly correct, then he would indeed find the best estimate possible; but any error in his estimate of the trend rate will bias his estimate of $A$.

The Bayesian estimate of $A$ obtained from (17.96) does not assume any particular trend rate $B$; it is a weighted average over all possible values that the trend rate might have, weighted according to their respective posterior probabilities. Thus, if the trend rate is very well determined by the data, so that the probability $p(B \mid D I)$ in (17.96) has a single very sharp peak at $B=B^{*}$, then the Bayesian and orthodoxian will be in essential agreement on the estimate of $A$ if the orthodoxian also happens to estimate $B$ as $B^{*}$. If the trend rate is not well determined by the data, then the Bayes estimate is a more conservative one that takes into account all possible values that $B$ might have, while the orthodox estimate can vary widely.

Although an orthodoxian might accept what we have done as mathematically consistent, this argument would not convince him of the superiority of the Bayesian estimate (implicitly based, as usual, on a quadratic loss function), because he judges estimates by a different criterion. So let us compare them more closely.

### 17.10.3 Comparison of Bayesian and orthodox estimates

Having found a Bayesian estimator, which theorems demonstrate to be optimal by the Bayesian criterion of performance, nothing prevents us from examining its performance from the orthodox sampling theory viewpoint and comparing it with orthodox estimates. We introduce a useful method of doing this, which makes it clear what the two methods are doing. Let $A_{0}$ and $B_{0}$ be the unknown true values of the parameters, and let us describe the situation as it would appear to one who already knew $A_{0}$ and $B_{0}$, but not what data we shall find. As he would know, but we would not, our data vector will in fact be

$$
\begin{equation*}
y_{t}=A_{0} s_{t}+B_{0} t+e_{t} \tag{17.101}
\end{equation*}
$$

and we shall calculate the statistic

$$
\begin{equation*}
\overline{s y}=A_{0} \overline{s^{2}}+B_{0} \overline{s t}+\overline{s e} \tag{17.102}
\end{equation*}
$$

in which the first two terms are fixed (i.e. independent of the noise) and only the last varies with different noise samples. Similarly, he knows that we shall find the statistic

$$
\begin{equation*}
\overline{t y}=A_{0} \overline{s t}+B_{0} \overline{t^{2}}+\overline{t e} \tag{17.103}
\end{equation*}
$$

Although $\overline{s y}$ and $\overline{t y}$ are known to us from the data, we cannot solve (17.102) and (17.103) for $\left(A_{0}, B_{0}\right)$ because $\overline{s e}$ and $\overline{t e}$ are unknown. We are obliged to continue using probability theory to get the best possible estimates of $A_{0}, B_{0}$. Substituting (17.102) and (17.103) into (17.91), we find that the Bayes estimate that we shall get reduces to

$$
\begin{equation*}
(\hat{A})_{\mathrm{Bayes}}=A_{0}+\frac{\left(\overline{t^{2}}\right)(\overline{s e})-(\overline{s t})(\overline{t e})}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}} \tag{17.104}
\end{equation*}
$$

which is independent of the true trend rate, $B_{0}$ having cancelled out. Therefore the Bayesian estimate does indeed eliminate the effect of trend entirely from our conclusions; one could hardly do so more completely than that. But the unknown error vector $e$ must, necessarily, produce some error in our estimate of $A$, and (17.104) tells us exactly how much.

On the other hand, if the orthodoxian uses the conventional ordinary least squares estimator (17.100) from detrended data $\left[y_{t}-\hat{B} t\right]$ based on any estimate $\hat{B}$, he will find instead

$$
\begin{equation*}
(\hat{A})_{\text {orthodox }}=A_{0}+\frac{\overline{s e}+\left(B_{0}-\hat{B}\right) \overline{s t}}{\overline{s^{2}}} \tag{17.105}
\end{equation*}
$$

and any error in the trend rate estimate $\hat{B}$ contributes to the error in his estimate of the seasonal component. If, as is the usual practice, one uses the ordinary least squares estimate
of the trend from the original data,

$$
\begin{equation*}
\hat{B}=\frac{(\overline{t y})}{\left(\overline{t^{2}}\right)} \tag{17.106}
\end{equation*}
$$

(17.105) becomes

$$
\begin{equation*}
(\hat{A})_{\text {orthodox }}=A_{0}+\frac{\left(\overline{t^{2}}\right)(\overline{s e})-(\overline{t y})(\overline{s t})+B_{0}\left(\overline{t^{2}}\right)(\overline{s t})}{\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right)}=\left(1-r^{2}\right) A_{0}+\frac{(\overline{s e})}{\left(\overline{s^{2}}\right)} \tag{17.107}
\end{equation*}
$$

where we have again used (17.102) and (17.103). Thus (17.107) is also exactly independent of the true trend rate $B_{0}$. But orthodox teaching would hold that the estimator (17.107) has a negative bias, since $\overline{s e}$ is, 'on the average', zero. One might wish to 'correct' for this by the same device as in (17.6): by multiplying by a suitable factor. But this is not obviously the best procedure. It is far from clear that the optimal estimator can be found merely by multiplying the ordinary least squares estimate by a constant.

Likewise, having recognized what he would consider a shortcoming of (17.107), and perceiving that the Bayesian result (17.104) has at least the merit (from his viewpoint) of being unbiased, it still would not follow that the Bayesian solution is the best possible one. Indeed, one who has absorbed a strong anti-Bayesian indoctrination would, we suspect, reject any such suggestion and would say that we should be able to correct the defects of (17.107) by a little more careful thinking about the problem from the orthodox viewpoint. Let us try.

### 17.10.4 An improved orthodox estimate

Starting back at the beginning of the problem, orthodox reasoning proceeded as follows. If one had in mind only the seasonal term and was not aware of trend, one would be led to estimate the cyclic amplitude as

$$
\begin{equation*}
\hat{A}^{(0)}=\frac{(\overline{s y})}{\left(\overline{s^{2}}\right)}, \tag{17.108}
\end{equation*}
$$

the conventional regression solution. Many different lines of reasoning, including ordinary least squares fitting of the data to the sinusoid $A s_{t}$, lead us to this result.

But then one realizes that (17.108) is not a very good estimate because it ignores the disturbing effect of trend. A better seasonal estimate could be made from the detrended data

$$
\begin{equation*}
\left(y_{t}\right)_{\operatorname{det}} \equiv y_{t}-\hat{B} t \tag{17.109}
\end{equation*}
$$

where $\hat{B}$ is an estimate of the trend rate, and it seems natural to estimate it by the conventional regression rule

$$
\begin{equation*}
\hat{B}^{(0)}=\frac{(\overline{t y})}{\left(\overline{t^{2}}\right)} \tag{17.110}
\end{equation*}
$$

from ordinary least squares fitting of a straight line $B t$ to the data. Using the detrended data (17.109) in (17.108) yields the 'corrected' cyclic amplitude estimate

$$
\begin{equation*}
\hat{A}^{(1)}=\frac{\overline{s y}-\overline{s t} \hat{B}^{(0)}}{\overline{s^{2}}}=\frac{\left(\overline{t^{2}}\right)(\overline{s y})-(\overline{s t})(\overline{t y})}{\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right)} \tag{17.111}
\end{equation*}
$$

which is the conventional orthodox result for the problem.
But now we see that this is not the end of the story; for $A$ and $B$ enter into the model on just the same footing. If it is true that we should estimate the cyclic amplitude $A$ from detrended data $y_{t}-\hat{B}^{(0)} t$, surely it is equally true that we should estimate the trend rate $B$ from the decyclized data $y_{t}-\hat{A}^{(0)} s_{t}$. Thus a better estimate of trend than (17.110) would be

$$
\begin{equation*}
\hat{B}^{(1)}=\frac{(\overline{t y})-(\overline{s t}) \hat{A}^{(0)}}{\left(\overline{t^{2}}\right)}=\frac{\left(\overline{s^{2}}\right)(\overline{t y})-(\overline{s t})(\overline{s y})}{\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right)} \tag{17.112}
\end{equation*}
$$

where we used (17.108). But now, with this better estimate of trend, we can obtain a better estimate of the seasonal component than (17.111) by using (17.112):

$$
\begin{equation*}
\hat{A}^{(2)}=\frac{(\overline{s y})-(\overline{s t}) \hat{B}^{(1)}}{\left(\overline{s^{2}}\right)} \tag{17.113}
\end{equation*}
$$

This improved estimate of the seasonal amplitude will in turn enable us to achieve a still better estimate of trend

$$
\begin{equation*}
\hat{B}^{(2)}=\frac{(\overline{t y})-(\overline{s t}) \hat{A}^{(1)}}{\left(\overline{t^{2}}\right)} \tag{17.114}
\end{equation*}
$$

$\ldots$ and so on, forever!
Therefore, the reasoning underlying the conventional detrending procedure, if applied consistently, does not stop at the conventional result (17.100). It leads us into an infinite sequence of back-and-forth revisions of our estimates, each set $\left[\hat{A}^{(n)}, \hat{B}^{(n)}\right]$ better than the previous $\left[\hat{A}^{(n-1)}, \hat{B}^{(n-1)}\right]$. Does this infinite sequence converge to a final 'best of all' set of estimates $\left[\hat{A}^{(\infty)} \hat{B}^{(\infty)}\right]$ ? If so, this is surely the optimal way of dealing with a nuisance parameter from the orthodox viewpoint. But can we calculate these final optimal estimates directly without going through the infinite sequence of updatings?

To answer this define the $(2 \times 1)$ vector of $n$th order estimates:

$$
\begin{equation*}
V_{n} \equiv\binom{\hat{A}^{(n)}}{\hat{B}^{(n)}} . \tag{17.115}
\end{equation*}
$$

Then the general recursion relation is, as we see from (17.111)-(17.113),

$$
\begin{equation*}
V_{n+1}=V_{0}+M V_{n} \tag{17.116}
\end{equation*}
$$

where the matrix $M$ is

$$
M=\left(\begin{array}{cc}
0 & -\frac{(\overline{s t})}{\left(\overline{s^{2}}\right)}  \tag{17.117}\\
\frac{(\overline{s t})}{\left(\overline{t^{2}}\right)} & 0
\end{array}\right)
$$

The solution of (17.116) is

$$
\begin{equation*}
V_{n}=\left(1+M+M^{2}+\cdots+M^{n}\right) V_{0} \tag{17.118}
\end{equation*}
$$

By the Schwartz inequality, $(\overline{s t})^{2} \leq\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)$, the eigenvalues of $M$ are less than unity, so as $n \rightarrow \infty$ this infinite series sums to

$$
\begin{equation*}
V_{\infty}=(I-M)^{-1} V_{0} . \tag{17.119}
\end{equation*}
$$

Now we find readily that

$$
(I-M)^{-1}=\frac{1}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}}\left(\begin{array}{cc}
\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right) & -\left(\overline{t^{2}}\right)(\overline{s t})  \tag{17.120}\\
-\left(\overline{s^{2}}\right)(\overline{s t}) & \left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right)
\end{array}\right)
$$

and so our final, best of all, estimate is

$$
\begin{equation*}
\hat{A}^{(\infty)}=\frac{\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right) \hat{A}^{(0)}-\left(\overline{t^{2}}\right)(\overline{s t}) \hat{B}^{(0)}}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}}=\frac{\left(\overline{t^{2}}\right)(\overline{s y})-(\overline{s t})(\overline{t y})}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}} . \tag{17.121}
\end{equation*}
$$

But this is precisely the Bayesian estimate that we calculated far more easily in (17.92)! Likewise, the final best possible orthodox estimate of trend rate is

$$
\begin{equation*}
\hat{B}^{(\infty)}=\frac{\left(\overline{s^{2}}\right)(\overline{t y})-(\overline{t y})(\overline{s y})}{\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}} \tag{17.122}
\end{equation*}
$$

which is just the Bayesian estimate that we find by integrating out $A$ as a nuisance parameter from (17.88).

This is another example of what we found in Chapter 13: if the orthodoxian will think his estimation problems through to the end, he will find himself obliged to use the Bayesian mathematical algorithm, even if his ideology still leads him to reject the Bayesian rationale
for it. Independently of all philosophical hangups, this mathematical form is determined by elementary requirements of rationality and consistency.

Now we see the relationship between the orthodox and Bayesian procedures in an entirely different light. The Bayesian procedure of integrating out a nuisance parameter is summing an infinite series of mutual updatings for us, and in such a slick way that, to the best of our knowledge, no orthodox writer has yet realized that this is what is happening. What we have just found is not limited to trend and seasonal parameters: it will generalize effortlessly to far more complex problems.

As we noted before (Jaynes, 1976) in many other cases, it is a common phenomenon that orthodox results, when improved to the maximum possible extent, become mathematically equivalent to the results that Bayesian methods give us far more easily. Indeed, it is one of the problems we have that Bayesian and maximum entropy methods are so easy that orthodoxians accuse us of trying to get something for nothing.

Thus, in the long run, attempts to evade the use of Bayes' theorem do not lead to different final results; they only make us work an order of magnitude harder to get them.

### 17.10.5 The orthodox criterion of performance

In our endeavor to understand this situation fully, let us examine it from a different viewpoint. According to orthodox theory, the accuracy of an estimation procedure is to be judged by the sampling distribution of the estimator, while in Bayesian theory it should be judged from the posterior pdf for the parameter. Let us compare these. For the orthodox analysis, note that in both (17.104) and (17.107) the terms containing the noise vector $e$ combine to make a linear combination of the form

$$
\begin{equation*}
\overline{g e} \equiv \frac{1}{N} \sum_{t=1}^{N} g_{t} e_{t} \tag{17.123}
\end{equation*}
$$

Then over the sampling pdf for the noise we have

$$
\begin{gather*}
E(\overline{g e})=\frac{1}{N} \sum_{t} g_{t} E\left(e_{t}\right)=0  \tag{17.124}\\
E\left[(\overline{g e})^{2}\right]=\frac{1}{N} \sum g_{t} g_{t^{\prime}} E\left(e_{t} e_{t^{\prime}}\right)=\overline{g^{2}} \sigma^{2} \tag{17.125}
\end{gather*}
$$

since $E\left(e_{t} e_{t^{\prime}}\right)=\sigma^{2} \delta\left(t, t^{\prime}\right)$. Thus, the sampling pdf would estimate this error term by (mean) $\pm$ (standard deviation):

$$
\begin{equation*}
(\overline{g e})_{\text {est }}=0 \pm \sigma \sqrt{\overline{g^{2}}} \tag{17.126}
\end{equation*}
$$

For the Bayes estimator (17.104)

$$
\begin{equation*}
g_{t}=\frac{\left(\overline{t^{2}}\right)\left(s_{t}\right)-(\overline{s t}) t}{\left(\overline{t^{2}}\right)\left(\overline{s^{2}}\right)-(\overline{s t})^{2}} \tag{17.127}
\end{equation*}
$$

and after some algebra we find

$$
\begin{equation*}
\overline{g^{2}}=\frac{\left(\overline{t^{2}}\right)\left[\left(\overline{s^{2}}\right)\left(\overline{t^{2}}\right)-(\overline{s t})^{2}\right]}{\left(\overline{s^{2}}\right)\left(1-r^{2}\right)} \tag{17.128}
\end{equation*}
$$

where $r$ is the correlation coefficient defined before. Thus the sampling distribution for the Bayes estimator (17.104) has (mean) $\pm$ (standard deviation) of

$$
\begin{equation*}
\tilde{A} \pm \sigma \sqrt{\hat{N} s^{2}\left(1-r^{2}\right)} \tag{17.129}
\end{equation*}
$$

while for the orthodox estimator this is

$$
\begin{equation*}
\left(1-r^{2}\right) \tilde{A} \pm \sigma \sqrt{\frac{1-r^{2}}{N\left(\overline{s^{2}}\right)}} \tag{17.130}
\end{equation*}
$$

### 17.11 The general case

Having shown the nature of the Bayesian results from several different viewpoints, we now generalize them to a fairly wide class of useful problems. We assume that the $N$ data are not necessarily uniformly spaced in time, but are taken at times in some set $\left\{t: t_{1}, \ldots, t_{N}\right\}$ that the noise probability distribution, although Gaussian, is not necessarily stationary or white (uncorrelated) and that the prior probabilities for the parameters are not necessarily independent. It turns out that the computer programs to take all this into account are not appreciably more difficult to write, if the most general analytical formulas are in view when we write them.

So now we have the model

$$
\begin{equation*}
y_{t_{i}}=T\left(t_{i}\right)+F\left(t_{i}\right)+e\left(t_{i}\right), \quad 1 \leq i \leq N, \tag{17.131}
\end{equation*}
$$

in which we may write $y_{i} \equiv y\left(t_{i}\right)$, etc., with data $D=\left(y_{1}, \ldots, y_{N}\right)$, where $T(t)$ is the trend function, not necessarily linear, $F(t)$ is the periodic seasonal function, not necessarily sinusoidal, and $e(t)$ is the irregular component. To define our matrices we suppose $T(t)$ expanded in some linearly independent basis functions $\Phi_{k}(t)$ (for example, Legendre polynomials):

$$
\begin{equation*}
T(t)=\sum \gamma_{k} \Phi_{k}(t) \tag{17.132}
\end{equation*}
$$

Similarly, $F(t)$ is expanded in sinusoids:

$$
\begin{equation*}
F(t)=\sum\left[A_{k} \cos (k t)+B_{k} \sin (k t)\right] \tag{17.133}
\end{equation*}
$$

The joint likelihood of all the parameters is

$$
\begin{equation*}
L(\gamma, A, B, \sigma)=p(D \mid \gamma A B \sigma)=\left(\frac{1}{2 \pi \sigma^{2}}\right)^{N / 2} \exp \left\{\frac{1}{2 \sigma^{2}} \sum_{i=1}^{N}\left[y_{i}-T\left(t_{i}\right)-F\left(t_{i}\right)\right]^{2}\right\} \tag{17.134}
\end{equation*}
$$

The quadratic form may be written as

$$
\begin{equation*}
Q\left(\alpha_{k}, \gamma_{j}\right) \equiv \sum_{i=1}^{N}\left[y_{i}-\sum_{j=1}^{r} \gamma_{j} T_{j}\left(t_{i}\right)-\sum_{k=1}^{m} \alpha_{k} F_{k}\left(t_{i}\right)\right]^{2}, \tag{17.135}
\end{equation*}
$$

where, in the seasonal adjustment problem, $m=12$ and

$$
\begin{equation*}
\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}=\left\{A_{0}, A_{1}, \ldots, A_{6}, B_{1}, B_{2}, \ldots, B_{5}\right\} \tag{17.136}
\end{equation*}
$$

Likewise,

$$
F_{k}(t)= \begin{cases}\cos (k \omega t) & 0 \leq k \leq 6  \tag{17.137}\\ \sin ([k-6] \omega t) & 7 \leq k \leq 12\end{cases}
$$

But if we combine $\alpha, \gamma$ into a single vector of dimension $n=m+r$ :

$$
\begin{equation*}
q \equiv\left(\alpha_{1}, \ldots, \alpha_{m}, \gamma_{1}, \ldots, \gamma_{r}\right) \tag{17.138}
\end{equation*}
$$

and define the function

$$
G_{k}(t)= \begin{cases}F_{k}(t) & 1 \leq k \leq m  \tag{17.139}\\ T_{k}(t) & m+1 \leq k \leq n,\end{cases}
$$

then the model is in the more compact form

$$
\begin{equation*}
y(t)=\sum_{j=1}^{n} q_{j} G_{j}(t)+e(t), \tag{17.140}
\end{equation*}
$$

and the data vector is

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{n} q_{j} G_{j}\left(t_{i}\right)+e\left(t_{i}\right), \quad 1 \leq i \leq N \tag{17.141}
\end{equation*}
$$

or

$$
\begin{equation*}
y=q G+e . \tag{17.142}
\end{equation*}
$$

The 'noise' values $e=e\left(t_{i}\right)$ have the joint prior probability density

$$
\begin{equation*}
p\left(e_{1} \cdots e_{N}\right)=\frac{\sqrt{\operatorname{det} K}}{(2 \pi)^{N / 2}} \exp \left\{-\frac{1}{2} e^{T} K e\right\}, \tag{17.143}
\end{equation*}
$$

where $K^{-1}$ is the $(N \times N)$ noise prior covariance matrix. For 'stationary white noise', it reduces to

$$
\begin{equation*}
K^{-1}=\sigma^{2} \delta_{i j}, \quad 1 \leq i, j \leq N \tag{17.144}
\end{equation*}
$$

Given $K$ and the parameters $\left\{q_{j}\right\}$, the sampling pdf for the data takes the form

$$
\begin{equation*}
p\left(y_{1} \cdots y_{N} \mid q K I\right)=\frac{\sqrt{\operatorname{det}(K)}}{(2 \pi)^{N / 2}} \exp \left\{-\frac{1}{2}(y-q G)^{T} K(y-q G)\right\} . \tag{17.145}
\end{equation*}
$$

Likewise, a very general form of joint prior pdf for the parameters is

$$
\begin{equation*}
p\left(q_{1} \cdots q_{n} \mid I\right)=\frac{\sqrt{\operatorname{det}(L)}}{(2 \pi)^{n / 2}} \exp \left\{-\frac{1}{2}\left(q-q_{0}\right)^{T} L\left(q-q_{0}\right)\right\}, \tag{17.146}
\end{equation*}
$$

where $L^{-1}$ is the $(n \times n)$ prior covariance matrix and $q_{0}$ is the vector of prior estimates. Almost always we shall take $L$ to be diagonal:

$$
\begin{equation*}
L_{i j}=\sigma_{j}^{2} \delta_{i j}, \quad 1 \leq i, j \leq n, \tag{17.147}
\end{equation*}
$$

and $q_{0}$ to be zero. But the general formulas without these simplifying assumptions are readily found and programmed.

The joint posterior pdf for the parameters $\left\{q_{j}\right\}$ is then

$$
\begin{equation*}
p(q \mid y I)=\frac{\exp \{-Q / 2\}}{\int \mathrm{d} q_{1} \cdots \mathrm{~d} q_{n} \exp \{-Q / 2\}}, \tag{17.148}
\end{equation*}
$$

where $Q$ is the quadratic form

$$
\begin{equation*}
Q \equiv(y-G q)^{T} K(y-G q)+\left(q-q_{0}\right)^{T} L\left(q-q_{0}\right) \tag{17.149}
\end{equation*}
$$

which we may expand into eight terms:

$$
\begin{equation*}
Q=y^{T} K y-y^{T} K G q-q^{T} G^{T} K y+q^{T} G^{T} K G q+q^{T} L q-q^{T} L q_{0}-q_{0}^{T} L q+q_{0}^{T} L q_{0} \tag{17.150}
\end{equation*}
$$

We want to bring out the dependence on $q$ by writing this in the form

$$
\begin{equation*}
Q=(q-\hat{q})^{T} M(q-\hat{q})+Q_{0} \tag{17.151}
\end{equation*}
$$

where $Q_{0}$ is independent of $q$. Writing this out and comparing with (17.150), we have

$$
\begin{align*}
M & =G^{T} K G+L \\
M \hat{q} & =G^{T} K y+L q_{0}  \tag{17.152}\\
\hat{q}^{T} M \hat{q}+Q_{0} & =y^{T} K y+q_{0}^{T} L q_{0}
\end{align*}
$$

Thus $M, \hat{q}$, and $Q_{0}$ are uniquely determined, because the equality of (17.150) and (17.151) must be an identity in $q$ :

$$
\begin{align*}
\hat{q} & =M^{-1}\left[G^{T} K y+L q_{0}\right]  \tag{17.153}\\
Q_{0} & =y^{T} K y+q_{0}^{T} L q_{0}-\hat{q}^{T} M \hat{q} \tag{17.154}
\end{align*}
$$

The denominator of (17.148) is then found using (17.151), with the final result

$$
\begin{equation*}
p\left(q_{1} \cdots q_{n} \mid y K L I\right)=\frac{\sqrt{\operatorname{det}(M)}}{(2 \pi)^{n / 2}} \exp \left\{-\frac{1}{2}(q-\hat{q})^{T} M(q-\hat{q})\right\} . \tag{17.155}
\end{equation*}
$$

The components $q_{1}, \ldots, q_{m}$ are the seasonal amplitudes we wish to estimate, while $\left(q_{m+1}, \ldots, q_{n}\right)$ are the trend nuisance parameters to be eliminated. From (17.155) the
marginal pdf we want is

$$
\begin{align*}
p\left(q_{1} \cdots q_{m} \mid y K L I\right) & =\int \mathrm{d} q_{m+1} \cdots \mathrm{~d} q_{n} p\left(q_{1} \cdots q_{n} \mid y K L I\right) \\
& =\frac{\sqrt{\operatorname{det}(M)}}{(2 \pi)^{n / 2}} \frac{(2 \pi)^{(n-m) / 2}}{\sqrt{\operatorname{det}(\bar{W})}} \exp \left\{-\frac{1}{2}(u-\hat{u})^{T} U(u-\hat{u})\right\}  \tag{17.156}\\
& =\frac{\sqrt{\operatorname{det}(U)}}{(2 \pi)^{m / 2}} \exp \left\{-\frac{1}{2}(u-\hat{u})^{T} U(u-\hat{u})\right\}
\end{align*}
$$

where $U, V, W, u$ are defined by ( ), ( ), ( ), ( ).

Editor's Exercise 17.4. Jaynes never defined $U, V, W$, and $u$. In (17.155) multiply out all of the terms in the exponent, obtain the appropriate sub-matrices, vectors, and scalars and then define each of these four quantities.

From the fact that the various probabilities are normalized, we see that

$$
\begin{equation*}
\operatorname{det}(M)=\operatorname{det}(W) \operatorname{det}(U) \tag{17.157}
\end{equation*}
$$

a remarkable theorem not at all obvious from the definitions except in the case $V=0$. This is another good example of the power of probabilistic reasoning to prove purely mathematical theorems.

Thus, the most general solution consists, computationally, of a string of elementary matrix operations and is readily programmed. To summarize the final computation rules:
$K^{-1}$ is the $(N \times N)$ prior covariance matrix for the 'noise';
$L^{-1}$ is the $(n \times n)$ prior covariance matrix for the parameters;
$F$ is the $(N \times n)$ matrix of model functions.

Firstly, calculate the $(n \times n)$ matrix

$$
\begin{equation*}
M \equiv F^{T} K F+L \tag{17.158}
\end{equation*}
$$

and decompose it into block form representing the interesting and uninteresting subspaces:

$$
M=\left(\begin{array}{cc}
U_{0} & V  \tag{17.159}\\
V^{T} & W_{0}
\end{array}\right)
$$

Then calculate the $(m \times m)$ and $(r \times r)$ renormalized matrices

$$
\begin{align*}
U & \equiv U_{0}-V W_{0}^{-1} V^{T}  \tag{17.160}\\
W & \equiv W_{0}-V^{T} U_{0}^{-1} V \tag{17.161}
\end{align*}
$$

This much is determined by the definition of the model; the computer can work all this out in advance, before the data are known, and use the result on any number of data sets.

Now given $y$, the $(N \times 1)$ data vector and $q_{0}$, the $(n \times 1)$ vector of prior estimates, the computer should calculate the $(n \times 1)$ vector

$$
\begin{equation*}
\hat{q}=M^{-1}\left[F^{T} K y+L q_{0}\right] \tag{17.162}
\end{equation*}
$$

of 'best' estimates of the parameters. Actually, the first $m$ of them are the interesting ones wanted, and the remaining $r=n-m$ components are not needed unless one also wants an estimate of the trend function. Then we can use the following result.

The inverse $M^{-1}$ can be written in the same block form as $M$ :

$$
M^{-1}=\left(\begin{array}{cc}
U^{-1} & -U_{0} V W^{-1}  \tag{17.163}\\
-W_{0} V^{T} U^{-1} & W^{-1}
\end{array}\right)
$$

where, analogous to $U$,

$$
\begin{equation*}
W \equiv W_{0}-V^{T} U_{0}^{-1} V \tag{17.164}
\end{equation*}
$$

Then $F^{T}$ has the same block form with respect to its rows:

$$
\begin{align*}
1 & \leq j \leq m \\
\left(F^{T}\right)_{j i}=\left[G_{j}\left(t_{i}\right) T_{i}\left(t_{i}\right)\right] \quad 1 & \leq i \leq N  \tag{17.165}\\
(m+1) & \leq K \leq n
\end{align*}
$$

where $G_{j}(t)$ are the seasonal sinusoids and $T_{k}(t)$ the trend functions.
Almost always, $q_{0}=0$, and so the 'interesting' seasonal amplitudes are given by

$$
\begin{equation*}
\hat{q}=R K y, \tag{17.166}
\end{equation*}
$$

where $R$ is the reduced ( $m \times N$ ) matrix

$$
\begin{equation*}
R \equiv U^{-1} G-U_{0}^{-1} V W^{-1} T \tag{17.167}
\end{equation*}
$$

and $U^{-1}$ is the joint posterior covariance matrix for the interesting parameters $\left\{q_{1}, \ldots, q_{m}\right\}$. Note that $R$ and $U^{-1}$ are also determined by the model, so the computer can calculate them once and for all before the data are available.

Editor's Exercise 17.5. Jaynes never finished this section, so we can only speculate as to what he would have put in here. So let's speculate. Firstly, look at (17.156): this is the joint posterior probability for all of the seasonal amplitudes, but the amplitudes are not the same thing as the seasonal component itself. The seasonal component is given by

$$
\begin{equation*}
S(t)=\sum_{k=1}^{m} q_{k} G_{k}(t) \tag{17.168}
\end{equation*}
$$

and is a continuous function of time. Can (17.156) and (17.168) be used to compute $p(S(t) \mid y K L I)$, the joint posterior probability for the seasonal? In other words, can a simple change of variables plus marginalization over the remaining $q$ 's be used to compute $p(S(t)) \mid y K L I)$ ? If not, how would you compute this joint posterior probability?

### 17.12 Comments

Let us try to summarize and understand the underlying technical reasons for the facts noted in the preceding two chapters. Sampling theory methods of inference were satisfactory for the relatively simple problems considered by R. A. Fisher in the 1930s. These problems had the features of:
(a) few parameters;
(b) presence of sufficient statistics;
(c) no important prior information;
(d) no nuisance parameters.

When all these conditions are met, and we have a reasonably large amount of data (say, $n \geq$ 30), orthodox methods become essentially equivalent to the Bayesian ones, and it will make no pragmatic difference which ideology we prefer. But today we are faced with important problems in which some or all of these conditions are violated. Only Bayesian methods have the analytical apparatus capable of dealing with such problems without sacrificing much of the relevant information available to us. Bayesian methods are more powerful; if there is no sufficient statistic, they extract more information from the data for reasons explained at the beginning of this chapter. Also, they take note of possibly highly important prior information, and deal easily with nuisance parameters, turning them into an important asset.

Today one wonders how it is possible that orthodox logic continues to be taught in some places year after year and praised as 'objective', while Bayesians are charged with 'subjectivity'. Orthodoxians, preoccupied with fantasies about nonexistent data sets and, in principle, unobservable limiting frequencies - while ignoring relevant prior information are in no position to charge anybody with 'subjectivity'. If there is no sufficient statistic, the orthodox accuracy claim based on a single 'statistic' simply ignores not only the prior information, but also all the evidence in the data that is relevant to that accuracy: hardly an 'objective' procedure. If there are ancillary statistics and the orthodoxian follows Fisher by conditioning on them, he obtains just the estimate that Bayes' theorem based on a noninformative prior would have given him by a shorter calculation. Bayes' theorem would have given also a defensible accuracy claim.

We shall illustrate this in later chapters with several examples, including interval estimation, dealing with trend, linear regression, detection of cycles, and prediction of time series. In all these cases, 'orthodox' methods can miss important evidence in the data; but they can also yield conclusions not justified by the evidence because they ignore highly cogent prior information. No case of such failure of Bayesian methods has been found; indeed, the optimality theorems well known in the Bayesian literature lead one to expect this from the start. Psychologically, however, practical examples seem to have more convincing power than do optimality theorems.

Historically, scientific inference has been dominated overwhelmingly by the case of univariate or bivariate Gaussian sampling distributions. This has produced a distorted picture of the field: the Gaussian case is the one in which 'orthodox', or 'sampling theory' methods do best, and the difference between pre-data and post-data procedures is the least. On the
basis of this limited evidence, orthodox theory (in the hands of Fisher) tried to claim general validity for its methods, and attacked Bayesian methods savagely without ever examining the results they give.

Even in the Gaussian case, there are important problems where sampling theory methods fail for technical reasons. An example is linear regression with both variables subject to error of unknown variance; indeed, this is perhaps the most common problem of inference faced by experimental scientists. Yet sampling theory is helpless to deal with it, because each new data point brings with it a new nuisance parameter. The orthodox statistical literature offers us no satisfactory way of dealing with this problem. See, for example, Kempthorne and Folks (1971), in which the (for them) necessity of deciding which quantities are 'random' and which are not, leads the authors to formulate 16 different linear regression models to describe what is only a single inference problem; then they find themselves helpless to deal with most of them, and give up with the statement that 'It is all very difficult.'

When we depart from the Gaussian case, we open up a Pandora's box of new anomalies, logical contradictions, absurd results, and technical difficulties beyond the means of sampling theory to handle. Several examples were noted already by the devout orthodoxians Kendall and Stuart (1961).

These examples show the fundamental error in supposing that the quality of an estimate can be judged merely from the sampling distribution of the estimator. This is true only in the simpler Gaussian cases for reasons of mathematical symmetry; in general, as Fisher noted, many different samples which all lead to the same estimator nevertheless determine the values of the parameters to very different accuracy because they have different configurations (ranges). But Fisher's remedy - conditioning on ancillary statistics - is seldom possible, and, when it is possible, we saw in Chapter 8 that it is mathematically equivalent to use of Bayes' theorem. In the case of the 'student' $t$-distribution this was shown already by Jeffreys in the 1930s. In Jaynes (1976) we demonstrate it in detail for the Cauchy distribution, which orthodoxy regards as 'pathological'.

What the orthodox literature invariably fails to recognize is that all of these difficulties are resolved effortlessly by the uniform application of the single Bayesian method. In fact, once the Bayesian analysis has shown us the correct answer, one can often study it, understand intuitively why it is right, and, with this deeper understanding, see how that answer might have been found by some $a d$ hoc device acceptable to orthodoxy.

We shall illustrate this in later chapters by giving the solution to the aforementioned regression problem, and to some inference problems with the Cauchy sampling distribution. To the best of our knowledge, these solutions cannot be found in any of the orthodox statistical literature.

But we must note with sadness that, in much of the current Bayesian literature, very little of the orthodox baggage has been cast off. For example, it is rather typical to see a Bayesian article start with such phrases as: 'Let $X$ be a random variable with density function $p(x \mid \theta)$, where the value of the parameter $\theta$ is unknown. Suppose this parametric family contains the true distribution of $X \ldots$ ' Or, one describes a uniform prior $p(\theta \mid I)$ by saying: ' $\theta$ is supposed uniformly distributed'. The analytical solutions thus obtained will doubtless be a
valid Bayesian result; but one is still clinging to the orthodox fiction of 'random variables' and 'true distributions'. $\theta$ is simply an unknown constant; it is not 'distributed' at all. What is 'distributed' is our state of knowledge about $\theta$ : again there is that persistent mind projection fallacy that contaminates all of probability theory, leading inexperienced readers far astray as to what we are doing. Equally bad, those who commit this fallacy seem unaware that this is restricting the application to a small fraction of the real situations where the solution might be useful. In the vast majority of real applications there are no 'random variables' (What defines 'randomness'?) and no 'true distribution' (What defines it? What test could we apply to decide whether some proposed distribution is or is not the 'true' one?); yet probability theory as logic applies to all of them.

Unlike orthodox tests, Bayesian posterior probabilities or odds ratios can tell us quantitatively how strong the evidence is for some effect taking into account all the evidence at hand, not merely the evidence of one data set.
L. J. Savage (1962, pp. 63-67) gives, by a tortuously long, closely reasoned argument using only sampling probabilities, a rationale for the Bayesian algorithm. The Bayesian argument expounded here, which he rejects as a 'necessary' view, derives the same conclusion, in greater generality, directly from first principles.

These comparisons show that in order to deal successfully with current real problems, it is essential to jettison tradition and authority, which have retarded progress throughout this century. It is deplorable that orthodox methods and terminology continue to be taught at all to young statisticians, economists, biologists, psychologists, and medical researchers; this has done serious damage in these fields for decades.

Yet everywhere we look there are glimmerings of hope. In physics, Bretthorst (1988) has treated the analysis of magnetic resonance data, extracting by Bayesian methods far more information from the data than was possible with the previous ad hoc Fourier analysis. In econometrics Prof. Arnold Zellner is the founder of a large, active, and growing school of Bayesian analysis which has given rise to a vast literature. In medical diagnosis the great physician Sir William Osler (1849-1919) noted long ago that: ${ }^{20}$ Medicine is a science of uncertainty and an art of probability. In recent years several people have started to take this remark seriously. Lee Lusted (1968) gives worked-out examples, with flow charts and source code, of the Bayesian computer diagnoses of six important medical conditions, as well as a great deal of qualitative wisdom in medical testing. ${ }^{21}$ Peter Cheeseman (1988) has been developing expert systems for medical diagnosis based on Bayesian principles.
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## 18

# The $A_{p}$ distribution and rule of succession 

Inside every Non-Bayesian, there is a Bayesian struggling to get out.<br>Dennis V. Lindley

Up to this point, we have given our robot fairly general principles by which it can convert information into numerical values of prior probabilities, and convert posterior probabilities into definite final decisions; so it is now able to solve lots of problems. But it still operates in a rather inefficient way in one respect. When we give it a new problem, it has to go back into its memory (this proposition that we have denoted by $X$ or $I$, which represents everything it has ever learned). It must scan its entire memory archives for anything relevant to the problem before it can start working on it. As the robot grows older this gets to be a more and more time-consuming process.

Now, human brains don't do this. We have some machinery built into us which summarizes our past conclusions, and allows us to forget the details which led us to those conclusions. We want to see whether it is possible to give the robot a definite mechanism by which it can store general conclusions rather than isolated facts.

### 18.1 Memory storage for old robots

Note another thing, which we will see is closely related to this problem. Suppose you have a penny and you are allowed to examine it carefully, and convince yourself that it is an honest coin; i.e. accurately round, with head and tail, and a center of gravity where it ought to be. Then you're asked to assign a probability that this coin will come up heads on the first toss. I'm sure you'll say $1 / 2$. Now, suppose you are asked to assign a probability to the proposition that there was once life on Mars. Well, I don't know what your opinion is there, but on the basis of all the things that I have read on the subject, I would again say about $1 / 2$ for the probability. But, even though I have assigned the same 'external' probabilities to them, I have a very different 'internal' state of knowledge about those propositions.

To see this, imagine the effect of getting new information. Suppose we tossed the coin five times and it comes up tails every time. You ask me what's my probability for heads on the next throw; I'll still say $1 / 2$. But if you tell me one more fact about Mars, I'm ready to change my probability assignment completely. There is something which makes
my state of belief very stable in the case of the penny, but very unstable in the case of Mars. ${ }^{1}$

This might seem to be a fatal objection to probability theory as logic. Perhaps we need to associate with a proposition not just a single number representing plausibility, but two numbers: one representing the plausibility, and the other how stable it is in the face of new evidence. And so, a kind of two-valued theory would be needed. In the early 1950s, the writer gave a talk at one of the Berkeley statistical symposiums, expounding this viewpoint.

But now, with more mature reflection we think that there is a mechanism by which our present theory automatically contains all these things. So far, all the propositions we have asked the robot to think about are 'Aristotelian' ones of two-valued logic: they had to be either true or false. Suppose we bring in new propositions of a different type. It doesn't make sense to say the proposition is either true or false, but still we are going to say that the robot associates a real number with it, which obeys the rules of probability theory. Now, these propositions are sometimes hard to state verbally; but we noticed before that if we give the probabilities conditional on $X$ for all propositions that we are going to use in a given problem, we have told you everything about $X$ which is relevant to that mathematical problem (although of course, not everything about its meaning and significance to us, that may make us interested in the problem). So, we introduce a new proposition $A_{p}$, defined by

$$
\begin{equation*}
P\left(A \mid A_{p} E\right) \equiv p \tag{18.1}
\end{equation*}
$$

where $E$ is any additional evidence. If we had to render $A_{p}$ as a verbal statement, it would come out something like this:

$$
\begin{align*}
A_{p} \equiv & \text { regardless of anything else you may have been told, } \\
& \text { the probability of } A \text { is } p . \tag{18.2}
\end{align*}
$$

Now, $A_{p}$ is a strange proposition, but if we allow the robot to reason with propositions of this sort, Bayes' theorem guarantees that there's nothing to prevent it from getting an $A_{p}$ worked over onto the left side in its probabilities: $P\left(A_{p} \mid E\right)$. What are we doing here? It seems almost as if we are talking about the 'probability of a probability'.

Pending a better understanding of what that means, let us adopt a cautious notation that will avoid giving possibly wrong impressions. We are not claiming that $P\left(A_{p} \mid E\right)$ is a 'real probability' in the sense that we have been using that term; it is only a number which is to obey the mathematical rules of probability theory. Perhaps its proper conceptual meaning will be clearer after getting a little experience using it. So let us refrain from using the prefix symbol $p$; to emphasize its more abstract nature, let us use the bare bracket symbol notation $\left(A_{p} \mid E\right)$ to denote such quantities, and call it simply 'the density for $A_{p}$, given $E$ '.

We defined $A_{p}$ by writing an equation. You ask what it means, and we reply by writing more equations. So let's write the equations: if $X$ says nothing about $A$ except that it is

[^115]possible for $A$ to be true, and also possible for it to be false, then, as we saw in case of the 'completely ignorant population' in Chapter 12,
\[

$$
\begin{equation*}
\left(A_{p} \mid X\right)=1, \quad 0 \leq p \leq 1 \tag{18.3}
\end{equation*}
$$

\]

The transformation group arguments of Chapter 12 apply to this problem. As soon as we have this, we can use Bayes' theorem to compute the density for $A_{p}$, conditional on the other things. In particular,

$$
\begin{equation*}
\left(A_{p} \mid E X\right)=\left(A_{p} \mid X\right) \frac{P\left(E \mid A_{p} X\right)}{P(E \mid X)}=\frac{P\left(E \mid A_{p}\right)}{P(E \mid X)} \tag{18.4}
\end{equation*}
$$

Now,

$$
\begin{equation*}
P(A \mid E)=\int_{0}^{1} \mathrm{~d} p\left(A A_{p} \mid E\right) \tag{18.5}
\end{equation*}
$$

The propositions $A_{p}$ are mutually exclusive and exhaustive (in fact, every $A_{p}$ flatly and dogmatically contradicts every other $A_{q}$, so we can do this. We're just going to apply all of our mathematical rules with total disregard of the fact that $A_{p}$ is a funny kind of proposition. We believe that these rules form a consistent way of manipulating propositions. But now we recognize that consistency is a purely structural property of the rules, which could not depend on the particular semantic meaning you and I might attach to a proposition. So now we can blow up the integrand of (18.5) by the product rule:

$$
\begin{equation*}
P(A \mid E)=\int_{0}^{1} \mathrm{~d} p P\left(A \mid A_{p} E\right)\left(A_{p} \mid E\right) \tag{18.6}
\end{equation*}
$$

But from the definition (18.1) of $A_{p}$, the first factor is just $p$, and so

$$
\begin{equation*}
P(A \mid E)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E\right) \tag{18.7}
\end{equation*}
$$

The probability which our robot assigns to proposition $A$ is just the first moment of the density for $A_{p}$. Therefore, the density for $A_{p}$ should contain more information about the robot's state of mind concerning $A$, than just the probability for $A$. Our conjecture is that the introduction of propositions of this sort solves both of the problems mentioned, and also gives us a powerful analytical tool for calculating probabilities.

### 18.2 Relevance

To see why we propose our conjecture, let's note some lemmas about relevance. Suppose this evidence $E$ consists of two parts, $E=E_{a} E_{b}$, where $E_{a}$ is relevant to $A$ and, given $E_{a}$, $E_{b}$ is not relevant:

$$
\begin{equation*}
P(A \mid E)=P\left(A \mid E_{a} E_{b}\right)=P\left(A \mid E_{a}\right) . \tag{18.8}
\end{equation*}
$$

By Bayes' theorem, it follows that, given $E_{a}, A$ must also be irrelevant to $E_{b}$, for

$$
\begin{equation*}
P\left(E_{b} \mid A E_{a}\right)=P\left(E_{b} \mid E_{a}\right) \frac{P\left(A \mid E_{b} E_{a}\right)}{P\left(A \mid E_{a}\right)}=P\left(E_{b} \mid E_{a}\right) \tag{18.9}
\end{equation*}
$$

Let's call this property 'weak irrelevance'. Now, does this imply that $E_{b}$ is irrelevant to $A_{p}$ ? Evidently not, for (18.8) says only that the first moments of ( $A_{p} \mid E_{a}$ ) and ( $A_{p} \mid E_{a} E_{b}$ ) are the same. But suppose that, for a given $E_{b}$, (18.8) holds independently of what $E_{a}$ might be; call this 'strong irrelevance'. Then we have

$$
\begin{equation*}
P(A \mid E)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E_{a} E_{b}\right)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E_{a}\right) \tag{18.10}
\end{equation*}
$$

But if this is to hold for all $\left(A_{p} \mid E_{a}\right)$, the integrands must be the same:

$$
\begin{equation*}
\left(A_{p} \mid E_{a} E_{b}\right)=\left(A_{p} \mid E_{a}\right) \tag{18.11}
\end{equation*}
$$

and from Bayes' theorem it follows as in (18.9) that $A_{p}$ is irrelevant to $E_{b}$ :

$$
\begin{equation*}
P\left(E_{b} \mid A_{p} E_{a}\right)=P\left(E_{b} \mid E_{a}\right) \tag{18.12}
\end{equation*}
$$

for all $E_{a}$.
Now, suppose our robot gets a new piece of evidence, $F$. How does this change its state of knowledge about $A$ ? We could expand directly by Bayes' theorem, which we have done before, but let's use our $A_{p}$ this time:

$$
\begin{equation*}
P(A \mid E F)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E F\right)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E\right) \frac{P\left(F \mid A_{p} E\right)}{P(F \mid E)} . \tag{18.13}
\end{equation*}
$$

In this likelihood ratio, any part of $E$ that is irrelevant to $A_{p}$ can be struck out; because, by Bayes' theorem, it is equal to

$$
\begin{equation*}
\frac{P\left(F \mid A_{p} E_{a} E_{b}\right)}{P\left(F \mid E_{a} E_{b}\right)}=\frac{P\left(F \mid A_{p} E_{a}\right)\left[\frac{P\left(E_{b} \mid F A_{p} E_{a}\right)}{P\left(E_{b} \mid A_{p} E_{a}\right)}\right]}{P\left(F \mid E_{a}\right)\left[\frac{P\left(E_{b} \mid F E_{a}\right)}{P\left(E_{b} \mid E_{a}\right)}\right]}=\frac{P\left(F \mid A_{p} E_{a}\right)}{P\left(F \mid E_{a}\right)} \tag{18.14}
\end{equation*}
$$

where we have used (18.12).
Now if $E_{a}$ still contains a part irrelevant to $A_{p}$, we can repeat this process. Imagine this carried out as many times as possible; the part $E_{a a}$ of $E$ that is left contains nothing at all that is irrelevant to $A_{p} . E_{a a}$ must then be some statement only about $A$. But then, by definition (18.1) of $A_{p}$, we see that $A_{p}$ automatically cancels out $E_{a a}$ in the numerator: $\left(F \mid A_{p} E_{a a}\right)=\left(F \mid A_{p}\right)$. And so we have (18.13) reduced to

$$
\begin{equation*}
P(A \mid E F)=\frac{1}{P\left(F \mid E_{a a}\right)} \int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E\right) P\left(F \mid A_{p}\right) \tag{18.15}
\end{equation*}
$$

The weak point in this argument is that we have not proved that it is always possible to resolve $E$ into a completely relevant part and completely irrelevant part. However, it is easy to show that in many applications it is possible. So, let's just say that the following results
apply to the case where the prior information is 'completely resolvable'. We have not shown that it is the most general case; but we do know that it is not an empty one.

### 18.3 A surprising consequence

Now, $\left(F \mid E_{a a}\right)$ is a troublesome thing which we would like to eliminate. It's really just a normalizing factor, and we can eliminate it the way we did in Chapter 4: by calculating the odds on $A$ instead of the probability. This is just

$$
\begin{equation*}
O(A \mid E F)=\frac{P(A \mid E F)}{P(\bar{A} \mid E F)}=\frac{\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E\right) P\left(F \mid A_{p}\right)}{\int_{0}^{1} \mathrm{~d} p\left(A_{p} \mid E\right) P\left(F \mid A_{p}\right)(1-p)} \tag{18.16}
\end{equation*}
$$

The significant thing here is that the proposition $E$, which for this problem represents our prior information, now appears only in the density $\left(A_{p} \mid E\right)$. This means that the only property of $E$ which the robot needs in order to reason out the effect of new information is this density $\left(A_{p} \mid E\right)$. Everything that the robot has ever learned which is relevant to proposition $A$ may consist of millions of isolated separate facts. But when it receives new information, it does not have to go back and search its entire memory for every little detail of its information relevant to $A$. Everything it needs in order to reason about $A$ from that past experience is contained summarized in this one function, $\left(A_{p} \mid E\right)$.

So, for each proposition $A$ about which it is to reason, the robot can store a density function $\left(A_{p} \mid E\right)$ like that in Figure 18.1. Whenever it receives new information $F$, it will be well advised to calculate $\left(A_{p} \mid E F\right)$, and then it can erase the previous $\left(A_{p} \mid E\right)$ and for the future store only $\left(A_{p} \mid E F\right)$. By this procedure, every detail of its previous experience is taken into account in future reasoning about $A$.

This suggests that in a machine which does inductive reasoning, the memory storage problem may be simpler than it is in a machine which does only deductive reasoning. This does not mean that the robot is able to throw away all of its past experience, because there is


Fig. 18.1. An example $A_{p}$ distribution.
always a possibility that some new proposition will come up which it has not had to reason about before. And, whenever this happens, then of course it will have to go back into its original archives and search for every scrap of information it has relevant to this proposition.

With a little introspection, we would all agree that this is just what goes on in our minds. If you are asked how plausible you regard some proposition, you don't go back and recall all the details of everything that you ever learned about this proposition. You recall your previous state of mind about it. How many of us can still remember the argument which first convinced us that $\mathrm{d} \sin (x) / \mathrm{d} x=\cos (x)$ ? But, unlike the robot, when you or I are confronted with some entirely new proposition $Z$, we do not have the ability to carry out a full archival search.

Let's look once more at (18.15). If the new information $F$ is to make any appreciable change in the probability of $A$, we can see from this integral what has to happen. If the density $\left(A_{p} \mid E\right)$ was already very sharply peaked at one particular value of $p$, then $P\left(F \mid A_{p}\right)$ will have to be even more sharply peaked at some other value of $p$, if we are going to get any appreciable change in the probability. On the other hand, if the density $\left(A_{p} \mid E\right)$ is very broad, any small slope in $P\left(F \mid A_{p}\right)$ can make a big change in the probability which the robot assigns to $A$.

So, the stability of the robot's state of mind when it has evidence $E$ is determined, essentially, by the width of the density $\left(A_{p} \mid E\right)$. There does not appear to be any single number which fully describes this stability. On the other hand, whenever it has accumulated enough evidence so that $\left(A_{p} \mid E\right)$ is fairly well peaked at some value of $p$, then the variance of that distribution becomes a pretty good measure of how stable the robot's state of mind is. The greater amount of previous information it has collected, the narrower its $A_{p}$-distribution will be, and therefore the harder it will be for any new evidence to change that state of mind.

Now we can see the difference between the penny and Mars. In the case of the penny, my $\left(A_{p} \mid E\right)$ density, based on my prior knowledge, is represented by a curve something like that shown in Figure 18.2(a). In the case of previous life on Mars, my state of knowledge is


Fig. 18.2. Two $A_{p}$ distributions having the same first moments, but representing very different states of knowledge.
described by an $\left(A_{p} \mid E\right)$ density something like that shown in Figure 18.2(b), qualitatively. The first moment is the same in the two cases, so I assign probability $1 / 2$ to either one; nevertheless, there's all the difference in the world between my state of knowledge about those two propositions, and this difference is represented in the $\left(A_{p} \mid E\right)$ densities.

Ideas very much like this have arisen in other contexts. While the writer was first speculating on these ideas, a newspaper story appeared entitled: ‘Brain Stockpiles Man’s Most Inner Thoughts'. It starts out:

Everything you have ever thought, done, or said - a complete record of every conscious moment is logged in the comprehensive computer of your brain. You will never be able to recall more than the tiniest fraction of it to memory, but you'll never lose it either. These are the findings of Dr Wilder Penfield, Director of the Montreal Neurological Institute, and a leading Neurosurgeon. The brain's ability to store experiences, many lying below consciousness, has been recognized for some time, but the extent of this function is recorded by Dr Penfield.

Now, there are several examples given, of experiments on patients suffering from epilepsy. Stimulation of a definite location in the brain recalled a definite experience from the past, which the patients had not been able to recall to memory previously. Here are the concluding sentences of the article. Dr Penfield now says:

This is not memory as we usually use the word, although it may have a relation to it. No man can recall by voluntary effort such a wealth of detail. A man may learn a song so he can sing it perfectly, but he cannot recall in detail any one of the many times he heard it. Most things that a man is able to recall to memory are generalizations and summaries. If it were not so, we might find ourselves confused by too great a richness of detail.

This is exactly the hint we needed to form a clearer idea of what the $A_{p}$ density means conceptually.

### 18.4 Outer and inner robots

We know from overwhelming evidence, of which the above is only a small part, that human brains have two different functions: a conscious mind and a subconscious one. They work together in some kind of cooperation. The subconscious mind is probably at work continually throughout life. It solves problems and communicates information to the conscious mind under circumstances not under our conscious control; everyone who has done original thinking about difficult problems has experienced this, and many (Henri Poincaré, Jacques Hadamard, Wm. Rowan Hamilton, Freeman Dyson) have recorded the experience for others to read. A communication from the subconscious mind appears to us as a sudden inspiration that seems to come out of nowhere when we are relaxed and not thinking consciously about the problem at all; instantly, we feel that we understand the problem that has perplexed us for weeks. ${ }^{2}$

[^116]Now, if the human brain can operate on two different levels, so can our robot. Rather than trying to think of a 'probability of a probability', we may think of two different levels of reasoning: an 'outer robot' in contact with the external world and reasoning about it; and an 'inner robot' who observes the activity of the outer robot and thinks about it. The conventional probability formulas that we used before this chapter represent the reasoning of the outer robot; the $A_{p}$ density represents the inner robot at work. But we would like our robot to have one advantage over the human brain. The outer robot should not be obliged as we are to wait for the inspiration from within; it should have the power to call at will upon the services of the inner robot.

Looking at the $A_{p}$ distribution this way makes it much less puzzling conceptually. The outer robot, thinking about the real world, uses Aristotelian propositions referring to that world. The inner robot, thinking about the activities of the outer robot, uses propositions that are not Aristotelian in reference to the outer world, but they are still Aristotelian in its context, in reference to the thinking of the outer robot; so, of course, the same rules of probability theory will apply to them. The term 'probability of a probability' misses the point, since the two probabilities are at different levels.

Having had this much of a glimpse of things, our imagination races on far beyond it. The inner robot may prove to be more versatile than merely calculating and storing $A_{p}$ densities; it may have functions that we have not yet imagined. Furthermore, could there be an 'inner inner' robot, twice removed from the real world, which thinks about the activity of the inner one? What prevents us from having a nested hierarchy of such robots, each inner to the next? Why not several parallel hierarchies, concerned with different contexts?

Questions like this may seem weird, until we note that just this same hierarchy has evolved already in the development of computers and computer programming methods. Our present microcomputers operate on three discernible hierarchical levels of activity, the inner 'BIOS' code which contacts the machine hardware directly, the 'COMMAND SHELL' which guards it from the outer world while sending information and instructions back and forth between them, and the outer level of human programmers who provide the 'high level' instructions representing the conscious ultimate purpose of the machine level activity. Furthermore, the development of 'massively parallel' computer architecture has been underway for several years.

In the evolution of computers this represented such a natural and inevitable division of labor that we should not be surprised to realize that a similar division of labor occurred in the evolution of the human brain. It has an inner 'BIOS' level which in some way exerts direct control over the body's biological hardware (such as rate of heartbeat and levels of hormone secretion), a 'COMMAND SHELL' which receives 'high level' instructions from the conscious mind and converts them into the finely detailed instructions needed to execute such complex activities as walking or playing a violin, without any need for the conscious mind to be aware of all those details. Then in some aspects of the present organization of the brain, not yet fully understood, we may be seeing some aspects of the future evolution of computers; in particular of our robot.

The idea of a nested hierarchy of robots, each thinking about propositions on a different level, is in some ways similar to Bertrand Russell's 'theory of types', which he
introduced as a means of avoiding some paradoxes that arose in the first formulation of his Principia Mathematica. There may be a relationship between them; but these efforts at what Peano and Poincaré called 'logistic' made in the early 20th century, are now seen as so flawed and confused - with an unlimited proliferation of weird and self-contradictory definitions, yet with no recognition of the concept of information - that it seems safest to scrap this old work entirely and rebuild from the start using our present understanding of the role of information and our new respect for Kronecker's warnings, so appropriate in an age of computers, that constructibility is the first criterion for judging whether a newly defined set or other mathematical object makes any sense or can serve any useful purpose.

Our opening quotation from Dennis Lindley (made during a talk at a Bayesian seminar in the early 1980s) fits in nicely with these considerations and with our remarks in Chapter 5 about visual perception. There we noted that any reasoning format whose results conflict with Bayesian principles would place a creature at a decided survival disadvantage, so evolution by Darwinian natural selection would automatically produce brains which reason in the Bayesian format. But the outer brain can become corrupted by false indoctrination from contact with the outer world - even to the point of becoming anti-Bayesian - while the inner brain, protected from this, retains its pristine Bayesian purity. Thus, Lindley's remark, made as a kind of joke, may be quite literally true.

Here, however, we are treading on the boundaries of present knowledge, so the above material is necessarily a tentative, preliminary exploration of a possibly large new territory (call it wild speculation if you prefer), rather than expounding a well-established theory. With these cautions in mind, let us examine some concrete examples which follow from the above line of thought, but can also be justified independently.

### 18.5 An application

Now let's imagine that a 'random' experiment is being performed. From the results of the experiment in the past, we want to do the best job we can of predicting results in the future. To make the problem a definite one, introduce the propositions:
$X \equiv$ For each trial we admit two prior hypotheses: $A$ true, and $A$ false.
The underlying 'causal mechanism' is assumed the same at every trial. This means, for example, that (1) the probability assigned to $A$ at the $n$th trial does not depend on $n$, and (2) evidence concerning the results of past trials retains its relevance for all time; thus for predicting the outcome of trial 100 , knowledge of the result of trial 1 is just as relevant as is knowledge of the result of trial 99 . There is no other prior evidence.
$N_{n} \equiv A$ true $n$ times in $N$ trials in the past.
$M_{m} \equiv A$ true $m$ times in $M$ trials in the future.

The verbal statement of $X$ suffers from just the same ambiguities that we have found before, and which have caused so much trouble and controversy in the past. One of the important points we want to put across here is that we have not defined the prior information precisely until we have given, not just verbal statements, but equations, which show how we have
translated them into mathematics by specifying the prior probabilities to be used. In the present problem, this more precise statement of $X$ is, as before,

$$
\begin{equation*}
\left(A_{p} \mid X\right)=1, \quad 0 \leq p \leq 1, \tag{18.17}
\end{equation*}
$$

with the additional understanding (part of the prior information for this particular problem) that the same $A_{p}$ distribution is to be used for calculations pertaining to all trials. What we are after is $P\left(M_{m} \mid N_{n}\right)$. Firstly, note that by many repetitions of our product and sum rules in the same way that we found Eq. (9.34), we have the binomial distributions

$$
\begin{align*}
P\left(N_{n} \mid A_{p}\right) & =\binom{N}{n} p^{n}(1-p)^{N-n}  \tag{18.18}\\
P\left(M_{m} \mid A_{p}\right) & =\binom{M}{m} p^{m}(1-p)^{M-m}
\end{align*}
$$

and at this point we see that, although $A_{p}$ sounds like an awfully dogmatic and indefensible statement to us the way we introduced it, this is actually the way in which probability is introduced in almost all present textbooks. One postulates that an event possesses some intrinsic, 'absolute' or 'physical' probability, whose numerical value we can never determine exactly. Nevertheless, no one questions that such an 'absolute' probability exists. Cramér (1946, p. 154), for example, takes it as his fundamental axiom. That is just as dogmatic a statement as our $A_{p}$; and we think it is, in fact, just our $A_{p}$. The equations we see in current textbooks are all like the two above; whenever $p$ appears as a given number, an adequate notation would show that there is an $A_{p}$ hiding invisibly in the right-hand side of the probability symbols.

Mathematically, the main functional differences between what we are doing here and what is done in current textbooks are: (1) we recognize the existence of that right-hand side of all probabilities, whether or not an $A_{p}$ is hiding in them; and (2) thanks to Cox's theorems, we are not afraid to use Bayes' theorem to work any proposition - including $A_{p}$ - back and forth from one side of our symbols to the other. In refusing to make free use of Bayes' theorem, orthodox writers are depriving themselves of the most powerful single principle in probability theory. When a problem of inference is studied long enough, sometimes through a string of ad hockeries for decades, one is always forced eventually to a conclusion that could have been derived in three lines from Bayes' theorem. But those cases refer to 'external' probabilities at the interface between the robot and the outside world; now we shall see that Bayes' theorem is equally powerful and indispensable for manipulating 'inner' probabilities.

Now we need to find the prior probability $P\left(N_{n} \mid X\right)$. This is determined already from $\left(A_{p} \mid X\right)$, for our trick of resolving a proposition into mutually exclusive alternatives gives us

$$
\begin{equation*}
P\left(N_{n} \mid X\right)=\int_{0}^{1} \mathrm{~d} p\left(N_{n} A_{p} \mid X\right)=\int_{0}^{1} \mathrm{~d} p P\left(N_{n} \mid A_{p}\right)\left(A_{p} \mid X\right)=\binom{N}{n} \int_{0}^{1} \mathrm{~d} p p^{n}(1-p)^{N-n} . \tag{18.19}
\end{equation*}
$$

The integral we have to evaluate is the complete Beta-function:

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} x x^{r}(1-x)^{s}=\frac{r!s!}{(r+s+1)!} \tag{18.20}
\end{equation*}
$$

Thus, we have

$$
P\left(N_{n} \mid X\right)=\left\{\begin{array}{cc}
\frac{1}{N+1} & 0 \leq n \leq N  \tag{18.21}\\
0 & N<n
\end{array}\right.
$$

i.e. just the uniform distribution of maximum entropy; $P\left(M_{m} \mid X\right)$ is found similarly. Now we can turn (18.18) around by Bayes' theorem:

$$
\begin{equation*}
\left(A_{p} \mid N_{n}\right)=\left(A_{p} \mid X\right) \frac{P\left(N_{n} \mid A_{p}\right)}{P\left(N_{p} \mid X\right)}=(N+1) P\left(N_{n} \mid A_{p}\right) \tag{18.22}
\end{equation*}
$$

and so finally the desired probability is

$$
\begin{equation*}
P\left(M_{m} \mid N_{n}\right)=\int_{0}^{1} \mathrm{~d} p\left(M_{m} A_{p} \mid N_{n}\right)=\int_{0}^{1} \mathrm{~d} p P\left(M_{m} \mid A_{p} N_{n}\right)\left(A_{p} \mid N_{n}\right) \tag{18.23}
\end{equation*}
$$

Since $P\left(M_{m} \mid A_{p} N_{n}\right)=P\left(M_{m} \mid A_{p}\right)$ by the definition of $A_{p}$, we have worked out everything in the integrand. Substituting into (18.23), we have again an Eulerian integral, and our result is

$$
\begin{equation*}
P\left(M_{m} \mid N_{n}\right)=\frac{\binom{n+m}{n}\binom{N+M-n-m}{N-n}}{\binom{N+M+1}{M}} \tag{18.24}
\end{equation*}
$$

Note that this is not the same as the hypergeometric distribution (3.22) of sampling theory. Let's look at this result first in the special case $M=m=1$; it then reduces to the probability of $A$ being true in the next trial, given that it has been true $n$ time in the previous $N$ trials. The result is

$$
\begin{equation*}
P\left(A \mid N_{n}\right)=\frac{n+1}{N+2} \tag{18.25}
\end{equation*}
$$

We recognize Laplace's rule of succession, which we found before and discussed briefly in terms of urn sampling in (6.29)-(6.46). Now we need to discuss it more carefully, in a wider context.

### 18.6 Laplace's rule of succession

This rule occupies a supreme position in probability theory; it has been easily the most misunderstood and misapplied rule in the theory, from the time Laplace first gave it in 1774. In almost any book on probability, this rule is mentioned very briefly, mainly in order to warn the reader not to use it. But we must take the trouble to understand it, because in our design of this robot Laplace's rule is, like Bayes' theorem, one of the most important
constructive rules we have. It is a 'new' rule (i.e. a rule in addition to the principle of indifference and its generalization, maximum entropy) for converting raw information into numerical values of probabilities, and it gives us one of the most important connections between probability and frequency.

Poor old Laplace has been ridiculed for over a century because he illustrated use of this rule by calculating the probability that the sun will rise tomorrow, given that it has risen every day for the past 5000 years. ${ }^{3}$ One obtains a rather large factor (odds of $5000 \times 365.2426+1=1826214: 1$ ) in favor of the sun rising again tomorrow. With no exceptions at all as far as we are aware, modern writers on probability have considered this a pure absurdity. Even Keynes (1921) and Jeffreys (1939) find fault with the rule of succession.

We have to confess our inability to see anything at all absurd about the rule of succession. We recommend very strongly that you do a little independent literature searching, and read some of the objections various writers have to it. You will see that in every case the same thing has happened. Firstly, Laplace was quoted out of context, and secondly, in order to demonstrate the absurdity of the rule of succession, the author applies it to a case where it does not apply, because there is additional prior information which the rule of succession does not take into account.

But if you go back and read Laplace (1812) himself, you will see that in the very next sentence after this sunrise episode, he warns the reader against just this misunderstanding:

But this number is far greater for him who, seeing in the totality of phenomena the principle regulating the days and seasons, realizes that nothing at the present moment can arrest the course of it.

In this somewhat awkward phraseology he is pointing out to the reader that the rule of succession gives the probability based only on the information that the event occurred $n$ times in $N$ trials, and that our knowledge of celestial mechanics represents a great deal of additional information. Of course, if you have additional information beyond the numbers $n$ and $N$, then you ought to take it into account. You are then considering a different problem, the rule of succession no longer applies, and you can reach an entirely different answer. Probability theory gives the results of consistent plausible reasoning on the basis of the information which was put into it.

It has to be admitted that, in mentioning the sunrise at all, Laplace made a very unfortunate choice of an example - because the rule of succession does not really apply to the sunrise, for just the reason that he points out. This choice has had a catastrophic effect on Laplace's reputation ever since. His statements make sense when the reader interprets 'probability', as Laplace did, as a means of representing a state of partial knowledge. But to those who thought of probability as a real physical phenomenon, existing independently of human knowledge, Laplace's position was quite incomprehensible; and so they jumped to the

[^117]conclusion that Laplace had committed a ludicrous error, without even bothering to read his full statement.

Here are some famous examples of the kind of objections to the rule of succession which may be found in the literature.
(1) Suppose the solidification of hydrogen to have been once accomplished. According to the rule of succession, the probability that it will solidify again if the experiment is repeated is $2 / 3$. This does not in the least represent the state of belief of any scientist.
(2) A boy is 10 years old today. According to the rule of succession, he has the probability $11 / 12$ of living one more year. The boy's grandfather is 70; according to this rule he has the probability $71 / 72$ of living one more year. The rule violates qualitative common sense!
(3) Consider the case $N=n=0$. It then says that any conjecture without verification has the probability $1 / 2$. Thus there is probability $1 / 2$ that there are exactly 137 elephants on Mars. Also there is probability $1 / 2$ that there are 138 elephants on Mars. Therefore, it is certain that there are at least 137 elephants on Mars. But the rule says also that there is probability $1 / 2$ that there are no elephants on Mars. The rule is logically self-contradictory!

The trouble with examples (1) and (2) is obvious in view of our earlier remarks; in each case, highly relevant prior information, known to all of us, was simply ignored, producing a flagrant misuse of the rule of succession. But let's look a little more closely at example (3). Wasn't the rule applied correctly here? We certainly can't claim that we had prior information about elephants on Mars which was ignored. Evidently, if the rule of succession is to survive example (3), there must be some very basic points about the use of probability theory which we need to emphasize.

Now, what do we mean when we say that there is 'no evidence' for a proposition? The question is not what you or I might mean colloquially by such a statement. The question is: What does it mean to the robot? What does it mean in terms of probability theory?

The prior information we used in derivation of the rule of succession was that the robot is told that there are only two possibilities: $A$ is true, or $A$ is false. Its entire 'universe of discourse' consists of only two propositions. In the case $N=0$, we could solve the problem also by direct application of the principle of indifference, and this will of course give the same answer $P(A \mid X)=1 / 2$, that we obtained from the rule of succession. But, just by noting this, we see what is wrong. Merely by admitting the possibility of one of three different propositions being true, instead of only one of two, we have already specified prior information different from that used in deriving the rule of succession. ${ }^{4}$

If the robot is told to consider 137 different ways in which $A$ could be false, and only one way in which it could be true, and is given no other information, then its prior probability for $A$ is $1 / 138$, not $1 / 2$. So, we see that the example of elephants on Mars was, again, a gross misapplication of the rule of succession.

[^118]
## Moral

Probability theory, like any other mathematical theory, cannot give a definite answer unless we ask it a definite question. We should always start a problem with an explicit enumeration of the 'hypothesis space' consisting of the different propositions that we are going to consider in that problem. That is part of the 'boundary conditions' which must be specified before we have a well-posed mathematical problem. If we say, 'I don't know what the possible propositions are', that is mathematically equivalent to saying, 'I don't know what problem I want to solve'. The only answer the robot can give is: 'Come back and ask me again when you do know'.

### 18.7 Jeffreys' objection

As one would expect, the example used by Jeffreys (1939, p. 107) is more subtle. He writes:
I may have seen one in 1000 of the 'animals in feathers' in England; on Laplace's theory the probability of the propositions 'all animals with feathers have beaks' would be about $1 / 1000$. This does not correspond to my state of belief, or anybody else's.

Now, while we agree with everything Jeffreys said, we must point out that he failed to add two important facts. Firstly, it is true that, on this evidence, $P($ all have beaks $) \approx 1 / 1000$ according to Laplace's rule. But also $P$ (all but one have beaks) $\approx 1 / 1000, P$ (all but two have beaks) $\approx 1 / 1000, \ldots$, etc. More specifically, if there are $N$ feathered animals of which we have seen $r$ (all with beaks), then rewriting (18.24) in this notation we see that $P($ all have beaks $)=P_{0}=(r+1) /(N+1) \approx 1 / 1000$, while $P$ (all but $n$ have beaks) is

$$
\begin{equation*}
P_{n}=P_{0} \frac{(N-r)!(N-n)!}{N!(N-n-r)!} \tag{18.26}
\end{equation*}
$$

and the probability that there are $n_{0}$ or more without beaks is

$$
\begin{equation*}
\sum_{n=n_{0}}^{N} P_{n}=\frac{(N-r)!\left(N-n_{0}+1\right)!}{(N+1)!\left(N-n_{0}-r\right)!} \approx \exp \left\{-r n_{0} / N\right\} \tag{18.27}
\end{equation*}
$$

Thus if there are one million animals with feathers, of which we have seen 1000 (all with beaks), this leaves it an even bet that there are at least $1000 \ln (2)=693$ without beaks; and, of course, an even bet that the number is less than that. If the only relevant information one had was the aforementioned observation, we think that this would be just the proper and reasonable inference.

Secondly, Laplace's rule is not appropriate for this problem because we all have additional prior information that it does not take into account: hereditary stability of form, the fact that a beakless feathered animal would, if it existed, be such an interesting curiosity that we all should have heard of it even if we had not seen it (as has happened in the converse case of the duck-billed platypus), etc. To see fairly and in detail what Laplace's rule (18.24) says, we need to consider a problem where our prior information corresponds better to that supposed in its derivation.

### 18.8 Bass or carp?

A guide of unquestioned knowledge and veracity assures us that a certain lake contains only two species of fish: bass and carp. We catch ten and find them all to be carp - what is then our state of belief about the percentage of bass? Common sense tells us that, if the fish population were more than about $10 \%$ bass, then in ten catches we had a reasonably good chance of finding one; so our state of belief drops off rapidly above $10 \%$. On the other hand, these data $D$ provide no evidence against the hypothesis that the bass population is zero. So common sense without any calculation would lead us to conclude that the bass population is quite likely to be in the range, say, $(0 \%, 15 \%)$, but intuition does not tell us quantitatively how likely this is.

What, then, does Laplace's rule say? Denoting the bass fraction by $f$, its posterior cumulative pdf is $P\left(f<f_{0} \mid D X\right)=1-\left(1-f_{0}\right)^{11}$. Thus we have a probability of $1-$ $(1-0.15)^{11}=0.833$, or odds of $5: 1$, that the bass population is indeed below $15 \%$. Likewise, the data yield a probability of $2 / 3$, or odds of $2: 1$, that the lake contains less than $9.5 \%$ bass, and odds of $10: 1$ that it is less than $19.6 \%$, while the posterior median value is

$$
\begin{equation*}
f_{1 / 2}=1-\left(\frac{1}{2}\right)^{1 / 11}=0.061 \tag{18.28}
\end{equation*}
$$

or $6.1 \%$; it is an even bet that the bass population is less than this. The interquartile range is $\left(f_{1 / 4}, f_{3 / 4}\right)=(2.6 \%, 11.8 \%)$; it is as likely to be within as outside that interval. The 'best' estimate of $f$ by the criterion of minimum mean-square error is Laplace's posterior mean value (18.25): $\langle f\rangle=1 / 12$, or $8.3 \%$.

Suppose now that our 11th catch is a bass; how does this change our state of belief? Evidently, we shall revise our estimate of $f$ upward, because the data now do provide evidence against the hypothesis that $f$ is very small. Indeed, if the bass population were less than $5 \%$, then we would be unlikely to find one in only 11 catches, so our state of belief drops off rapidly below $5 \%$, but less rapidly than before above $10 \%$.

Laplace's rule agrees, now saying that the best mean-square estimate is $\langle f\rangle=2 / 13$, or $15.4 \%$, and the posterior density is $P(\mathrm{~d} f \mid D X)=132 f(1-f)^{10} \mathrm{~d} f$. This yields a median value of $13.6 \%$, raised very considerably because the new datum has effectively eliminated the possibility that the bass population might be below about $3 \%$, which was just the most likely region before. The interquartile range is now ( $8.3 \%, 20.9 \%$ ).

It appears to us that all these numbers correspond excellently to our common sense judgments. This, then, is the kind of problem to which Laplace's rule applies very realistically; i.e. there were known to be only two possibilities at each trial, and our prior knowledge gave no other information beyond assuring us that both were possible. Whenever the result of Laplace's rule of succession conflicts with our intuitive state of belief, we suggest that the reason is that our common sense is making use of additional prior information about the real world situation that is not used in the derivation of the rule of succession.

### 18.9 So where does this leave the rule?

Mathematically, the rule of succession is the solution to a certain problem of inference, defined by the prior probability and the data. The 200 year old hangup has been over the question: what prior information is being described by the uniform prior probability (18.3)? Laplace was not too clear about this - his discussion of it seemed to invoke the idea of a 'probability of a probability' which may appear to be metaphysical nonsense until one has the notion of an inner and outer robot - but his critics, instead of being constructive and trying to define the conceptual problem more clearly, seized upon this to denounce Laplace's whole approach to probability theory.

Of Laplace's critics, only Jeffreys (1939) and Fisher (1956) seem to have thought it through deeply enough to realize that the unclear definition of the prior information was the source of the difficulty; the others, following the example of Venn (1866), merely produce examples where common sense and Laplace's rule are in conflict, and, without making any attempt to understand the reason for it, reject the rule in any and all circumstances. As we noted in Chapter 16, Venn's criticisms were so unjust that even Fisher (1956) was impelled to come to Laplace's defense on this issue.

In this connection we have to remember that probability theory never solves problems of actual practice, because all such problems are infinitely complicated. We solve only idealizations of the real problem, and the solution is useful to the extent that the idealization is a good one. In the example of the solidification of hydrogen, the prior information, which our common sense uses so easily, is actually so complicated that nobody knows how to convert it into a prior probability assignment. There is no reason to doubt that probability theory is, in principle, competent to deal with such problems; but we have not yet learned how to translate them into mathematical language without oversimplifying rather drastically.

In summary, Laplace's rule of succession provides a definite, useful solution to a definite, real problem. Everybody denounces it as nonsense because it is not also the solution to some different problem. The case where the problem can be reasonably idealized to one with only two hypotheses to be considered, a belief in a constant 'causal mechanism', and no other prior information, is the only case where it applies. But we can, of course, generalize it to any number of hypotheses, as follows.

### 18.10 Generalization

We give the derivation in full detail, to present a mathematical technique of Laplace that is useful in many other problems. There are $K$ different hypotheses, $\left\{A_{1}, A_{2}, \ldots, A_{K}\right\}$, a belief that the 'causal mechanism' is constant, and no other prior information. We perform a random experiment $N$ times, and observe $A_{1}$ true $n_{1}$ times, $A_{2}$ true $n_{2}$ times, etc. Of course, $\sum_{i} n_{i}=N$. On the basis of this evidence, what is the probability that in the next $M=\sum_{i} m_{i}$ repetitions of the experiment, $A_{i}$ will be true exactly $m_{i}$ times? To find the probability $P\left(m_{1} \cdots m_{K} \mid n_{1}, \ldots, n_{K}\right)$ that answers this, define the prior knowledge by a $K$-dimensional uniform prior $A_{p}$ density:

$$
\begin{equation*}
\left(A_{p_{1}} \cdots A_{p_{K}} \mid X\right)=C \delta\left(p_{1}+\cdots+p_{K}-1\right), \quad p_{i} \geq 0 \tag{18.29}
\end{equation*}
$$

To find the normalization constant $C$, we set

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K}\left(A_{p_{1}} \cdots A_{p_{k}} \mid X\right)=1=C I(1) \tag{18.30}
\end{equation*}
$$

where

$$
\begin{equation*}
I(r) \equiv \int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{k} \delta\left(p_{1}+\cdots+p_{K}-r\right) \tag{18.31}
\end{equation*}
$$

Direct evaluation of this would be rather messy, because all integrations after the first would be between limits that need to be worked out; so let's use the following trick. Firstly, take the Laplace transform of (18.31):

$$
\begin{equation*}
\int_{0}^{\infty} \mathrm{d} r \exp \{-\alpha r\} I(r)=\int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K} \exp \left\{-\alpha\left(p_{1}+\cdots+p_{K}\right)\right\}=\frac{1}{\alpha^{K}} \tag{18.32}
\end{equation*}
$$

Then, inverting the Laplace transform by Cauchy's theorem,

$$
\begin{align*}
I(r) & =\frac{1}{2 \pi \mathrm{i}} \int_{-\mathrm{i} \infty}^{+\mathrm{i} \infty} \mathrm{~d} \alpha \frac{\exp \{\alpha r\}}{\alpha^{K}} \\
& =\left.\frac{1}{(K-1)!} \frac{\mathrm{d}^{K-1}}{\mathrm{~d} \alpha^{K-1}} \exp \{\alpha r\}\right|_{\alpha=0}  \tag{18.33}\\
& =\frac{r^{K-1}}{(K-1)!}
\end{align*}
$$

where, according to the standard theory of Laplace transforms, the path of integration passes to the right of the origin, and is closed by an infinite semicircle over the left half-plane, the integral over which is zero. Thus,

$$
\begin{equation*}
C=\frac{1}{I(1)}=(K-1)! \tag{18.34}
\end{equation*}
$$

By this device, we avoided having to consider complicated details about different ranges of integration over the different $p_{i}$, that would come up if we tried to evaluate (18.31) directly. The prior $P\left(n_{1} \cdots n_{K} \mid X\right)$ is then, using the same trick,

$$
\begin{align*}
P\left(n_{1} \cdots n_{K} \mid X\right) & =\frac{N!}{n_{1}!\cdots n_{K}!} \int_{0}^{\infty} \mathrm{d} p_{1} \cdots \int_{0}^{\infty} \mathrm{d} p_{K} p_{1}^{n_{1}} \cdots p_{K}^{n_{K}}\left(A_{p_{1}} \cdots A_{p_{K}} \mid X\right)  \tag{18.35}\\
& =\frac{N!(K-1)!}{n_{1}!\cdots n_{K}!} J(1)
\end{align*}
$$

where

$$
\begin{equation*}
J(r) \equiv \int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K} p_{1}^{n_{1}} \cdots p_{K}^{n_{K}} \delta\left(p_{1}+\cdots+p_{k}-r\right) \tag{18.36}
\end{equation*}
$$

which we evaluate as before by taking the Laplace transform:

$$
\begin{align*}
\int_{0}^{\infty} \mathrm{d} r \mathrm{e}^{-\alpha r} J(r) & =\int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K} p_{1}^{n_{1}} \cdots p_{K}^{n_{K}} \exp \left\{-\alpha\left(p_{1}+\cdots+p_{K}\right)\right\} \\
& =\prod_{i=1}^{K} \frac{n_{i}!}{\alpha^{n_{i}+1}} \tag{18.37}
\end{align*}
$$

So, as in (18.33), we have

$$
\begin{equation*}
J(r)=\frac{n_{1}!\cdots n_{K}!}{2 \pi \mathrm{i}} \int_{-\mathrm{i} \infty}^{+\mathrm{i} \infty} \mathrm{~d} \alpha \frac{\exp \{\alpha r\}}{\alpha^{N+K}}=\frac{n_{1}!\cdots n_{K}!}{(N+K-1)!} r^{N+K-1} \tag{18.38}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(n_{1} \cdots n_{k} \mid X\right)=\frac{N!(K-1)!}{(N+K-1)!}, \quad n_{i} \geq 0, \quad n_{1}+\cdots+n_{K}=N \tag{18.39}
\end{equation*}
$$

Therefore, by Bayes' theorem

$$
\begin{align*}
\left(A_{p_{1}} \cdots A_{p_{K}} \mid n_{1} \cdots n_{K}\right) & =\left(A_{p_{1}} \cdots A_{p_{K}} \mid X\right) \frac{P\left(n_{1} \cdots n_{K} \mid A_{p_{1}} \cdots A_{p_{K}}\right)}{P\left(n_{1} \cdots n_{K} \mid X\right)} \\
& =\frac{(N+K-1)!}{n_{1}!\cdots n_{K}!} p_{1}^{n_{1}} \cdots p_{K}^{n_{K}} \delta\left(p_{1}+\cdots+p_{K}-1\right) \tag{18.40}
\end{align*}
$$

and finally

$$
\begin{align*}
P & \left(m_{1} \cdots m_{K} \mid n_{1} \cdots n_{K}\right) \\
& =\int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K} P\left(m_{1} \cdots m_{K} \mid A_{p_{1}} \cdots A_{p_{K}}\right)\left(A_{p_{1}} \cdots A_{p_{K}} \mid n_{1} \cdots n_{K}\right) \\
& =\frac{M!}{m_{1}!\cdots m_{K}!} \frac{(N+K-1)!}{n_{1}!\cdots n_{K}!} \int_{0}^{\infty} \mathrm{d} p_{1} \cdots \mathrm{~d} p_{K} p_{1}^{n_{1}+m_{1}} \cdots p_{K}^{n_{K}+m_{K}} \\
& \times \delta\left(p_{1}+\cdots+p_{K}-1\right) . \tag{18.41}
\end{align*}
$$

The integral is the same as $J(1)$ except for the replacement $n_{i} \rightarrow n_{i}+m_{i}$. So, from (18.38),

$$
\begin{equation*}
P\left(m_{1} \cdots m_{K} \mid n_{1} \cdots n_{K}\right)=\frac{M!}{m_{1}!\cdots m_{K}!} \frac{(N+K-1)!}{n_{1}!\cdots n_{K}!} \frac{\left(n_{1}+m_{1}\right)!\cdots\left(n_{K}+m_{K}\right)!}{(N+M+K-1)!} \tag{18.42}
\end{equation*}
$$

or, reorganizing into binomial coefficients, the generalization of (18.24) is

$$
\begin{equation*}
P\left(m_{1} \cdots m_{K} \mid n_{1} \cdots n_{K}\right)=\frac{\binom{n_{1}+m_{1}}{n_{1}} \cdots\binom{n_{K}+m_{K}}{n_{K}}}{\binom{N+M+K-1}{M}} \tag{18.43}
\end{equation*}
$$

In the case where we want just the probability that $A_{1}$ will be true on the next trial, we need this formula with $M=m_{1}=1$, all other $m_{i}=0$. The result is the generalized rule
of succession:

$$
\begin{equation*}
P\left(A_{1} \mid n_{1} N K\right)=\frac{n_{1}+1}{N+K} . \tag{18.44}
\end{equation*}
$$

We see that, in the case $N=n_{1}=0$, this reduces to the answer provided by the principle of indifference, which it therefore contains as a special case. If $K$ is a power of 2 , this is the same as a method of inductive reasoning proposed by R. Carnap (1942), which he denotes $c^{*}(h, e)$ in his Continuum of Inductive Methods.

Use of the rule of succession in cases where $N$ is very small is rather foolish, of course. Not really wrong; just foolish. Because, if we have no prior evidence about $A$, and we make such a small number of observations that we have practically no evidence, well, that's just not a very promising basis on which to do plausible reasoning. We can't expect to get anything useful out of it. We do, of course, obtain definite numerical values for the probabilities, but these values are very 'soft,' i.e. very unstable, because the $A_{p}$ distribution is still very broad for small $N$. Our common sense tells us that the evidence $N_{n}$ for small $N$ provides no reliable basis for further predictions, and we'll see that this conclusion also follows as a consequence of the theory we are developing here.

The real reason for introducing the rule of succession lies in the cases where we do obtain a significant amount of information from the experiment; i.e. when $N$ is a large number. In this case, fortunately, we can pretty much forget about these fine points concerning prior evidence. The particular initial assignment $\left(A_{p} \mid X\right)$ will no longer have much influence on the results, for the same reason as in the particle-counter problem of Chapter 6. This remains true for the generalized case leading to (18.43). You see from (18.44) that, as soon as the number of observations $N$ is large compared with the number of hypotheses $K$, then the probability assigned to any particular hypothesis depends, for all practical purposes, only on what we have observed, and not on how many prior hypotheses there are. If you contemplate this for ten seconds, your common sense will tell you that the criterion $N \gg K$ is exactly the right one for this to be so.

In the literature starting with Venn (1866), those who issued polemical denunciations of Laplace's rule of succession have put themselves in an incredible situation. How is it possible for one human mind to reject Laplace's rule - and then advocate a frequency definition of probability? Anyone who assigns a probability to an event equal to its observed frequency in many trials is doing just what Laplace's rule tells him to do! The generalized rule (18.44) supplies an obviously needed refinement of this, small correction terms when the number of observations is not large compared with the number of propositions.

### 18.11 Confirmation and weight of evidence

A few new ideas - or rather, connections with familiar old ideas - are suggested by our calculations involving $A_{p}$. Although we shall not make any particular use of them, it seems worthwhile to point them out. We saw that the stability of a probability assignment in the face of new evidence is essentially determined by the width of the $A_{p}$ distribution. If $E$ is
prior evidence and $F$ is new evidence, then

$$
\begin{equation*}
P(A \mid E F)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid E F\right)=\frac{\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid F\right)\left(A_{p} \mid E\right)}{\int_{0}^{1} \mathrm{~d} p\left(A_{p} \mid F\right)\left(A_{p} \mid E\right)} . \tag{18.45}
\end{equation*}
$$

We might say that $F$ is compatible with $E$, as far as $A$ is concerned, if having the new evidence, $F$, doesn't make any appreciable change in the probability of $A$;

$$
\begin{equation*}
P(A \mid E F)=P(A \mid E) \tag{18.46}
\end{equation*}
$$

The new evidence can make an enormous change in the distribution of $A_{p}$ without changing the first moment. It might sharpen it up very much, or broaden it. We could become either more certain or more uncertain about $A$, but if $F$ doesn't change the center of gravity of the $A_{p}$ distribution, we still end up assigning the same probability to $A$.

Now, the stronger property: the new evidence $F$ confirms the previous probability assignment, if $F$ is compatible with it, and at the same time, gives us more confidence in it. In other words, we exclude one of these possibilities, and with new evidence $F$ the $A_{p}$ distribution narrows. Suppose $F$ consists of performing some random experiment and observing the frequency with which $A$ is true. In this case $F=N_{n}$, and our previous result, Eq. (18.22), gives

$$
\begin{equation*}
\left(A_{p} \mid N_{n}\right)=\frac{(N+1)!}{n!(N-n)!} p^{n}(1-p)^{N-n} \approx(\text { constant }) \cdot \exp \left\{-\frac{(p-f)^{2}}{2 \sigma^{2}}\right\} \tag{18.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{2}=\frac{f(1-f)}{n} \tag{18.48}
\end{equation*}
$$

and $f=(n / N)$ is the observed frequency of $A$. The approximation is found by expanding $\log \left(A_{p} \mid N_{p}\right)$ in a Taylor series about its peak value, and is valid when $n \gg 1$ and $(N-n) \gg 1$. If these conditions are satisfied, then $\left(A_{p} \mid N_{n}\right)$ is very nearly symmetric about its peak value. Then, if the observed frequency $f$ is close to the prior probability $P(A \mid E)$, the new evidence $N_{n}$ will not affect the first moment of the $A_{p}$ distribution, but will sharpen it up, and that will constitute a confirmation as we have defined it.

This shows one more connection between probability and frequency. We defined the 'confirmation' of a probability assignment according to entirely different ideas than are usually used to define it. We define it in a way that agrees with our intuitive notation of confirmation of a previous state of mind. But it turned out that the same experimental evidence would constitute confirmation on either the frequency theory or our theory.

Now, from this we can see another useful notion, which we will call weight of evidence. Consider $A_{p}$, given two different pieces of evidence, $E$ and $F$,

$$
\begin{equation*}
\left(A_{p} \mid E F\right)=(\text { constant }) \times\left(A_{p} \mid E\right)\left(A_{p} \mid F\right) . \tag{18.49}
\end{equation*}
$$

If the distribution $\left(A_{p} \mid F\right)$ was very much sharper than the distribution $\left(A_{p} \mid E\right)$, then the product of the two would still have a peak at practically the value determined by $F$. In this case, we would say intuitively that the evidence $F$ carries much greater 'weight' than the evidence $E$. If we have $F$, it doesn't really matter much whether we take $E$ into account or
not. On the other hand, if we don't have $F$, then whatever evidence $E$ may represent will be extremely significant, because it will represent the best we are able to do. So, acquiring one piece of evidence which carries a great amount of weight can make it, for all practical purposes, unnecessary to continue keeping track of other pieces of evidence which carry only a small weight.

Of course, this is the way our minds operate. When we receive one very significant piece of evidence, we no longer pay so much attention to vague evidence. In so doing, we are not being very inconsistent, because it wouldn't make much difference anyway. So, our intuitive notion of weight of evidence is bound up with the sharpness of the $A_{p}$ distribution. Evidence concerning $A$ that we consider very significant is not necessarily evidence that makes a big change in the probability of $A$. It is evidence that makes a big change in our density for $A_{p}$. Seeing this, we can gain a little more insight into the principle of indifference and also make contact between this theory and Carnap's methods of inductive reasoning.

### 18.11.1 Is indifference based on knowledge or ignorance?

Before we can use the principle of indifference to assign numerical values of probabilities, there are two different conditions that must be satisfied: (1) we must be able to analyze the situation into mutually exclusive, exhaustive possibilities; (2) having done this, we must then find the available information gives us no reason to prefer any of the possibilities to any other. In practice, these conditions are hardly ever met unless there's some evident element of symmetry in the problem. But there are two entirely different ways in which condition (2) might be satisfied. It might be satisfied as a result of ignorance, or it might be satisfied as a result of positive knowledge about the situation. To illustrate this, let's suppose that a person who is known to be very dishonest is going to toss a coin, and that there are two people watching him. Mr $A$ is allowed to examine the coin. He has all the facilities of the National Bureau of Standards at his disposal. He performs hundreds of experiments with scales and calipers, magnetometers and microscopes, X-rays and neutron beams, and so on. Finally, he is convinced that the coin is perfectly honest. Mr $B$ is not allowed to do this. All he knows is that a coin is being tossed by a shady character. He suspects the coin is biased, but he has no idea in which direction. Condition (2) is satisfied equally well for both of them. Each would start out by assigning probability one-half to each face. The same probability assignment can describe a condition of complete ignorance or a condition of very great knowledge. This has seemed paradoxical for a long time. Why doesn't Mr A's extra knowledge make any difference? Well, of course, it does make a difference. It makes a very important difference, but one that doesn't show up until we start performing this experiment. The difference is not in the probability for $A$, but in the density for $A_{p}$.

Suppose the first toss is heads. To Mr $B$, that constitutes evidence that the coin is biased to favor heads. And so, on the next toss, he would assign new probabilities to take that into account. But to $\mathrm{Mr} A$, the evidence that the coin is honest carries overwhelmingly greater weight than the evidence of one throw, and he'll continue to assign a probability of $1 / 2$.

You see what's going to happen. To Mr $B$, every toss of the coin represents new evidence about its bias. Every time it's tossed, he will revise his assignment for the next toss; but,
after several tosses, his assignment will get more and more stable, and in the limit $n \rightarrow \infty$ they will tend to the observed frequency of heads. To observer $A$, the prior evidence of symmetry continues to carry greater weight than the evidence of almost any number of throws, and he persists in assigning the probability $1 / 2$. Each has done consistent plausible reasoning on the basis of the information available to him, and our theory accounts for the behavior of each.

If you assumed that $\mathrm{Mr} A$ had perfect knowledge of symmetry, you might conclude that his $A_{p}$ distribution is a $\delta$-function. In that case, his mind could never be changed by any amount of new data. Of course, that's a limiting case that's never reached in practice. Not even the Bureau of Standards can give us evidence that good.

### 18.12 Carnap's inductive methods

The philosopher Rudolph Carnap (1952) gives an infinite family of possible 'inductive methods' by which one can convert prior information and frequency data into a probability assignment and an estimate of frequencies for this future. His ad hoc principle (that is, a principle that is found from intuition rather than from the rules of probability theory) is that the final probability assignment $P\left(A \mid N_{n} X\right)$ should be a weighted average of the prior probability $P(A \mid X)$ and the observed frequency, $f=n / N$. Assigning a weight $N$ to the 'empirical factor' $f$, and an arbitrary weight $\lambda$ to the 'logical factor' $P(A \mid X)$ leads to the method which Carnap denotes by $c_{\lambda}(h, e)$. Introduction of the $A_{p}$ distribution accounts for this in more detail; the theory developed here includes all of Carnap's methods as special cases corresponding to different prior densities $\left(A_{p} \mid X\right)$, and leads us to reinterpret $\lambda$ as the weight of prior evidence. Thus, in the case of two hypotheses, the Carnap $\lambda$ method is the one you can calculate from the prior density $\left(A_{p} \mid X\right)=($ constant $) \cdot[p(1-p)]^{r}$, with $2 r=\lambda-2$. The result is

$$
\begin{equation*}
P\left(A \mid N_{n} X\right)=\frac{2 n+\lambda}{2 N+2 \lambda}=\frac{(n+r)+1}{(N+2 r)+2} \tag{18.50}
\end{equation*}
$$

Greater $\lambda$ thus corresponds to a more sharply peaked $\left(A_{p} \mid X\right)$ density.
In our coin-tossing example, Mr A from the Bureau of Standards reasons according to a Carnap method with $\lambda$ of the order of, perhaps, thousands; while Mr $B$, with much less prior knowledge about the coin, would use a $\lambda$ of perhaps 5 or 6 . (The case $\lambda=2$, which gives Laplace's rule of succession, is much too broad to be realistic for coin tossing; for Mr $B$ surely knows that the center of gravity of a coin can't be moved by more than half its thickness from the geometrical center. Actually, as we saw in Chapter 10, this analysis isn't always applicable to tossing of real coins, for reasons having to do with the laws of physics.)

From the second way we wrote Eq. (18.50), we see that the Carnap $\lambda$ method corresponds to a weight of prior evidence which would be given by $(\lambda-2)$ trials, in exactly half of which $A$ was observed to be true. Can we understand why the weighting of prior evidence is $\lambda=$ (number of prior trials +2 ), while that of the new evidence $N_{p}$ is only (number of new trials $)=N$ ? Well, look at it this way. The appearance of the $(+2)$ is the robot's way of
telling us this: prior knowledge that is possible for $A$ to be either true or false is equivalent to knowledge that $A$ has been true at least once, and false at least once. This is hardly a derivation, but it makes reasonably good sense.

Let's pursue this line of reasoning a step further. We started with the statement $X$ : it is possible for $A$ to be either true or false at any trial. But that is still a somewhat vague statement. Suppose we interpret it as meaning that $A$ has been observed true exactly once, and false exactly once. If we grant that this state of knowledge is correctly described by Laplace's assignment $\left(A_{p} \mid X\right)=1$, then what was the 'pre-prior' state of knowledge $X_{0}$ before we had the data $X$ ? To answer this, we need only to apply Bayes' theorem backwards, as we did in the method of imaginary results in Chapter 5 and in urn sampling in Chapter 6. The result is: our 'pre-prior' $A_{p}$ distribution must have been

$$
\begin{equation*}
\left(A_{p} \mid X_{0}\right) \mathrm{d} p=(\text { constant }) \frac{\mathrm{d} p}{p(1-p)} \tag{18.51}
\end{equation*}
$$

This is just the quasi-distribution representing 'complete ignorance', or the 'basic measure' of our parameter space, that we found by transformation groups in Chapter 12 and which Haldane (1932) had suggested long ago. So, here is another line of thought that could have led us to this measure. By the same line of thought we found the discrete version of (18.51) already in Chapter 6, Eq. (6.49).

It appears, then, that if we have definite prior evidence that it is possible for $A$ to be either true or false on any one trial, then Laplace's rule $\left(A_{p} \mid X\right)=1$ is the appropriate one to use. But if initially we are so completely uncertain that we're not even sure whether it is possible for $A$ to be true on some trials and false on others, then we should use the prior (18.51).

How different are the numerical results which the pre-prior assignment (18.51) gives us? Repeating the derivation of (18.22) with this pre-prior assignment, we find that, provided $n$ is not zero or $N$,

$$
\begin{equation*}
\left(A_{p} \mid N_{n} X_{0}\right)=\frac{(N-1)!}{(n-1)!(N-n-1)!} p^{n-1}(1-p)^{N-n-1} \tag{18.52}
\end{equation*}
$$

which leads, instead of to Laplace's rule of succession, to the mean-value estimate of $p$ :

$$
\begin{equation*}
P\left(A \mid N_{n} X_{0}\right)=\int_{0}^{1} \mathrm{~d} p p\left(A_{p} \mid N_{n}\right)=\frac{n}{N}, \tag{18.53}
\end{equation*}
$$

equal to the observed frequency, and identical with the maximum likelihood estimate of $p$. Likewise, provided $0<n<N$, we find instead of (18.24) the formula

$$
\begin{equation*}
P\left(M_{m} \mid N_{n} X_{0}\right)=\frac{\binom{m+n-1}{m}\binom{M-m+N-n-1}{M-m}}{\binom{N+M-1}{M}} . \tag{18.54}
\end{equation*}
$$

All of these results correspond to having observed one less success and one less failure.

### 18.13 Probability and frequency in exchangeable sequences

We are now in a position to say quite a bit more about connections between probability and frequency. There are two main types of connections: (a) given an observed frequency in a random experiment, convert this information into a probability assignment; and (b) given a probability assignment, predict the frequency with which some condition will be realized. We have seen, in Chapters 11 and 12, how the principles of maximum entropy and transformation groups lead to probability assignments which, if the quantity of interest happens to be the result of some 'random experiment', correspond automatically to predicted frequencies, and thus solve problem (b) in some situations.

The rule of succession gives us the solution to problem (a) in a wide class of problems. If we have observed whether $A$ was true in a very large number of trials, and the only knowledge we have about $A$ is the result of this random experiment, and the consistency of the 'causal mechanism', then it says that the probability we should assign to $A$ at the next trial becomes practically equal to the observed frequency. Now, in fact, this is exactly what people who define probability in terms of frequency do: one postulates the existance of an unknown 'absolute' probability, whose numerical value is to be found by performing random experiments. Of course, you must perform a very large number of experiments. Then the observed frequency of $A$ is taken as the estimate of the probability. As we saw earlier in this chapter, even the +1 and +2 in Laplace's formula turn up when the 'frequentist' refines his methods by taking the center of a confidence interval. So, I don't see how even the most ardent advocates of the frequency theory of probability can damn the rule of succession without thereby damning his own procedures; after all polemics, there remains the simple fact that in his own procedures, he is doing exactly what Laplace's rule of succession tells him to do. Indeed, to define probability in terms of frequency is equivalent to saying that the rule of succession is the only rule which can be used for converting observational data into probability assignments.

### 18.14 Prediction of frequencies

Now let's consider problem (b) in this situation: to reason from a probability to a frequency. This is simply a problem of parameter estimation, not different in principle from any other. Suppose that instead of asking for the probability that $A$ will be true in the next trial, we wish to infer something about the relative frequency of $A$ in an indefinitely large number of trials, on the basis of the evidence $N_{n}$. We must take the limit of (18.24) as $M \rightarrow \infty$, $m \rightarrow \infty$, in such a way that $(m / M) \rightarrow f$. Introducing the proposition

$$
\begin{align*}
& A_{f}=\text { the frequency of } A \text { true in the indefinitely large number }  \tag{18.55}\\
& \quad \text { of trials is } f,
\end{align*}
$$

we find in the limit that the probability density of $A_{f}$, given $N_{n}$, is

$$
\begin{equation*}
P\left(A_{f} \mid N_{n}\right)=\frac{(N+1)!}{N!(N-n)!} f^{n}(1-f)^{N-n} \tag{18.56}
\end{equation*}
$$

which is the same as our $\left(A_{p} \mid N_{n}\right)$ in (18.22), with $f$ numerically equal to $p$. According to (18.55), the most probable frequency is equal to $(n / N)$, the observed frequency in the past. But we have noted before that in parameter estimation (if you object to my calling $f$ a 'parameter', then let's just call it 'prediction'), the most probable value is usually a poorer estimate than the mean value in the small sample case, where they can be appreciably different. The mean-value estimate of the frequency is

$$
\begin{equation*}
\bar{f}=\int_{0}^{1} \mathrm{~d} f f P\left(A_{f} \mid N_{n}\right)=\frac{n+1}{N+2} \tag{18.57}
\end{equation*}
$$

i.e. just the same as the value of $P\left(A \mid N_{n}\right),(18.25)$, given by Laplace's rule of succession. Thus, we can interpret the rule in either way; the probability which Laplace's theory assigns to $A$ at a single trial is numerically equal to the estimate of frequency which minimizes the expected square of the error. You see how nicely this corresponds with the relationship between probability and frequency which we found in the maximum entropy and transformation group arguments.

Note also that the distribution $P\left(A_{f} \mid N_{n}\right)$ is quite broad for small $N$, confirming our expectation that no reliable predictions should be possible in this case. As a numerical example, if $A$ has been observed true once in two trials, then $\bar{f}=P\left(A \mid N_{n}\right)=1 / 2$, but according to (18.55) it is still an even bet that the true frequency $f$ lies outside the interval $0.326<f<0.674$. With no evidence at all $(N=n=0)$, it would be an even bet that $f$ lies outside the interval $0.25<f<0.75$. More generally, the variance of $(18.55)$ is

$$
\begin{equation*}
\operatorname{var} P\left(A_{f} \mid N_{n}\right)=\overline{f^{2}}-\bar{f}^{2}=\frac{\bar{f}(1-\bar{f})}{N+3}, \tag{18.58}
\end{equation*}
$$

so that the expected error in the estimate (18.56) decreases like $1 / \sqrt{N}$. More detailed conclusions about the reliability of predictions, which we could make from (18.56), are, for all practical purposes, identical with those the statistician would make by the method of confidence intervals.

All these results hold also for the generalized rule of succession. Taking the limit of (18.43) as $M \rightarrow \infty, m_{i} / M \rightarrow f_{i}$, we find the joint probability density function for $A_{i}$ to occur with frequency $f_{i}$ to be

$$
\begin{equation*}
P\left(f_{1} \cdots f_{k} \mid n_{1} \cdots n_{k}\right)=\frac{(N+K)!}{n_{1}!\cdots n_{k}!}\left(f_{1}^{n_{1}} \cdots f_{k}^{n_{k}}\right) \delta\left(f_{1}+\cdots+f_{k}-1\right) \tag{18.59}
\end{equation*}
$$

The probability that the frequency $f_{1}$ will be in the range $\mathrm{d} f_{1}$ is found by integrating (18.59) over all values of $f_{2}, \ldots, f_{k}$ compatible with $f_{1} \geq 0,\left(f_{2}+\cdots+f_{k}\right)=1-f_{1}$. This can be carried out by application of Laplace transforms in a well-known way, and the result is

$$
\begin{equation*}
P\left(f_{1} \mid n_{1} \cdots n_{k}\right)=\frac{(N+K-1)!}{n_{1}!\left(N-n_{1}+K-2\right)!} f_{1}^{n_{1}}\left(1-f_{1}\right)^{N-n_{1}+K-2} \tag{18.60}
\end{equation*}
$$

from which we find the most probable value to be

$$
\begin{equation*}
\left(\hat{f}_{1}\right)=\frac{n_{1}}{N+K-2} \tag{18.61}
\end{equation*}
$$

and the mean value to be

$$
\begin{equation*}
\overline{f_{1}}=\frac{n_{1}+1}{N+K} \tag{18.62}
\end{equation*}
$$

which is Laplace's rule of succession (18.44).
Another interesting result is found by taking the limit of $P\left(M_{m} \mid A_{p}\right)$ in (18.18) as $M \rightarrow \infty,(m / M) \rightarrow f$; we find

$$
\begin{equation*}
P\left(M_{m} \mid A_{p}\right)=\delta(f-p) \tag{18.63}
\end{equation*}
$$

Likewise, taking the limit of $\left(A_{p} \mid N_{n}\right)$ in (18.22) as $N \rightarrow \infty$, we find

$$
\begin{equation*}
\left(A_{p} \mid A_{f}\right)=\delta(f-p) \tag{18.64}
\end{equation*}
$$

which follows from (18.63) by application of Bayes' theorem. Therefore, if $B$ is any proposition, we have, from our standard argument,

$$
\begin{align*}
P\left(B \mid A_{f}\right) & =\int_{0}^{1} \mathrm{~d} p\left(B A_{p} \mid A_{f}\right)=\int_{0}^{1} \mathrm{~d} p P\left(B \mid A_{p} A_{f}\right)\left(A_{p} \mid A_{f}\right)  \tag{18.65}\\
& =\int_{0}^{1} \mathrm{~d} p P\left(B \mid A_{p}\right) \delta(p-f)
\end{align*}
$$

In the last step we used the property (18.1) that $A_{p}$ automatically neutralizes any other statement about $A$. Thus, if $f$ and $p$ are numerically equal, we have $P\left(B \mid A_{p}\right)=P\left(B \mid A_{p}\right)$; $A_{p}$ and $A_{f}$ are equivalent statements in their implication for plausible reasoning.

To verify this equivalence in one case, note that in the limit $N \rightarrow \infty,(n / N) \rightarrow f$, $P\left(M_{m} \mid N_{n}\right)$ in Eq. (18.24) reduces to the binomial distribution $P\left(M_{m} \mid A_{p}\right)$ as given by (18.18). The generalized formula (18.43), in the corresponding limit, goes into the multinomial distribution,

$$
\begin{equation*}
P\left(m_{1} \cdots m_{k} \mid f_{1} \cdots f_{k}\right)=\frac{m!}{m_{1}!\cdots m_{k}!} f_{1}^{m_{1}} \cdots f_{k}^{m_{k}} \tag{18.66}
\end{equation*}
$$

This equivalence shows why it is so easy to confuse the notion of probability and frequency, and why in many problems this confusion does no harm. Whenever the available information consists of observed frequencies in a large sample, and constancy of the 'causal mechanism', Laplace's theory becomes mathematically equivalent to the frequency theory. Most of the 'classical' problems of statistics (life insurance, etc.) are of just this type; and as long as one works only on such problems, all is well. The harm arises when we consider more general problems.

Today, physics and engineering offer many important applications for probability theory in which there is an absolutely essential part of the evidence which cannot be stated in terms of frequencies, and/or the quantities about which we need plausible inference have nothing to do with frequencies. The axiom (probability) $\equiv$ (frequency), if applied consistently, would prevent us from using probability theory in these problems.

### 18.15 One-dimensional neutron multiplication

Our discussion so far has been rather abstract; perhaps too much so. In order to make amends for this, I would like to show you a specific physical problem where these equations apply. This was first described in a short note by Bellman, Kalaba and Wing (1957) and further developed in a more recent book by Wing (1962). Neutrons are traveling in fissionable material, and we want to estimate how many new neutrons will be produced in the long run as a consequence of one incident trigger neutron. In order to have a tractable mathematical problem, we make some drastic simplifying assumptions as follows.
(a) The neutrons travel only in the $\pm x$ direction at a constant velocity.
(b) Each time a neutron, traveling either to the right or the left, initiates a fission reaction, the result is exactly two neutrons, one traveling to the right, one to the left. The net result is therefore that any neutron will from time to time emit a progeny neutron traveling in the opposite direction.
(c) The progeny neutrons are immediately able to produce still more progeny in the same manner.

We fire a single trigger neutron into a thickness $x$ of fissionable material from the left, and the problem is to predict the number of neutrons that will emerge from the left and from the right, over all time, as a consequence. At least, that is what we would like to calculate. But, of course, the number of emerging neutrons is not determined by any of the given data, and so the best we can do is to calculate the probability that exactly $n$ neutrons will be transmitted or reflected. We want to make a detailed comparison of the Laplace theory and the frequency theory of probability, as applied to the initial formulation of this problem. We are concerned mainly with the underlying rationale by which we relate probability theory to the physical model.

Many proponents of the frequency theory berate the Laplace theory on purely philosophical grounds that have nothing to do with its success or failure in applications. There is a more defensible position, held by some, who recognize that the present state of affairs gives them no reason for smugness, and a good reason for caution. While they believe that at present the frequency theory is superior, they also say, as one of my correspondents did to me, 'I will most cheerfully renounce the frequency thoery for any theory that yields me a better understanding and a more efficient formalism.' The trouble is that the current statistical literature gives us no opportunity to see the Laplace theory in actual use so that valid comparisions could be made; and that is the situation we are trying to correct here.

### 18.15.1 The frequentist solution

Firstly, let us formulate the problem as it would be done using the frequency theory. Here is the way in which the 'frequentist' would reason:

The experimentalists have measured for us the relative frequency $p=a \Delta$ of fission in a very small thickness $\Delta$ of this material. This means that they have fired $N$ trigger neutrons at a thin film of thickness $\Delta$, and observed fission in $n$ cases. Since $N$ is finite, we cannot find the exact value of $p$ from this, but it is approximately equal to the observed
frequency $(n / M)$. More precisely, we can find confidence limits for $p$. In similar situations, we can expect about $k \%$ of the time, the limits (Cramér, 1946, p. 515)

$$
\begin{equation*}
\frac{N}{N+\lambda^{2}}\left[\frac{2 n+\lambda^{2}}{2 N} \pm \lambda \sqrt{\frac{n(N-n)}{N^{3}}+\frac{\lambda^{2}}{4 N^{2}}}\right] \tag{18.67}
\end{equation*}
$$

will include the true value of $p$, where $\lambda$ is the $(100-k) \%$ value of a normal deviate. For example, with $\lambda=\sqrt{2}$, the range

$$
\begin{equation*}
\frac{n+1}{N+2} \pm \frac{N}{N+2} \sqrt{\frac{2 n(N-n)}{N^{3}}+\frac{1}{N^{2}}}=\frac{n+1}{N+2} \pm \sqrt{\frac{2 n(N-n)}{N^{3}}} \tag{18.68}
\end{equation*}
$$

will cover the correct $p$ in about $84 \%$ of similar cases. [Again, there's that +1 and +2 of Laplace's rule of succession!] In general, the connection between $\lambda$ and $k$ is given by

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} \int_{-\lambda}^{\lambda} \mathrm{d} x \exp \left\{-\frac{x^{2}}{2}\right\}=\frac{k}{100} \tag{18.69}
\end{equation*}
$$

Equation (18.67) is an approximation valid when the numbers $n$ and $(N-n)$ are sufficiently large; the exact confidence limits are difficult to express analytically, and for small $N$ one should consult the graphs of E.S. Pearson and Clopper (1934). The number $p$ is, of course, a definite, but imperfectly known, physical constant characteristic of the fissionable material.

Now, in order to calculate the relative frequency with which $n$ neutrons will be reflected from a thickness $x$ of this material, we have to make some additional assumptions. We assume that the probability of fission per unit length is always the same for each neutron independent of its history. Due to the complexity of the causes operating, it seems reasonable to assume this; but the real test of whether it is a valid assumption can come only from comparison of the final results of our calculation with experiment. This assumption means that the probabilities of fission in successive slabs of thickness $\Delta$ are independent, so that, for example, the probability that an incident neutron will undergo fission in the second slab of thickness $\Delta$, but not in the first, is the product $p(1-p)$.

At this point, we turn to the mathematics and solve the problem by any one of several possible techniques, emerging with the relative frequencies $p_{n}(x), q_{n}(x)$ for reflection or transmission of $n$ neutrons, respectively. [Actually, the analytical solution has not yet been found, but Wing (1962) gives the results of numerical integration, which is equally good for our purposes.]

We now compare these predictions with experiment. When the first trigger neutron is fired into the thickness $x$, we observe $r_{1}$ neutrons reflected and $t_{1}$ neutrons transmitted. These data do not in any way affect the assignments $p_{n}(x)$ and $q_{n}(x)$, since the latter have no meaning in terms of a single experiment, but are predictions only of limiting frequencies for an indefinitely large number of experiments. We therefore must repeat the
experiment many times, and record the numbers $r_{i}, t_{i}$ for each experiment. If we find that the frequency of cases for which $r_{i}=n$ tends sufficiently close to $p_{n}(x)$ ('sufficiently close' being determined by certain significance tests such as chi-squared), then we conclude that the theory is satisfactory; or at least that it is not rejected by the data. If, however, the observed frequencies show a wide departure from $p_{n}(x)$, then we know that there is something wrong with our initial set of assumptions.

Now, of course, the theory is either right or wrong. If it is wrong, then in principle the entire theory is demolished, and we have to start all over again, trying to find the right theory. In practice, it may happen that only one minor feature of the theory has to be changed, so that most of the old calculations will be useful in the new theory.

### 18.15.2 The Laplace solution

Now let's state this same problem in terms of Laplace's theory. We regard it simply as an exercise in plausible reasoning, in which we make the best possible guesses as to the outcome of a single experiment, or of a finite number of them. We are not concerned with the prediction, or even the existence, of limiting frequencies; because any assertion about the outcome of an impossible experiment is obviously an empty statement, and cannot be relevant to any applications. We reason as follows.

The experimentalists have provided us with the evidence $N_{n}$, by firing $N$ neutrons at a thin film of thickness $\Delta$, and observing fission in $n$ cases. Since by hypothesis the only prior knowledge was that a neutron either will or will not undergo fission, we have just the situation where Laplace's rule of succession applies and the probability, on this evidence, of fission for the $(N+1)$ th neutron in thickness $\Delta$, is

$$
\begin{equation*}
p \equiv P\left(F_{N+1} \mid N_{n}\right)=\frac{n+1}{N+2}, \tag{18.70}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{m} \equiv \text { the } n \text {th neutron will undergo fission. } \tag{18.71}
\end{equation*}
$$

Whether $N$ is large or small, the question of the 'accuracy' of this probability does not arise - it is exact by definition. Of course, we will prefer to have as large a value of $N$ as possible, since this increases the weight of the evidence $N_{n}$ and makes the probability $p$ not more accurate, but more stable. The probability $p$ is manifestly not a physical property of the fissionable material, but is only a means of describing our state of knowledge about it, on the basis of the evidence $N_{n}$. If the preliminary experiment had yielded a different result $N_{n}^{\prime}$, then we would of course assign a different probability $p^{\prime}$; but the properties of the fissionable material would remain the same.

We now fire a neutron at a thickness $x=M_{\delta}$, and define the propositions
$F^{n} \equiv$ the neutron will cause fission in the $n$th slab of thickness $\Delta ;$
$f^{n} \equiv$ the neutron will not cause fission in the $n$th slab.

The probability of fission in slab 1 is then

$$
\begin{equation*}
p \equiv P\left(F_{1} \mid N_{n}\right)=\frac{n+1}{N+2} . \tag{18.72}
\end{equation*}
$$

But now the probability that fission will occur in the second but not the first slab is not $p(1-p)$ as in the first treatment. At this point we see one of the fundamental differences between the theories. From the product rule, we have

$$
\begin{align*}
P\left(F^{2} F^{1} \mid N_{n}\right) & =P\left(F^{2} \mid F^{1} N_{n}\right) P\left(F^{1} \mid N_{n}\right) \\
& =\frac{n+1}{N+2}\left[1-\frac{n+1}{N+2}\right]  \tag{18.73}\\
& =\frac{(n+1)(N-n+1)}{(N+2)(N+3)}
\end{align*}
$$

The difference is that, in calculating the probability $P\left(F^{2} \mid F^{1} N_{n}\right)$, we must take into account the evidence, $F^{1}$, that a neutron has passed through one more thickness $\Delta$ without fission. This amounts to one more experiment in addition to that leading to $N_{n}$. The evidence $F^{1}$ is fully as cogent as $N_{n}$, and it would be clearly inconsistent to take one into account and ignore the other. Continuing in this way, we find that the probability that the incident neutron will emit exactly $m$ first-generation progeny in passing through thickness $M \Delta$ is just the expression

$$
\begin{equation*}
P\left(M_{m} \mid N_{n}\right)=\binom{M}{m} \frac{(n+m)!(N+1)!(N+M-n-m)!}{n!(N-n)!(N+M+1)!} \tag{18.74}
\end{equation*}
$$

which we have derived before, Eq. (18.24). Now, if $N$ is not a very large number, this may differ appreciably from the value

$$
\begin{equation*}
P\left(M_{m} \mid A_{p}\right)=\binom{M}{m} p^{m}(1-p)^{M-m} \tag{18.75}
\end{equation*}
$$

which one obtains in the frequency approach. However, note again that, as the weight of evidence $N_{n}$ increases, we find $\left(A_{p^{\prime}} \mid N_{n}\right) \rightarrow \delta\left(p^{\prime}-n / N\right)$, and

$$
\begin{equation*}
P\left(M_{n} \mid N_{n}\right) \rightarrow P\left(M_{m} \mid A_{p}\right) \tag{18.76}
\end{equation*}
$$

in the limit $N \rightarrow \infty,(n / N) \rightarrow p$. The difference in the two results is negligible whenever $N \gg M$; i.e. when the weight of evidence $N_{n}$ greatly exceeds $M_{m}$. Now let's study the difference between (18.74) and (18.75) more closely. From (18.74) we have, for the meanvalue estimate of $m$, on the Laplace theory,

$$
\begin{equation*}
\bar{m}=M \frac{n+1}{N+2} \tag{18.77}
\end{equation*}
$$

To state the accuracy of this estimate, we can calculate the variance of the distribution (18.74). This is most easily done by using the representation (18.23):

$$
\begin{align*}
\overline{m^{2}} & =\sum_{m=0}^{M} m^{2} \int_{0}^{1} \mathrm{~d} p P\left(M_{m} \mid A_{p}\right)\left(A_{p} \mid N_{n}\right) \\
& =\frac{(N+1)!}{n!(N-n)!} \int_{0}^{1} \mathrm{~d} p\left[M_{p}+M(M-1) p^{2}\right] p^{n}(1-p)^{N-n}  \tag{18.78}\\
& =M \frac{n+1}{N+2}+M(M-1) \frac{(n+1)(n+2)}{(N+2)(N+3)}
\end{align*}
$$

which gives the variance

$$
\begin{equation*}
V \equiv \overline{M^{2}}-\bar{m}^{2}=M\left[\frac{N+M+2}{N+3}\right]\left[\frac{n+1}{N+2}\right]\left[n-\frac{n+1}{N+2}\right] \tag{18.79}
\end{equation*}
$$

while, from (18.75), the frequency theory gives

$$
\begin{gather*}
\overline{m_{0}}=M_{p}  \tag{18.80}\\
V_{0} \equiv\left[\overline{m^{2}}-\bar{m}^{2}\right]_{0}=M_{p}(1-p) \tag{18.81}
\end{gather*}
$$

If the frequentist takes the center of the confidence interval (18.68) as his 'best' estimate of $p$, then he will take $p=(n+1) /(N+2)$ in these equations. So, we both obtain the same estimate, but the variance (18.79) is greater by the amount

$$
\begin{equation*}
V-V_{0}=\frac{M-1}{N+3} M_{p}(1-p) \tag{18.82}
\end{equation*}
$$

Why this difference? Why is it that the Laplace theory seems to determine the value of $m$ less precisely then the frequency theory? Well, appearances are deceptive here. The fact is that the Laplace theory determines the value of $m$ more precisely than the frequency theory; the variance (18.81) is not the entire measure of the uncertainty as to $m$ on the frequency theory, because there is still the uncertainty as to the 'true' value of $p$. According to (18.81), $p$ is uncertain by about $\pm \sqrt{2 p(1-p) / N}$, so the mean value (18.80) is uncertain by about

$$
\begin{equation*}
\pm \sqrt{\frac{2 p(1-p)}{N}} \tag{18.83}
\end{equation*}
$$

in addition to the uncertainty represented by (18.81). If we suppose that the uncertainties (18.81) and (18.83) are independent, the total mean-square uncertainty as to the value of $m$ on the frequency theory would be represented by the sum of (18.81) and

$$
\begin{equation*}
M^{2} \frac{2 p(1-p)}{N} \tag{18.84}
\end{equation*}
$$

which more than wipes out the difference (18.82). The factor of 2 in (18.84) would of course be changed somewhat by adopting a different confidence level, but no reasonable choice can change it very much.

In the frequency theory, the two uncertainties (18.81) and (18.84) appear as entirely separate effects which are determined by applying two different principles: one by conventional probability theory, the other by confidence intervals. In the Laplace theory no such distinction exists; both are given automatically by a single calculation. We found exactly this same situation in our particle-counter problem in Chapter 6, when we compared our robot's procedure with that of the orthodox statistician.

The mechanism by which the Laplace theory is able to do this is very interesting. It is just the difference already noted; in the derivation of (18.74), we are continually taking into account additional evidence accumulated in the new experiment, such as $F^{1}$ in (18.73). In the frequency theory, the uncertainty (18.83) in $p$ arises because only a finite amount of data was provided by the preliminary experiment given $N_{n}$. It is just for that reason that new evidence, such as $F^{1}$, is still relevant. In giving a consistent treatment of all the evidence, the Laplace theory automatically includes the effect of the finiteness of the preliminary data, which the frequency theory is able to do only crudely by the introduction of confidence intervals. In the Laplace theory there is no need to decide on any arbitrary 'confidence level' because probability theory, when consistently applied to the whole problem, already tells us what weight should be given to the preliminary data $N_{n}$. What we get in return for this is not merely a more unified treatment; in yielding a smaller net uncertainity in $m$, the Laplace theory shows that the two sources of uncertainity (18.81) and (18.84) of the frequency theory are not independent: they have a small negative correlation, so that they tend to compensate each other. That is the reason for Laplace's smaller probable error. If you think about this very hard, you will be able to see intuitively why this negative correlation has to be there - I won't deprive you of the pleasure of figuring it out for yourself. All this subtlety is completely lost in the frequency theory.
'But,' someone will object, 'you are ignoring a very practical consideration which was the original reason for introducing confidence intervals. While I grant that in principle it is better to treat the whole problem in a single calculation, in practice we usually have to break it up into two different ones. After all, the preliminary data $N_{n}$ were obtained by one group of people, who had to communicate their results to another group, who then carried out the second calculation applying these data. It is a practical necessity that the first group be able to state their conclusions in a way that tells honestly what they found, and how reliable it was. Their data can also be used in many other ways than in your second calculation, and the introduction of confidence intervals thus fills a very important practical need for communication between different workers.'

Of course, if you have followed everything so far, you know the answer to this. The memory storage problem was our original point of departure, and the problem just discussed is a specific example of just what we pointed out more abstractly in Eq. (18.16). You see from (18.23), and also in our derivation of (18.79), that the only property of the preliminary data which we needed in order to analyze the whole problem was the $A_{p}$ distribution $\left(A_{p} \mid N_{n}\right)$
that resulted from the preliminary experiment. The principle of confidence intervals was introduced to fill a very practical need. But there was no need to introduce any new principle for this purpose; it is already contained in probability thoery, which shows that the exact way of communicating what you have learned is not by specifying confidence intervals, but by specifying your final $A_{p}$ distribution.

As a further point of comparison, note that in the Laplace theory there was no need to introduce any 'statistical assumption' about independence of events in successive slabs of thickness $\Delta$. In fact, the theory told us, as in (18.73), that these probabilities are not independent when we have only a finite amount of preliminary data; and it was just this fact that enabled the Laplace theory to take account of the uncertainty which the frequency theory describes by means of confidence intervals.

This brings up a very fundamental point about probability theory, which the frequency theory fails to recognize, but which is essential for applications to both communication theory and statistical mechanics, as we will show later. What do we mean by saying that two events are 'independent'?

In the frequency theory, the only kind of independence recognized is causal independence; i.e. the fact that one event occurred does not in itself exert any physical influence on the occurrence of the other. Thus, in the coin-tossing example discussed in Chapter 6, the fact that the coin comes up heads on one toss of course doesn't physically affect the result of the next toss, and so on the frequency theory one would call the coin-tossing experiment a typical case of 'independent repetitions of a random experiment'; the probability of a heads at both tosses must be the product of separate probabilities. But then we lose any way of describing the difference between the reasoning of $\mathrm{Mr} A$ and $\mathrm{Mr} B$ !

In Laplace's theory, 'independence' means something entirely different, which we see from a glance at the product rule: $P(A B \mid C)=P(B \mid C) P(A \mid B C)$. Independence means that $P(A \mid B C)=P(A \mid C)$; i.e. knowledge that $B$ is true does not affect the probability we assign to $A$. Thus, independence means not mere causal independence, but logical independence. Even though heads at one toss does not physically predispose the coin to give heads at the next, the knowledge that we got heads may have a very great influence on our predictions as to the next toss.

The importance of this is that the various limit theorems, which we will say more about later, require independence in their derivations. Consequently, even though there may be strict causal independence, if there is not also logical independence, these limit theorems will not hold. Writers of the frequency school of thought, who deny that probability theory has anything to do with inductive reasoning, recognize the existence only of causal connections, and, as a consequence, they have long been applying these limit theorems to physical and communications processes where, we claim, they are incorrect and completely misleading. This was noted long ago by Keynes (1921), who stressed exactly this same point.

I think these comparisons make it very clear that, at least in this kind of problem, the Laplace theory does provide the 'better understanding and more efficient formalism' that my colleague asked for.

### 18.16 The de Finetti theorem

So far we have considered the notion of an $A_{p}$ distribution and derived a certain class of probability distributions from it, under the restriction that the same $A_{p}$ distribution is to be used for all trials. Intuitively, this means that we have assumed the underlying 'mechanism' as constant, but unknown. It is clear that this is a very restrictive assumption, and the question arises: How general is the class of probability functions that we can obtain in this way? In order to state the problem clearly, let us define

$$
x_{n} \equiv \begin{cases}1 & \text { if } A \text { is true on the } n \text {th trial }  \tag{18.85}\\ 0 & \text { if } A \text { is false on the } n \text {th trial. }\end{cases}
$$

Then a state of knowledge about $N$ trials is described in the most general way by a probability function $P\left(x_{1} \ldots x_{N} \mid N\right)$, which could, in principle, be defined arbitrarily (except for normalization) at each of the $2^{N}$ points.

We now ask: What is a necessary and sufficient condition on $P\left(x_{1} \ldots x_{N} \mid N\right)$ for it to be derivable from an $A_{p}$ distribution? What test could we apply to a given distribution $P\left(x_{1} \ldots x_{N} \mid N\right)$ to tell whether it is included in our theory as given above? A necessary condition is clear from our previous equations: any distribution obtainable from an $A_{p}$ distribution necessarily has the property that the probability that $A$ is true in $n$ specified trials, and false in the remaining $(N-n)$ trials, depends only on the numbers $n$ and $N$; i.e. not on which trials in $1 \leq n \leq N$ were specified. If this is so, we say that $P\left(x_{1} \ldots x_{N} \mid N\right)$ defines an exchangeable sequence.

An important theorem of de Finetti (1937) asserts that the converse is also true: any exchangeable probability function $P\left(x_{1} \ldots x_{N} \mid N\right)$ can be generated by an $A_{p}$ distribution. Thus there is a function $\left(A_{p} \mid X\right)=g(p)$ such that $g(p) \geq 0, \int_{0}^{1} \mathrm{~d} p g(p)=1$, and the probability that in $N$ trials $A$ is true in $n$ specified trials and false in the remaining $(N-n)$ trials, is given by

$$
\begin{equation*}
P(n \mid N)=\int_{0}^{1} \mathrm{~d} p p^{n}(1-p)^{N-n} g(p) \tag{18.86}
\end{equation*}
$$

This can be proved as follows. Note that $p^{n}(1-p)^{N-n}$ is a polynomial of degree $N$ :

$$
\begin{align*}
p^{n}(1-p)^{N-n} & =p^{n} \sum_{m=0}^{N-n}\binom{N-m}{m}(-p)^{m}  \tag{18.87}\\
& =\sum_{k=0}^{N} \alpha_{k}(N, n) p^{k}
\end{align*}
$$

which defines $\alpha_{k}(N, n)$. Therefore, if (18.86) holds, we would have

$$
\begin{equation*}
P(n \mid N)=\sum_{k=0}^{N} \alpha_{k}(N, n) \beta_{k} \tag{18.88}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{k}=\int_{0}^{1} \mathrm{~d} p p^{n} g(p) \tag{18.89}
\end{equation*}
$$

is the $n$th moment of $g(p)$. Thus, specifying $\beta_{0}, \ldots, \beta_{N}$ is equivalent to specifying all the $P(n \mid N)$ for $n=0, \ldots, N$. Conversely, for given $N$, specifying $P(n \mid N), 0 \leq n \leq N$, is equivalent to specifying $\left\{\beta_{0}, \ldots, \beta_{N}\right\}$. In fact, $\beta_{N}$ is the probability that $x_{1}=x_{2}=\cdots=$ $x_{N}=1$, regardless of what happens in later trials, and its relation to $P(n \mid N)$ can be established directly without reference to any function $g(p)$.

So, the problem reduces to this: if the numbers $\beta_{0}, \ldots, \beta_{N}$ are specified, under what conditions does a function $g(p) \geq 0$ exist such that (18.89) holds? This is just the wellknown Hausdorffmoment problem, whose solution can be found in many places; for example Widder (1941, Chap. 3). Translated into our notation, the main theorem is as follows. A necessary and sufficient condition that a function $g(p) \geq 0$ exists satisfying (18.89) (and therefore also (18.86)) is that there exists a number $B$ such that

$$
\begin{equation*}
\sum_{n=0}^{N}\binom{N}{n} P(n \mid N) \leq B, \quad N=0,1, \ldots \tag{18.90}
\end{equation*}
$$

But, from the interpretation of $P(n \mid N)$ as probabilities, we see that the equality sign always holds in (18.90) with $B=1$, and the proof is completed.

Here is another way of looking at it, which might be made into a proof with a little more work, and perhaps discloses more clearly the intuitive reason for the de Finetti theorem, as well as showing immediately just how much we have said about $g(p)$ when we specify the $P(n \mid N)$. Imagine $g(p)$ expanded in the form

$$
\begin{equation*}
g(p)=\sum_{n=0}^{\infty} a_{n} \phi_{n}(p) \tag{18.91}
\end{equation*}
$$

where $\phi_{n}(p)$ are the complete orthonormal set of polynomials in $0 \leq p \leq 1$, essentially the Legendre functions:

$$
\begin{align*}
\phi_{n}(p) & =\frac{\sqrt{2 n+1}}{n!} \frac{\mathrm{d}^{n}}{\mathrm{~d} p^{n}}[p(1-p)]^{n}  \tag{18.92}\\
& =(-1)^{n} \sqrt{2 n+1} P_{n}(2 p-1)
\end{align*}
$$

where $\phi_{n}(p)$ is a polynomial of degree $n$, and satisfies

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} p \phi_{m}(p) \phi_{n}(p)=\delta_{m n} . \tag{18.93}
\end{equation*}
$$

If we substitute (18.93) into (18.86), only a finite number of terms will survive, because $\phi_{k}(p)$ is orthogonal to all polynomials of degree $N<k$. Then, it is easily seen that, for given $N$, specifying the values of $P(n \mid N), 0 \leq n \leq N$, is equivalent to specifying the first $(n+1)$ expansion coefficients $\left\{a_{0}, \ldots, a_{N}\right\}$. Thus, as $N \rightarrow \infty$, a function $g(p)$, defined by (18.91), becomes uniquely determined to the same extent that a Fourier series uniquely
determines its generating function; i.e. 'almost everywhere'. The main trouble with this argument is that the condition $g(p) \geq 0$ is not so easily established from (18.91).

### 18.17 Comments

The de Finetti theorem is very important to us because it shows that the connection between probability and frequency which we have found in this chapter holds for a fairly wide class of probability functions $P\left(x_{1}, \ldots, x_{N} \mid N\right)$, namely the class of all exchangeable sequences. These results, of course, generalize immediately to the case where there are more than two possible outcomes at each trial.

Possibly even more important, however, is the light which the de Finetti theorem sheds on one of the oldest controversies in probability theory - Laplace's first derivation of the rule of succession. The idea of an $A_{p}$ distribution is not, needless to say, our own invention. The way we have introduced it here is only our attempt to translate into modern language what we think Laplace was trying to say in that famous passage, 'When the probability of a simple event is unknown, we may suppose all possible values of this probability between 0 and 1 as equally likely.' This statement, which we interpret as saying that, with no prior evidence, $\left(A_{p} \mid X\right)=$ const., has been rejected as utter nonsense by virtually everyone who has written on probability theory in this century. And, of course, on any frequency definition of probability, Laplace's statement would have no justification at all. But on any theory it is conceptually difficult, since it seems to involve the idea of a 'probability of a probability', and the use of an $A_{p}$ distribution in calculations has been largely avoided since the time of Laplace.

The de Finetti theorem puts some much more solid ground under these methods. Independently of all conceptual problems, it is a mathematical theorem that whenever you talk about a situation where the probability of a certain sequence of results depends only on the number of successes, not on the particular trials at which they occur, all your probability distributions can be generated from a single function $g(p)$, in just the way we have done here. The use of this generating function is, moreover, a very powerful technique mathematically, as you will quickly discover if you try to repeat some of the above derivations (for example, Eq. (18.24)) without using an $A_{p}$ distribution. So, it doesn't matter what we might think about the $A_{p}$ distribution conceptually; its validity as a mathematical tool for dealing with exchangeable sequences is a proven fact, standing beyond the reach of philosophical objections.

## 19

## Physical measurements

We have seen, in Chapter 7, how the great mathematician Leonhard Euler was unable to solve the problem of estimating eight orbital parameters from 75 discrepant observations of the past positions of Jupiter and Saturn. Thinking in terms of deductive logic, he could not even conceive of the principles by which such a problem could be solved. But, 38 years later, Laplace, thinking in terms of probability theory as logic, was in possession of exactly the right principles to resolve the great inequality of Jupiter and Saturn. In this chapter we develop the solution as it would be done today by considering a simpler problem, estimating two parameters from three observations. But our general solution, in matrix notation, will include Laplace's automatically.

### 19.1 Reduction of equations of condition

Suppose we wish to determine the charge $e$ and mass $m$ of the electron. The Millikan oil-drop experiment measures $e$ directly. The deflection of an electron beam in a known electromagnetic field measures the ratio $e / m$. The deflection of an electron toward a metal plate due to attraction of image charges measures $e^{2} / m$.

From the results of any two of these experiments we can calculate values of $e$ and $m$. But all the measurements are subject to error, and the values of $e$ and $m$ obtained from different experiments will not agree. Yet each of the measurements does contain some information relevant to our question that is not contained in the others. How are we to process the data so as to make use of all the information available and get the best estimates of $e$ and $m$ ? What is the probable error remaining? How much would the situation be improved by including still another experiment of given accuracy? Probability theory gives simple and elegant answers to these questions.

More specifically, suppose we have the results of these experiments:
(1) measures $e$ with $\pm 2 \%$ accuracy;
(2) measures $(e / m)$ with $\pm 1 \%$ accuracy;
(3) measures $\left(e^{2} / m\right)$ with $\pm 5 \%$ accuracy.

Supposing the values of $e$ and $m$ approximately known in advance to be $e \approx e_{0}, m \approx m_{0}$, the measurements are then linear functions of the corrections. Write the unknown true
values of $e$ and $m$ as

$$
\begin{align*}
e & =e_{0}\left(1+x_{1}\right)  \tag{19.1}\\
m & =m_{0}\left(1+x_{2}\right)
\end{align*}
$$

then, $x_{1}, x_{2}$ are dimensionless corrections, small compared with unity, and our problem is to find the best estimates of $x_{1}$ and $x_{2}$. The results of the three measurements are three numbers $M_{1}, M_{2}$ and $M_{3}$, which we write as

$$
\begin{align*}
& M_{1}=e_{0}\left(1+y_{1}\right), \\
& M_{2}=\frac{e_{0}}{m_{0}}\left(1+y_{2}\right),  \tag{19.2}\\
& M_{3}=\frac{e_{0}^{2}}{m_{0}}\left(1+y_{3}\right),
\end{align*}
$$

where the $y_{i}$ are also small dimensionless numbers which are defined by (19.2) and are therefore known in terms of the old estimates $e_{0}, m_{0}$ and the new measurements $M_{1}, M_{2}$, $M_{3}$. On the other hand, the true values of $e, e / m, e^{2} / m$ are expressible in terms of the $x_{j}$ :

$$
\begin{align*}
e & =e_{0}\left(1+x_{1}\right) \\
\frac{e}{m} & =\frac{e_{0}\left(1+x_{1}\right)}{m_{0}\left(1+x_{2}\right)}=\frac{e_{0}}{m_{0}}\left(1+x_{1}-x_{2}+\cdots\right),  \tag{19.3}\\
\frac{e^{2}}{m} & =\frac{e_{0}^{2}\left(1+x_{1}\right)^{2}}{m_{0}\left(1+x_{2}\right)}=\frac{e_{0}}{m_{0}}\left(1+2 x_{1}-x_{2}+\cdots\right),
\end{align*}
$$

where higher order terms are considered negligible. Comparing (19.2) and (19.3), we see that if the measurements were exact we would have

$$
\begin{align*}
& y_{1}=x_{1} \\
& y_{2}=x_{1}-x_{2}  \tag{19.4}\\
& y_{3}=2 x_{1}-x_{2}
\end{align*}
$$

But, taking into account the errors, the known $y_{i}$ are related to the unknown $x_{j}$ by

$$
\begin{align*}
& y_{1}=a_{11} x_{1}+a_{12} x_{2}+\delta_{1}, \\
& y_{2}=a_{21} x_{1}+a_{22} x_{2}+\delta_{2},  \tag{19.5}\\
& y_{3}=a_{31} x_{1}+a_{32} x_{2}+\delta_{3},
\end{align*}
$$

where the coefficients $a_{i j}$ form a $(3 \times 2)$ matrix:

$$
A=\left(\begin{array}{ll}
a_{11} & a_{12}  \tag{19.6}\\
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
1 & -1 \\
2 & -1
\end{array}\right)
$$

and the $\delta_{i}$ are the unknown fractional errors of the three measurements. For example, the statement that $\delta_{2}=-0.01$ means that the second measurement gave a result $1 \%$ too small.

More generally, we have $n$ unknown quantities $\left\{x_{1}, \ldots, x_{n}\right\}$ to be estimated from $N$ imperfect observations $\left\{y_{1}, \ldots, y_{N}\right\}$, and the $N$ equations of condition,

$$
\begin{equation*}
y_{i}=\sum_{j=1}^{n} a_{i j} x_{j}+\delta_{i}, \quad i=1,2, \ldots, N \tag{19.7}
\end{equation*}
$$

or, in matrix notation,

$$
\begin{equation*}
y=A x+\delta, \tag{19.8}
\end{equation*}
$$

where $A$ is an $(N \times n)$ matrix. In the present discussion we suppose the problem 'overdetermined' in the sense that $N>n$. This condition defeated Euler (1749), who was facing the case $N=75, n=8$. But we keep in mind that the cases $N=n$ (ostensibly well-posed) and $N<n$ (underdetermined) can also arise in real problems, and it will be interesting to see what probability theory has to say about them.

In the early 19th century, it was common to reason as follows. It seems plausible that the best estimate of each $x_{j}$ will be some linear combination of all the $y_{i}$, but if $N>n$ we cannot simply solve equation (19.8) for $x$, since $A$ is not a square matrix and has no inverse. However, we can get a system of equations solvable for $x$ if we take $n$ linear combinations of the equations of condition; i.e. if we multiply (19.8) on the left by some $(n \times N)$ matrix $B$. Then the product $B A$ exists and is a square $(n \times n)$ matrix. Choose $B$ so that $(B A)^{-1}$ exists. Then the linear combinations are the $n$ rows of

$$
\begin{equation*}
B y=B A x+B \delta, \tag{19.9}
\end{equation*}
$$

which has the unique solution

$$
\begin{equation*}
x=(B A)^{-1} B(y-\delta) . \tag{19.10}
\end{equation*}
$$

If the probabilities of various fractional errors $\delta_{i}$ are symmetric: $p\left(\delta_{i}\right)=p\left(-\delta_{i}\right)$ so that $\left\langle\delta_{i}\right\rangle=0$, then corresponding to any given matrix $B$ the 'best' estimate of $x_{j}$ by almost any reasonable loss function criterion will be the $j$ th row of

$$
\begin{equation*}
\hat{x}=(B A)^{-1} B y, \tag{19.11}
\end{equation*}
$$

but by making different choices of $B$ (i.e. taking different linear combinations of the equations of condition) we get different estimates. In Euler's problem there were billions of possible choices. Which choice of $B$ is best?

In the above we have merely restated, in modern notation but old language, the problem of 'reduction of equations of condition' described in Laplace's Essai Philosophique (1812). A popular criterion for solution was the principle of least squares: find that matrix $B$ for which the sum of the squares of the errors in $\hat{x}_{j}$ is a minimum; or perhaps use a weighted sum. This problem can be solved directly; we shall find the same solution by different reasoning below.

### 19.2 Reformulation as a decision problem

We really solved this problem in Chapter 13, where we have seen in generality that the best estimate of any parameter, by the criterion of any loss function, is found by applying Bayes' theorem to find the probability, conditional on the data, that the parameter lies in various intervals, then making that estimate which minimizes the expected loss taken over the posterior probabilities.

Now in the original formulation of the problem, as given above, it was only a plausible conjecture that the best estimate of $x_{j}$ is a linear combination of the $y_{i}$ as in (19.11). The material in Chapter 13 shows us a much better way of formulating the problem, in which we don't have to depend on conjecture. Instead of trying to take linear combinations without knowing which combinations to take, we should apply Bayes' theorem directly to the equations of condition. Then, if the best estimates are indeed of the linear form (19.11), Bayes' theorem should not only tell us that fact, it will give us automatically the best choice of the matrix $B$ and also tell us the accuracy of those estimates, which least squares does not give at all.

Let's do this calculation for the case that we assign independent Gaussian probabilities to the errors $\delta_{i}$ of the various measurements. From our discussion in Chapter 7 we expect this to be, nearly always, the best error law we can assign from the information we have. But in the orthodox literature one would not see it that way; instead one would argue that in most physical measurements the total error is the sum of contributions from many small, causally independent imperfections, and the central limit theorem would then lead us to a Gaussian frequency distribution of errors. ${ }^{1}$ There is nothing wrong with that argument, except that it has been psychologically misleading to generations of workers, who concluded that if the frequency distribution of errors is not in fact Gaussian, then to assign a Gaussian probability distribution is to 'assume' something that is not true; and this will lead to some horrible kind of error in our final conclusions.

### 19.2.1 Sermon on Gaussian error distributions

The considerations of Chapter 7 reassure us that this danger is grossly exaggerated. The point is that, in probability theory as logic, the Gaussian probability assignment is not an assumption about the frequencies of the errors; it is a description of our state of knowledge about the errors. We hardly ever have prior knowledge about the errors beyond the general magnitude to be expected, which we can interpret reasonably as specifying the first two moments of the error distribution. This leads, by the principle of maximum entropy, to an independent Gaussian probability assignment as the one which agrees with that information without assuming anything else. The region $\Omega$ of reasonably probable noise vectors $\left(\delta_{1}, \ldots, \delta_{N}\right)$ or the region $A x+\Omega$ of reasonably probable data vectors, is then as large as

[^119]it can be while agreeing with the second moment constraints. The frequency distribution of errors is almost always unknown before seeing the data; but even if it is far from Gaussian, the Gaussian probability assignment will still lead us to the best inferences possible from the information we have.

The privileged status of a Gaussian frequency distribution lies in a more subtle fact: acquisition of new information does not affect our inferences if that new information is only what we would have predicted from our old information. Thus, if we assigned Gaussian probabilities and then acquired new information that the true frequency distribution of errors is indeed Gaussian with the specified variance, this would not help us because it is only what we would have predicted. But if we had additional prior information about the specific way in which the error frequencies depart from Gaussian, that would be cogent new information constraining the possible error vectors to a smaller domain $\left(\Omega_{1} \subset \Omega\right)$. This would enable us to improve our parameter estimates over the ones to be obtained below, because data vectors in the complementary set ( $\Omega-\Omega_{1}$ ), which were previously dismissed as noise, are now recognized as indicating a real 'signal'. Bayes' theorem does all this for us automatically.

Thus the covenant that we have with Nature is considerably more favorable than is supposed in orthodox teaching; for, given second moments, a non-Gaussian frequency distribution will not make our inferences worse, but knowledge of a non-Gaussian distribution would enable us to make them still better than the results to be found below.

Encouraged by the message of this sermon, we assign the probability for the errors $\left\{\delta_{1}, \ldots, \delta_{N}\right\}$ to lie in the intervals $\left\{\mathrm{d} \delta_{1}, \ldots, \mathrm{~d} \delta_{N}\right\}$, respectively, as

$$
\begin{equation*}
p\left(\delta_{1} \cdots \delta_{N}\right) \mathrm{d} \delta_{1} \cdots \mathrm{~d} \delta_{N}=(\text { const. }) \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} w_{i} \delta_{i}^{2}\right\} \mathrm{d} \delta_{1} \cdots \mathrm{~d} \delta_{N}, \tag{19.12}
\end{equation*}
$$

where the 'weight' $w_{i}$ is the reciprocal variance of the error of the $i$ th measurement. For example, the crude statement that the first measurement has $\pm 2 \%$ accuracy now becomes the more precise statement that the first measurement has weight

$$
\begin{equation*}
w_{1}=\frac{1}{\left\langle\delta_{1}^{2}\right\rangle}=\frac{1}{(0.02)^{2}}=2500 \tag{19.13}
\end{equation*}
$$

For the time being, we suppose these weights known, as is generally the case with astronomical and other physical data. From (19.7) and (19.12) we have immediately the sampling probability density for obtaining measured values $\left\{y_{1}, \ldots, y_{N}\right\}$ given the true values $\left\{x_{1}, \ldots, x_{N}\right\}$ :

$$
\begin{equation*}
p\left(y_{1} \cdots y_{N} \mid x_{1} \cdots x_{n}\right)=C_{1} \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} w_{i}\left[y_{i}-\sum_{j=1}^{n} a_{i j} x_{j}\right]^{2}\right\} \tag{19.14}
\end{equation*}
$$

where $C_{1}$ is independent of the $y_{i}$. According to Bayes' theorem, if we assign uniform prior probabilities to the $x_{j}$, then the posterior probability density for the $x_{j}$, given the actual
measurements $y_{i}$, is of the form

$$
\begin{equation*}
p\left(x_{1} \cdots x_{n} \mid y_{1} \cdots y_{N}\right)=C_{2} \exp \left\{-\frac{1}{2} \sum_{i=1}^{N} w_{i}\left[y_{i}-\sum_{j=1}^{n} a_{i j} x_{j}\right]^{2}\right\} \tag{19.15}
\end{equation*}
$$

where now $C_{2}$ is independent of the $x_{j}$. Next, as in nearly all Gaussian calculations, we need to reorganize this quadratic form to bring out the dependence on the $x_{i}$. Expanding it, we have

$$
\begin{align*}
\sum_{i=1}^{N} w_{i}\left(y_{i}-\sum_{j=1}^{n} a_{i j} x_{j}\right)^{2} & =\sum_{i=1}^{N} w_{i}\left\{y_{i}^{2}-2 y_{i} \sum_{j=1}^{n} a_{i j} x_{j}+\sum_{j, k=1}^{n} a_{i j} a_{i k} x_{j} x_{k}\right\}  \tag{19.16}\\
& =\sum_{j, k=1}^{n} K_{j k} x_{i} x_{k}-2 \sum_{j=1}^{n} L_{j} x_{j}+\sum_{i=1}^{N} w_{i} y_{i}^{2}
\end{align*}
$$

where

$$
\begin{equation*}
K_{j k}=\sum_{i=1}^{N} w_{i} a_{i j} a_{i k}, \quad \quad L_{j}=\sum_{i=1}^{N} w_{i} y_{i} a_{i j} \tag{19.17}
\end{equation*}
$$

or, defining a diagonal 'weight' matrix $W_{i j}=w_{i} \delta_{i j}$, we have a matrix $K$ and a vector $L$ :

$$
\begin{equation*}
K=\tilde{A} W A, \quad L=\tilde{A} W y \tag{19.18}
\end{equation*}
$$

where $\tilde{A}$ is the transposed matrix. We want to write (19.15) in the form

$$
\begin{equation*}
p\left(x_{1} \cdots x_{n} \mid y_{1} \cdots y_{N}\right)=C_{3} \exp \left\{-\frac{1}{2} \sum_{j, k=1}^{n} K_{j k}\left(x_{j}-\hat{x}_{j}\right)\left(x_{k}-\hat{x}_{k}\right)\right\} \tag{19.19}
\end{equation*}
$$

whereupon the $\hat{x}_{j}$ will be the mean-value estimates desired. Comparing (19.16) and (19.19) we see that

$$
\begin{equation*}
\sum_{k=1}^{n} K_{j k} \hat{x}_{k}=L_{j} \tag{19.20}
\end{equation*}
$$

so if $K$ is nonsingular we can solve uniquely for $\hat{x}$.

### 19.3 The underdetermined case: $K$ is singular

If we have fewer observations than parameters, $N<n$, then, from (19.17), $K$ is still an $(n \times n)$ matrix, but it is at most of rank $N$, and so is necessarily singular. Then the trouble is not that (19.20) has no solution; but rather that it has an infinite number of them. The maximum likelihood is attained not at a point, but on an entire linear manifold of dimensionality $(n-N)$. Of course, maximum-likelihood solutions still exist, as is seen from the fact that, although $(\tilde{A} W A)^{-1}$ does not exist, $(A \tilde{A})^{-1}$ does, and so the parameter estimate

$$
\begin{equation*}
x^{*}=\tilde{A}(A \tilde{A})^{-1} y \tag{19.21}
\end{equation*}
$$

now makes the quadratic form in (19.15) vanish: $y=A x^{*}$, achieving the maximum possible likelihood. This is called the canonical inverse solution, and the principle of maximum entropy may be used to calculate it. But the canonical inverse is far from unique, for we see from (19.8) that if we add to the estimate (19.21) any solution $z$ of the homogeneous equation $A z=0$, we have another estimate $x^{*}+z$ with just as high a likelihood; and there is a linear manifold $\Delta$ of such vectors $x^{*}+z$, of dimensionality $n-N$.

Exercise 19.1. Show that the canonical inverse solution (19.21) is also a least squares one, making $\sum\left(x_{i}^{*}\right)^{2}$ a minimum on the manifold $\Delta$. Unfortunately, there seems to be no compelling reason why one should want the vector of estimates to have minimum length.

For a long time, no satisfactory way of dealing with such problems was recognized; yet we are not entirely helpless, for the data do restrict the possible values of the parameters $\left\{x_{i}\right\}$ to a 'feasible set' $\Delta$ satisfying (19.20). The data alone are incapable of picking out any unique point in this set; but the data may be supplemented with prior information which enables us to make a useful choice in spite of that. These are 'generalized inverse' problems, which are of current importance in many applications, such as image reconstruction. In fact, in the real world, generalized inverse problems probably make up the great majority, because the real world seldom favors us with all the information needed to make a well-posed problem. Yet useful solutions may be found in many cases by maximum entropy, which resolves the ambiguity in a way that is 'optimal' by several different criteria, as described in Chapters 11 and 20.

### 19.4 The overdetermined case: $K$ can be made nonsingular

By its definition (19.17), $K$ is an $(n \times n)$ matrix, and for all real $\left\{q_{1}, \ldots, q_{n}\right\}$ such that $\sum q_{i}^{2}>0$,

$$
\begin{equation*}
\sum_{j, k=1}^{n} K_{j k} q_{j} q_{k}=\sum_{i=1}^{N} w_{i}\left(\sum_{j=1}^{n} a_{i j} q_{j}\right)^{2} \geq 0 \tag{19.22}
\end{equation*}
$$

so if $K$ is of rank $n$ it is not only nonsingular, but positive definite. If $N \geq n$ this will be the case unless we have done something foolish in setting up the problem - including a useless observation or an irrelevant parameter.

In the first place, we suppose all the weights $w_{i}$ to be positive: if any observation $y_{i}$ has weight $w_{i}=0$, then it is useless in our problem; i.e. it can convey no information about the parameters and we should not have included it in the data set at all. We can reduce $N$ by one.

Secondly, if there is a nonzero vector $q$ for which $\sum_{j} a_{i j} q_{j}$ is zero for all $i$, then in (19.7), for all $c$, the parameter sets $\left\{x_{j}\right\}$ and $\left\{x_{j}+c q_{j}\right\}$ would lead to identical data, and so could
not be distinguished whatever the data. In other words, there is an irrelevant parameter in the problem which has nothing to do with the data; we can reduce $n$ by one. Mathematically, this means that the columns of the matrix $A$ are not linearly independent; then, if $q_{k} \neq 0$, we can remove the parameter $x_{k}$ and the $k$ th column of $A$ with no essential change in the problem (i.e. no change in the information we get from it).

Removing irrelevant observations and parameters if necessary, and finally, the number of cogent observations is at least as great as the number of relevant parameters, then $K$ is a positive definite matrix and (19.20) has a unique solution

$$
\begin{equation*}
\hat{x}_{k}=\sum_{j=1}^{n}\left(K^{-1}\right)_{k j} L_{j} \tag{19.23}
\end{equation*}
$$

From (19.18), we can write the result as

$$
\begin{equation*}
\hat{x}=(\tilde{A} W A)^{-1} \tilde{A} W y \tag{19.24}
\end{equation*}
$$

and, comparing with (19.11), we see that, in the Gaussian case with uniform prior probabilities, the best estimates are indeed linear combinations of the measurements, of the form (19.11), and the best choice of the matrix $B$ is

$$
\begin{equation*}
B=\tilde{A} W \tag{19.25}
\end{equation*}
$$

a result perhaps first found by Gauss, and repeated in Laplace's Essai Philosophique. Let us evaluate this solution for our simple problem.

### 19.5 Numerical evaluation of the result

Applying the solution (19.24) to our problem of estimating $e$ and $m$, the measurements of $e,(e / m)$ and $\left(e^{2} / m\right)$ were of $2 \%, 1 \%$ and $5 \%$ accuracy, respectively, and so

$$
\begin{align*}
& w_{2}=\frac{1}{(0.01)^{2}}=10000  \tag{19.26}\\
& w_{3}=\frac{1}{(0.05)^{2}}=400
\end{align*}
$$

and we found $w_{1}=2500$ before. Thus we have

$$
\begin{gather*}
B=\tilde{A} W=\left(\begin{array}{ccc}
1 & 1 & 2 \\
0 & -1 & -1
\end{array}\right)\left(\begin{array}{ccc}
w_{1} & 0 & 0 \\
0 & w_{2} & 0 \\
0 & 0 & w_{3}
\end{array}\right)=\left(\begin{array}{ccc}
w_{1} & w_{2} & 2 w_{3} \\
0 & -w_{2} & -w_{3}
\end{array}\right),  \tag{19.27}\\
K=\tilde{A} W A=\left(\begin{array}{cc}
{\left[w_{1}+w_{2}+4 w_{3}\right]} & -\left[w_{2}+2 w_{3}\right] \\
-\left[w_{2}+2 w_{3}\right] & {\left[w_{2}+w_{3}\right]}
\end{array}\right)  \tag{19.28}\\
K^{-1}=(\tilde{A} W A)^{-1}=\frac{1}{|K|}\left(\begin{array}{cc}
{\left[w_{2}+w_{3}\right]} & {\left[w_{2}+2 w_{3}\right]} \\
{\left[w_{2}+2 w_{3}\right]} & {\left[w_{1}+w_{2}+4 w_{3}\right]}
\end{array}\right) \tag{19.29}
\end{gather*}
$$

where

$$
\begin{equation*}
|K|=\operatorname{det}(K)=w_{1} w_{2}+w_{2} w_{3}+w_{3} w_{1} \tag{19.30}
\end{equation*}
$$

Thus, the final result is

$$
(\tilde{A} W A)^{-1} \tilde{A} W=\frac{1}{|K|}\left(\begin{array}{ccc}
w_{1}\left[w_{2}+w_{3}\right] & -w_{2} w_{3} & w_{2} w_{3}  \tag{19.31}\\
w_{1}\left[w_{2}+2 w_{3}\right] & -w_{2}\left[w_{1}+2 w_{3}\right] & w_{3}\left[w_{2}-w_{1}\right]
\end{array}\right),
$$

and the best point estimates of $x_{1}, x_{2}$ are

$$
\begin{align*}
& \hat{x}_{1}=\frac{w_{1}\left(w_{2}+w_{3}\right) y_{1}+w_{2} w_{3}\left(y_{3}-y_{2}\right)}{w_{1} w_{2}+w_{2} w_{3}+w_{3} w_{1}} \\
& \hat{x}_{2}=\frac{w_{1} w_{2}\left(y_{1}-y_{2}\right)+w_{2} w_{3}\left(y_{3}-2 y_{2}\right)+w_{3} w_{1}\left(2 y_{1}-y_{3}\right)}{w_{1} w_{2}+w_{2} w_{3}+w_{3} w_{1}} . \tag{19.32}
\end{align*}
$$

Inserting the numerical values of $w_{1}, w_{2}$ and $w_{3}$, we have

$$
\begin{align*}
& \hat{x}_{1}=\frac{13}{15} y_{1}+\frac{2}{15}\left(y_{2}-y_{3}\right)  \tag{19.33}\\
& \hat{x}_{2}=\frac{5}{6}\left(y_{1}-y_{2}\right)+\frac{2}{15}\left(y_{3}-2 y_{2}\right)+\frac{1}{30}\left(2 y_{1}-y_{3}\right),
\end{align*}
$$

which exhibits the best estimates as weighted averages of the estimates taken from all possible pairs of experiments. Thus, $y_{1}$ is the estimate of $x_{1}$ obtained in the first experiment, which measures $e$ directly. The second and third experiments combined yield an estimate of $e$ given by $\left(e^{2} / m\right)(e / m)^{-1}$. Since

$$
\begin{equation*}
\frac{\frac{e_{0}^{2}}{m_{0}}\left(1+y_{3}\right)}{\frac{e_{0}}{m_{0}}\left(1+y_{2}\right)} \approx e_{0}\left(1+y_{3}-y_{2}\right), \tag{19.34}
\end{equation*}
$$

( $y_{3}-y_{2}$ ) is the estimate of $x_{1}$ given by experiments 2 and 3 . Equation (19.33) says that these two independent estimates of $x_{1}$ should be combined with weights $13 / 15$ and $2 / 15$. Likewise, $\hat{x}_{2}$ is given as a weighted average of three different (although not independent) estimates of $x_{2}$.

### 19.6 Accuracy of the estimates

From (19.19) we find the second central moments of $p\left(x_{1} \cdots x_{n} \mid y_{1} \cdots y_{N}\right)$ :

$$
\begin{equation*}
\left\langle\left(x_{j}-\hat{x}_{j}\right)\left(x_{k}-\hat{x}_{k}\right)\right\rangle=\left\langle x_{j} x_{k}\right\rangle-\left\langle x_{j}\right\rangle\left\langle x_{k}\right\rangle=\left(K^{-1}\right)_{j k} . \tag{19.35}
\end{equation*}
$$

Thus, from the $(n \times n)$ inverse matrix

$$
\begin{equation*}
K^{-1}=(\tilde{A} W A)^{-1} \tag{19.36}
\end{equation*}
$$

already found in our calculation of $\hat{x}_{j}$, we can also read off the probable errors, or, more conveniently, the standard deviations. From (19.29) we can state the results in the form
(mean) $\pm$ (standard deviation) as

$$
\begin{equation*}
\left(x_{j}\right)_{\mathrm{est}}=\hat{x}_{j} \pm \sqrt{\left(K^{-1}\right)_{j j}} \tag{19.37}
\end{equation*}
$$

Equations (19.24) and (19.37) represent the general solution of the problem, which Euler needed. In the present case this is

$$
\begin{align*}
& \left(x_{1}\right)_{\text {est }}=\hat{x}_{1} \pm \sqrt{\frac{w_{2}+w_{3}}{w_{1} w_{2}+w_{2} w_{3}+w_{3} w_{1}}}, \\
& \left(x_{2}\right)_{\text {est }}=\hat{x}_{2} \pm \sqrt{\frac{w_{1}+w_{2}+4 w_{3}}{w_{1} w_{2}+w_{2} w_{3}+w_{3} w_{1}}} \tag{19.38}
\end{align*}
$$

with numerical values

$$
\begin{align*}
& x_{1}=\hat{x}_{1} \pm 0.0186, \\
& x_{2}=\hat{x}_{2} \pm 0.0216 \tag{19.39}
\end{align*}
$$

so that from the three measurements we obtain $e$ with $\pm 1.86 \%$ accuracy and $m$ with $\pm 2.16 \%$ accuracy.

How much did the rather poor measurement of $\left(e^{2} / m\right)$, with only $\pm 5 \%$ accuracy, help us? To answer this, note that in the absence of this experiment we would have arrived at conclusions given by (19.28), (19.29) and (19.32) in the limit $w_{3} \rightarrow 0$. The results (also easily verified directly from the statement of the problem) are

$$
\begin{gather*}
\hat{x}_{1}=y_{1}  \tag{19.40}\\
\hat{x}_{2}=y_{1}-y_{2} \\
K^{-1}=\frac{1}{w_{1} w_{2}}\left(\begin{array}{cc}
w_{2} & w_{2} \\
w_{2} & {\left[\begin{array}{c}
\left.w_{1}+w_{2}\right]
\end{array}\right)}
\end{array}\right. \tag{19.41}
\end{gather*}
$$

or, the (mean) $\pm$ (standard deviation) values are

$$
\begin{align*}
& x_{1}=y_{1} \pm \frac{1}{w_{1}}=y_{1} \pm 0.020 \\
& x_{2}=y_{1}-y_{2} \pm \sqrt{\frac{w_{1}+w_{2}}{w_{1} w_{2}}}=y_{1}-y_{2} \pm 0.024 \tag{19.42}
\end{align*}
$$

As might have been anticipated by common sense, a low-accuracy measurement can add very little to the results of accurate measurements, and if the $\left(e^{2} / m\right)$ measurement had been much worse than $\pm 5 \%$ it would hardly be worthwhile to include it in our calculations. But suppose that an improved technique gives us an $\left(e^{2} / m\right)$ measurement of $\pm 2 \%$ accuracy. How much would this help? The answer is given by our previous formulas with $w_{1}=w_{3}=2500$, $w_{2}=10000$. We find now that the mean-value estimates give much higher weight to the
estimates using the $\left(e^{2} / m\right)$ measurement:

$$
\begin{align*}
& \hat{x}_{1}=0.556 y_{1}+0.444\left(y_{3}-y_{2}\right), \\
& \hat{x}_{2}=0.444\left(y_{1}-y_{2}\right)+0.444\left(y_{3}-2 y_{2}\right)+0.112\left(2 y_{1}-y_{3}\right), \tag{19.43}
\end{align*}
$$

which is to be compared with (19.33). The standard deviations are given by

$$
\begin{align*}
& x_{1}=\hat{x}_{1} \pm 0.0149, \\
& x_{2}=\hat{x}_{2} \pm 0.020 . \tag{19.44}
\end{align*}
$$

The accuracy of $e\left(x_{1}\right)$ is improved roughly twice as much as that of $m\left(x_{2}\right)$, since the improved measurement involves $e^{2}$, but only the first power of $m$.

Exercise 19.2. Write a computer program which solves this problem for general $N$ and $n$, with $N \geq n$, and test it on the problem just solved. Estimate how long it would require for the compiled program to solve Euler's problem.

In the above we supposed the weights $w_{i}$ known from prior information. If this is not the case, there are many different conceivable kinds of partial prior information about them, leading to many different possible prior probability assignments $p\left(w_{1} \cdots w_{n} \mid I\right)$. This will make some minor quantitative changes in details, but no new difficulties of principle; only a straightforward mathematical generalization following the already established Bayesian principles.

### 19.7 Comments

### 19.7.1 A paradox

We can learn many more things from studying this problem. For example, let us note something which you will find astonishing at first. If you study (19.32), which gives the best estimate of $m$ from the three measurements, you will see that $y_{3}$, the result of the $\left(e^{2} / m\right)$ measurement, enters into the formula in a different way than $y_{1}$ and $y_{2}$. It appears once with a positive coefficient, and once with a negative one. If $w_{1}=w_{2}$, these coefficients are equal, and (19.32) collapses to

$$
\begin{equation*}
\hat{x}_{2}=y_{1}-y_{2} . \tag{19.45}
\end{equation*}
$$

Now, realize the full implications of this: it says that the only reason we make use of the $\left(e^{2} / m\right)$ measurement in estimating $m$ is that the $(e)$ measurement and the $(e / m)$ measurement have different accuracy. No matter how accurately we know $\left(e^{2} / m\right)$, if the $(e)$ and $(e / m)$ measurements happen to have the same accuracy, however poor, then we should ignore the good measurement and base our estimate of $m$ only on the $(e)$ and $(e / m)$ measurements!

We think that, on first hearing, your intuition will revolt against this conclusion, and your first reaction will be that there must be an error in (19.32). So, check the derivation at your leisure. This is a perfect example of the kind of result which probability theory gives us almost without effort, but which our unaided common sense might not notice in years of thinking about the problem. We won't deprive you of the pleasure of resolving this 'paradox' for yourself, and explaining to your friends how it can happen that consistent inductive reasoning may demand that you throw away your best measurement.

In Chapter 17, we complained about the fact that orthodox statisticians sometimes throw away relevant data in order to fit a problem to their preconceived model of 'independent random errors'. Are we now guilty of the same offense? No doubt, it looks very much that way! Yet we plead innocence: the numerical value of $\left(e^{2} / m\right)$ is in fact irrelevant to inference about $m$, if we already have measurements of $e$ and $e / m$ of equal accuracy. To see this, suppose that we knew $\left(e^{2} / m\right)$ exactly from the start. How would you make use of that information in this problem? If you try to do this, you will soon see why $\left(e^{2} / m\right)$ is irrelevant. But to clinch matters, try the following exercise.

> Exercise 19.3. Consider a specific case: $w_{1}=w_{2}=1, w_{3}=100$; the third measurement is ten times more accurate than the first two. But if the problem is such that the third measurement cancels out when we try to use all three as in (19.22), then it seems that the only way we could use the accurate third measurement is by discarding either the first or second. Show that, nevertheless, in this case the estimates made by (19.32) using only the first and second measurements are more accurate than those made by using the first and third; or the second and third. Now explain intuitively why this is as it should be; there is no paradox.

As another example, it is important that we understand the way our conclusions depend on our choice of loss functions and probability distributions for the errors $\delta_{i}$. If we use instead of the Gaussian distribution (19.12) one with wider tails, such as the Cauchy distribution $p(\delta) \propto\left(1+w \delta^{2} / 2\right)^{-1}$, the posterior distribution $p\left(x_{1} x_{2} \mid y_{1} y_{2} y_{3}\right)$ may have more than one peak in the $\left(x_{1}, x_{2}\right)$ plane. Then a quadratic loss function, or more generally any concave loss function (i.e. doubling the error more than doubles the loss) will lead one to make estimates of $x_{1}$ and $x_{2}$ which lie between the peaks, and are known to be very unlikely. With a convex loss function a different 'paradox' appears, in that the basic equation (19.26) for constructing the best estimator may have more than one solution, with nothing to tell us which one to use.

The appearance of these situations is the robot's way of telling us this: our state of knowledge about $x_{1}$ and $x_{2}$ is too complicated to be described adequately simply by giving best estimates and probable errors. The only honest way of describing what we know is to give the actual distribution $p\left(x_{1} x_{2} \mid y_{1} y_{2} y_{3}\right)$. This is one of the limitations of decision theory, which we need to understand in order to use it properly.

## 20

## Model comparison

Entities are not to be multiplied without necessity.
William of Ockham, c 1330

We have seen in some detail how to conduct inferences - test hypotheses, estimate parameters, predict future observations - within the context of a preassigned model, representing some working hypothesis about the phenomenon being observed. But a scientist must also be concerned with a bigger problem: how to decide between different models when both seem able to account for the facts. Indeed, the progress of science requires comparison of different conceivable models; a false premise built into a model that is never questioned cannot be removed by any amount of new data.

Stated very broadly, the problem is hardly new; some 650 years ago the Franciscan Monk William of Ockham perceived the logical error in the mind projection fallacy. ${ }^{1}$ This led him to teach that some religious issues might be settled by reason, but others only by faith. He removed the latter from his discourse, and concentrated on the areas where reason might be applied - just as Bayesians seek to do today when we discard orthodox mind projecting mythology (such as assertions of limiting frequencies in experiments that have never been performed), and concentrate on the things that are meaningful in the real world. His propositions 'amenable only to faith' correspond roughly to what we should call nonAristotelian propositions. His famous epigram quoted above, generally called 'Ockham's razor', represents a good start on the principles of reasoning that he needed, and that we still need today. But it was also so subtle that only through modern Bayesian analysis has it been well understood.

Of course, from our present vantage point it is clear that this is really the same problem as that of compound hypothesis testing, considered already in Chapter 4. Here we need only generalize that treatment and work out further details. Then we are able to see conventional significance tests simply as model comparison in which we choose the best alternative in a prescribed class of alternative hypotheses.

[^120]But some extra care is needed. As long as we work within a single model, normalization constants tend to cancel out and so need not be introduced at all in most cases. But when two different models appear in a single equation, the normalization constants do not cancel out, and it is imperative that all probabilities be correctly normalized.

### 20.1 Formulation of the problem

To see why the normalization constants no longer cancel, recall first what Bayes' theorem tells us about parameter estimation. A model $M$ contains various parameters denoted collectively by $\theta$. Given data $D$ and prior information $I$, to estimate its parameters we first apply Bayes' theorem:

$$
\begin{equation*}
p(\theta \mid D M I)=p(\theta \mid M I) \frac{p(D \mid \theta M I)}{p(D \mid M I)} \tag{20.1}
\end{equation*}
$$

in which the presence of $M$ on the right-hand side signifies that we are assuming the correctness of model $M$. The denominator serves as the normalizing constant:

$$
\begin{equation*}
p(D \mid M I)=\int \mathrm{d} \theta p(D \theta \mid M I)=\int \mathrm{d} \theta p(D \mid \theta M I) p(\theta \mid M I) \tag{20.2}
\end{equation*}
$$

which we see is the prior expectation of the likelihood $L(\theta)=p(D \mid \theta M I)$; i.e. its expectation over our prior probability distribution $p(\theta \mid M I)$ for the parameters.

Now we move up to a higher level problem: to judge, in the light of the prior information and data, which of a given set of different models $\left\{M_{1}, \ldots, M_{r}\right\}$ is most likely to be the correct one. Bayes' theorem gives the posterior probability for the $j$ th model as

$$
\begin{equation*}
p\left(M_{j} \mid D I\right)=p\left(M_{j} \mid I\right) \frac{p\left(D \mid M_{j} I\right)}{p(D \mid I)}, \quad 1 \leq j \leq r \tag{20.3}
\end{equation*}
$$

But we may eliminate the denominator $p(D \mid I)$ by calculating odds ratios as we did in Chapter 4. The posterior odds ratio for model $M_{j}$ over $M_{k}$ is

$$
\begin{equation*}
\frac{p\left(M_{j} \mid D I\right)}{p\left(M_{k} \mid D I\right)}=\frac{p\left(M_{j} \mid I\right)}{p\left(M_{k} \mid I\right)} \frac{p\left(D \mid M_{j} I\right)}{p\left(D \mid M_{k} I\right)}, \tag{20.4}
\end{equation*}
$$

and we see that the same probability $p\left(D \mid M_{j} I\right)$ that appears in the single-model parameter estimation problem (20.1) only as a normalizing constant, now appears as the fundamental quantity determining the status of model $M_{j}$ relative to any other. ${ }^{2}$ The exact measure of what the data have to tell us about this is always the prior expectation of its likelihood function, over the prior probability $p\left(\theta_{j} \mid M_{j} I\right)$ for whatever parameters $\theta_{j}$ may be in that

[^121]model (they are generally different for different models). Probabilities must be correctly normalized here, otherwise we are violating our basic rules and the odds ratio in (20.4) is arbitrary.

Intuitively, the model favored by the data is the one that assigns the highest probability to the observed data, and therefore 'explains the data' best. This is just a repetition, at a higher level, of the likelihood principle for parameter estimation within a model.

But how can an Ockham principle emerge from this? The first difficulty is that the principle has never been stated in exact, well-defined terms. Later writers have tried, almost universally, to interpret our opening quotation as saying that the criterion of choice is the 'simplicity' of the competing models, although it is not clear that Ockham himself used that term. Perhaps we come closer to the notion of simplicity if we restate our opening quotation as: 'Do not introduce details that do not contribute to the quality of your inferences.' But centuries of discussion by philosophers brought no appreciable clarification of what is meant by 'simplicity'. ${ }^{3}$ We think that concentration of attention exclusively on that undefined term has prevented understanding of the real point, which is merely that a model with unspecified parameters is a composite hypothesis, not a simple one; and it requires the kind of analysis given in Chapter 4 for composite hypotheses. Then some new features appear, arising from the different internal structures of the parameter spaces for the models considered.

### 20.2 The fair judge and the cruel realist

Now consider under what conditions we want this model comparison to take place. There are two possible positions. (1) We might adopt the posture of the scrupulously fair judge, who insists that fairness in comparing models requires that each is delivering the best performance of which it is capable, by giving each the best possible prior probability for its parameters (similarly, in Olympic games we would consider it unfair to judge two athletes by their performances when one of them is sick or injured; the fair judge wants to compare them when both are doing their absolute best). (2) We might consider it necessary to be cruel realists and judge each model taking into account the prior information we actually have pertaining to it; that is, we penalize a model if we do not have the best possible prior information about its parameters, although that is not really a fault of the model itself.

It develops that the Ockham factors express the position of the cruel realist; they are just the factors that convert the scrupulously fair comparison of the model itself - irrespective of the prior probability we are able to give it at the moment - into the comparisons of the cruel realist who insists on taking into account what is actually possible here and now. An athlete who is sick or injured merits our sympathy, but we cannot use him in the 'big game' tomorrow; likewise, a potentially superior model can be unusable if our prior information places its parameters far from their maximum-likelihood values. When real results are at stake, we are obliged to be cruel realists.

[^122]
### 20.2.1 Parameters known in advance

To see this, suppose first that there is no internal parameter space; the parameters of a model are known exactly $\left(\theta=\theta^{\prime}\right)$ in advance. Then the model becomes, in effect, a simple hypothesis rather than a composite or compound one, and the simple form of Bayes' theorem applies. This amounts to assigning a prior $p\left(\theta_{j} \mid M_{j} I\right)=\delta\left(\theta_{j}-\theta_{j}^{\prime}\right)$, whereupon (20.2) reduces to

$$
\begin{equation*}
p\left(D \mid M_{j} I\right)=p\left(D \mid \theta_{j}^{\prime} M_{j} I\right)=L_{j}\left(\theta_{j}^{\prime}\right) \tag{20.5}
\end{equation*}
$$

just the likelihood of $\theta_{j}^{\prime}$ within the $j$ th model. Evidently, the scrupulously fair judge will note that this is a maximum if $\theta_{j}^{\prime}$ happens to be equal to the maximum-likelihood estimate $\hat{\theta}_{j}$ for that model and the data. Then his posterior odds ratio (20.4) reduces to

$$
\begin{equation*}
\frac{p\left(M_{j} \mid D I\right)}{p\left(M_{k} \mid D I\right)}=\frac{p\left(M_{j} \mid I\right)}{p\left(M_{k} \mid I\right)} \frac{\left(L_{j}\right)_{\max }}{\left(L_{k}\right)_{\max }} \tag{20.6}
\end{equation*}
$$

But this extreme case, although fair in the aforementioned sense, may be very unrealistic; usually, the parameters are unknown, and in the problems 'amenable to reason', where useful inferences are possible, our prior information concerning the parameters must be good enough to allow useful inferences.

We have seen already in previous chapters that, if we have a reasonable amount of data, most models will give such sharply peaked likelihood functions that the prior is relatively unimportant for inferences about the parameters. But it is still important for inferences about the models, so Ockham factors defined by the priors remain important in model comparison. The simple biological problems studied by R. A. Fisher are generally of this type.

When prior information is important even for inferences about the parameters - whether from a loose model or sparse data - Ockham factors make a crucially important difference in our model comparisons. In the more complex problems studied by Harold Jeffreys and faced by modern scientists and economists, we ignore these factors at our peril.

### 20.2.2 Parameters unknown

Let a model $M$ have parameters $\theta \equiv\left\{\theta_{1}, \ldots, \theta_{m}\right\}$. Then, comparing (20.4) and (20.6), we write

$$
\begin{equation*}
p(D \mid M I)=L_{\max } W, \tag{20.7}
\end{equation*}
$$

and this defines the Ockham factor $W$; it is just the amount by which the model $M$ is penalized by our nonoptimal prior information. Written explicitly,

$$
\begin{equation*}
W \equiv \int \mathrm{~d} \theta \frac{L(\theta)}{L_{\max }} p(\theta \mid M I) \tag{20.8}
\end{equation*}
$$

If, as in Fisher's problems, the data are much more informative about $\theta$ than the prior information, then the likelihood function is sharply peaked and we could define a 'highlikelihood region' $\Omega^{\prime}$ as the smallest subregion of the whole parameter space $\Omega$ that contains
a specified amount (say, 95\%) of the integrated likelihood. Then, most of the contribution to the integral (20.8) would come from the region $\Omega^{\prime}$. Better, the arbitrary number 0.95 can be done away with by defining first the volume $V\left(\Omega^{\prime}\right)$ by the condition that the integrated likelihood is just

$$
\begin{equation*}
\int \mathrm{d} \theta L(\theta)=L_{\max } V\left(\Omega^{\prime}\right) \tag{20.9}
\end{equation*}
$$

Then $\Omega^{\prime}$ is defined as the region of volume $V\left(\Omega^{\prime}\right)$ that contains the maximum possible amount of integrated likelihood; that is, within $\Omega^{\prime}$ the likelihood is everywhere greater than some threshold value $L_{0}$ that is reached on the boundary of $\Omega^{\prime}$.

If the prior density $p(\theta \mid M I)$ is so broad that it is essentially constant over this highlikelihood region $\Omega^{\prime}$ surrounding the maximum-likelihood point, (20.8) reduces to

$$
\begin{equation*}
W \simeq V\left(\Omega^{\prime}\right) p(\hat{\theta} \mid M I) \tag{20.10}
\end{equation*}
$$

so in this case the Ockham factor is essentially just the amount of prior probability contained in the high-likelihood region $\Omega^{\prime}$ picked out by the data.

In any case, our fundamental model comparison rule (20.4) becomes

$$
\begin{equation*}
\frac{p\left(M_{j} \mid D I\right)}{p\left(M_{k} \mid D I\right)}=\frac{p\left(M_{j} \mid I\right)}{p\left(M_{k} \mid I\right)} \frac{\left(L_{j}\right)_{\max }}{\left(L_{k}\right)_{\max }} \frac{W_{j}}{W_{k}} \tag{20.11}
\end{equation*}
$$

in which we see revealed, by comparison with (20.6), the net Ockham factor ( $W_{j} / W_{k}$ ) arising from the internal parameter spaces of the models. In (20.11), the likelihood factor depends only on the data and the models. If two different models achieve the same likelihoods $\left(L_{j}\right)_{\max }$, then they are potentially capable of accounting for the data equally well, and in orthodox theory it would seem that we have no basis for choice between them. Yet Bayes' theorem tells us that there is an another quality to be considered: the prior information, which is ignored by orthodox theory, may still give strong grounds for preference of one model over the other. Indeed, the Ockham factor in (20.11) may be so strong that it reverses the likelihood judgment in (20.6).

### 20.3 But where is the idea of simplicity?

The relation (20.11) has much meaning that unaided intuition could not (or at least, did not) see. If the data are highly informative compared with the prior information, then the relative merit of two models is determined by two factors:
(1) how high a likelihood can be attained on their respective parameter spaces $\Omega_{j}, \Omega_{k}$;
(2) how much prior probability is concentrated in their respective high-likelihood regions $\Omega_{j}^{\prime}, \Omega_{k}^{\prime}$ ?

But neither of these seems concerned with the intuitive notion of simplicity (which seems for most of us to refer to the number of different assumptions that are made - for example, the number of different parameters that are introduced - in defining a model).

To understand this, let us ask: 'How do we all decide these things intuitively?' Having observed some facts, what is the real criterion that leads us to prefer one explanation of them over another? Suppose that two explanations, $A$ and $B$, could account for some proven historical facts equally well. But $A$ makes four assumptions, each of which seems to us already highly plausible, while $B$ makes only two assumptions, but they seem strained, farfetched, and highly unlikely to be true. Every historian finds himself in situations like this, and he does not hesitate to opt for explanation $A$, although $B$ is intuitively simpler. Thus our intuition asks, fundamentally, not how simple the hypotheses are, but rather how plausible they are.

Of course, there is a loose connection between plausibility and simplicity, because the more complicated a set of possible hypotheses, the larger the manifold of conceivable alternatives to some particular hypothesis, and so the smaller must be the prior probability of any particular hypothesis in the set.

Now we see why 'simplicity' could never be given a satisfactory definition (that is, a definition that accounted in a satisfactory way for these inferences); it was a poorly chosen word, directing one's attention away from an essential component of the inference. But from centuries of unquestioned acceptance, the idea of 'simplicity' became implanted with such an unshakeable mindset that some workers, even after applying Bayes' theorem where the contrary fact stares you in the face, continued doggedly trying to interpret the Bayesian analysis in terms of simplicity. ${ }^{4}$

Generations of writers opined vaguely that 'simple hypotheses are more plausible' without giving any logical reason for it. We suggest that this should be turned around: we should say rather that 'more plausible hypotheses tend to be simpler'. An hypothesis that we consider simpler is one that has fewer equally plausible alternatives.

None of this could be comprehended at all within the confines of orthodox statistical theory, whose ideology did not allow the concept of a probability for a model or for a fixed but unknown parameter, because they were not considered 'random variables'. Orthodoxy tried to compare models entirely in terms of their different sampling distributions, which took no note of either the simplicity of the model or the prior information! But it was unable to do even that, because then all the parameters, within a model became nuisance parameters, and that same ideology denied one any way to deal with them. ${ }^{5}$ Thus, orthodox statistics was a total failure on this problem - it did not provide even the vocabulary in which the problem could be stated - and this held up progress for most of the 20th century.

It is remarkable that, although the point at issue is trivial mathematically, generations of mathematically competent people failed to see it because of that conceptual mindset. But once the point is seen, it seems intuitively obvious and one cannot comprehend how anyone could ever have imagined that 'simplicity' alone was the criterion for judging models. This just reminds us again that the human brain is an imperfect reasoning device; although it is quite good at drawing reasonable conclusions, it often fails to give a convincing

[^123]rationale for those conclusions. For this we really do need the help of probability theory as logic.

Of course, Bayes' theorem does recognize simplicity as one component of the inference. But by what mechanism does this happen? Although Bayes' theorem always gives us the correct answer to whatever question we ask of it, it often does this in such a slick, efficient way that we are left bewildered and not quite understanding how it happened. The present problem is a good example of this, so let us try to understand the situation better intuitively.

Denote by $M_{n}$ a model for which $\theta=\left\{\theta_{1}, \ldots, \theta_{n}\right\}$ is $n$-dimensional, ranging over a parameter space $\Omega_{n}$. Now introduce a new model $M_{n+1}$ by adding a new parameter $\theta_{n+1}$ and going to a new parameter space $\Omega_{n+1}$, in such a way that $\theta_{n+1}=0$ represents the old model $M_{n}$. We shall presently give an explicit calculation with this scenario, but first let us think about it in general terms.

On the subspace $\Omega_{n}$ the likelihood is unchanged by this change of model: $p\left(D \mid \theta M_{n+1} I\right)=p\left(D \mid \theta M_{n} I\right)$. But the prior probability $p\left(\theta \mid M_{n+1} I\right)$ must now be spread over a larger parameter space than before and will, in general, assign a lower probability to a neighborhood $\Omega^{\prime}$ of a point in $\Omega_{n}$ than did the old model.

For a reasonably informative experiment, we expect that the likelihood will be rather strongly concentrated in small subregions $\Omega_{n}^{\prime} \in \Omega_{n}$ and $\Omega_{n+1}^{\prime} \in \Omega_{n+1}$. Therefore, if with $M_{n+1}$ the maximum-likelihood point occurs at or near $\theta_{n+1}=0, \Omega_{n+1}^{\prime}$ will be assigned less prior probability than is $\Omega_{n}^{\prime}$ with model $M_{n}$, and we have $p\left(D \mid M_{n} I\right)>p\left(D \mid M_{n+1} I\right)$; the likelihood ratio generated by the data will favor $M_{n}$ over $M_{n+1}$. This is the Ockham phenomenon.

Thus, if the old model is already flexible enough to account well for the data, then as a general rule Bayes' theorem will, like Ockham, tell us to prefer the old model. It is intuitively simpler if by 'simpler' we mean a model that occupies a smaller volume of parameter space, and thus restricts us to a smaller range of possible sampling distributions. Generally, the inequality will go the other way only if the maximum-likelihood point is far from $\theta_{n+1}=0$ (i.e. a significance test would indicate a need for the new parameter), because then the likelihood will be so much smaller on $\Omega^{\prime}{ }_{n}$ than on $\Omega^{\prime}{ }_{n+1}$ that it more than compensates for the lower prior probability of the latter; as noted, Ockham would not disagree.

But intuition does not tell us at all, quantitatively, how great this discrepancy in likelihoods must be in order to bring us to the point of indifference between the models. Furthermore, having seen this mechanism, it is easy to invent cases (for example, if the introduction of the new parameter is accompanied by a redistribution of prior probability on the old subspace $S_{n}$ ) in which Bayes' theorem may contradict Ockham because it is taking into account further circumstances undreamt of in Ockham's philosophy. So we need specific calculations to make these things quantitative.

### 20.4 An example: linear response models

Now we give a simple analysis that illustrates the above conclusions and allows us to calculate definite numerical values for the likelihood and Ockham factors. We have a common
scenario: a data set $D \equiv\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right\}$ consisting of measured values of $(x, y)$ in $n$ pairs of observations. We may think of $x$ as the 'cause' and $y$ as the 'effect', although this is not required. For the general relations below, the 'independent variables' $x_{i}$ need not be uniformly spaced or even monotonic increasing in the index $i$. From these data and any prior information we have, we are to decide between two conceivable models for the process generating the data. For model $M_{1}$ the responses are, but for irregular measurement errors $e_{i}$, linear in the cause:

$$
\begin{equation*}
M_{1}: \quad y_{i}=\alpha x_{i}+e_{i}, \quad 1 \leq i \leq n, \tag{20.12}
\end{equation*}
$$

while for model $M_{2}$ there is also a quadratic term:

$$
\begin{equation*}
M_{2}: \quad y_{i}=\alpha x_{i}+\beta x_{i}^{2}+e_{i} \tag{20.13}
\end{equation*}
$$

which represents, if $\beta$ is negative, an incipient saturation or stabilizing effect (if $\beta$ is positive, an incipient instability). We may think, for concreteness, of $x_{i}$ as the dose of some medicine given to the $i$ th patient, $y_{i}$ as the resulting increase in blood pressure. Then we are trying to decide whether the response to this medicine is linear or quadratic in the dosage. But this mathematical model applies equally well to many different scenarios. ${ }^{6}$ Whichever model is correct, we assume that the $x_{i}$ are measured with negligible error, but the errors of measurement of $y_{i}$ are supposed to be the same for either model, so we assign a joint sampling distribution to them:

$$
\begin{equation*}
p\left(e_{1} \cdots e_{n} \mid I\right)=\prod_{i=1}^{n} \frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{e_{i}^{2}}{2 \sigma^{2}}\right\}=\left(\frac{w}{2 \pi}\right)^{n / 2} \exp \left\{-\frac{w}{2} \sum_{i} e_{i}^{2}\right\} \tag{20.14}
\end{equation*}
$$

where $w \equiv 1 / \sigma^{2}$ is the 'weight' parameter, more convenient in calculations than $\sigma^{2}$. This simple scenario has the merit that all calculations can be done exactly with pencil and paper, so that the final result can be subjected to arbitrary extreme conditions and will remain correct, and we can see which limiting operations are and are not well-behaved.

### 20.4.1 Digression: the old sermon still another time

Again, we belabor the meaning of this, as discussed in Chapter 7. In orthodox statistics, a sampling distribution is always referred to as if it represented an 'objectively real' fact, the frequency distribution of the errors. But we doubt whether anybody has ever seen a real problem in which one had prior knowledge of any such frequency distribution, or indeed prior knowledge that any limiting frequency distribution exists.

[^124]How could one ever acquire information about the long-run results of an experiment that has never been performed? That is part of the mind projecting mythology that we discard.

We recognize, then, that assigning this sampling distribution is only a means of describing our own prior state of knowledge about the measurement errors. The parameter $\sigma$ indicates the general magnitude of the errors that we expect. The prior information $I$ might, for example, be the variability observed in past examples of such data; or in a physics experiment it might not be the result of any observations, but rather obtained from the principles of statistical mechanics, indicating the level of Nyquist noise for the known temperature of the apparatus.

In particular, the absence of correlations in (20.14) is not an assertion that no correlations exist in the real data; it is only a recognition that we have no prior knowledge of such correlations, and therefore to suppose correlations of either sign is as likely to hurt as to help the accuracy of our inferences. In one sense, by being noncommittal about it, we are only being honest and frankly acknowledging our ignorance. But in another sense, we are taking the safest, most conservative, course; using a sampling distribution which will yield reasonable results whether or not correlations actually exist. But if we knew of any such correlations, we would be able to make still better inferences (although not much better) by use of a sampling distribution which contains them.

The reason for this is that correlations in a sampling distribution tell the robot that some regions of the vector sample space are more likely than others, even though they have the same mean-square error magnitudes $\overline{e^{2}}$; then some details of the data that it would otherwise have to dismiss as noise can be recognized as providing further evidence about systematic effects in the model.

We return to the problem. The sampling distribution for model $M_{1}$ is

$$
\begin{equation*}
M_{1}: \quad p\left(D \mid \alpha M_{1}\right)=\left(\frac{w}{2 \pi}\right)^{n / 2} \exp \left\{-\frac{n w}{2} Q_{1}(\alpha)\right\} \tag{20.15}
\end{equation*}
$$

with the quadratic form

$$
\begin{equation*}
Q_{1}(\alpha) \equiv \frac{1}{n} \sum_{i=1}^{n}\left(y_{i}-\alpha x_{i}\right)^{2}=\overline{y^{2}}-2 \alpha \overline{x y}+\alpha^{2} \overline{x^{2}} \tag{20.16}
\end{equation*}
$$

where the bars denote averages. The maximum-likelihood estimate of $\alpha$ is then found from $\partial Q_{1} / \partial \alpha=0$, or,

$$
\begin{equation*}
\alpha=\hat{\alpha} \equiv \frac{\overline{x y}}{\bar{x}}, \tag{20.17}
\end{equation*}
$$

which in this case is also called the 'ordinary least squares' estimate. Supposing the weight $w$ is known; the likelihood (20.15) for model $M_{1}$ is then

$$
\begin{equation*}
L_{1}(\alpha)=\left(\frac{w}{2 \pi}\right)^{n / 2} \exp \left\{-\frac{n w}{2}\left[\overline{y^{2}}+\overline{x^{2}}(\alpha-\hat{\alpha})^{2}-\overline{x^{2}} \hat{\alpha}^{2}\right]\right\} \tag{20.18}
\end{equation*}
$$

in which we could discard any factor independent of $\alpha$, but that will disappear presently of its own accord, in (20.23). If we were using this to estimate $\alpha$ from the data alone, our result would be

$$
\begin{equation*}
(\alpha)_{\mathrm{est}}=\hat{\alpha} \pm \frac{1}{\sqrt{n w \overline{x^{2}}}}=\hat{\alpha} \pm \frac{1}{\sqrt{n}} \frac{\sigma}{x_{\mathrm{rms}}}=\hat{\alpha} \pm \delta \alpha \tag{20.19}
\end{equation*}
$$

where $x_{\text {rms }}=\sqrt{\overline{x^{2}}}$ is the root-mean-square value of the $x_{i}$. Thus the volume (in this case, width) of the high-likelihood region $\Omega^{\prime}$ may be taken as roughly $V\left(\Omega^{\prime}\right)=2(\delta \alpha)$.

Now, using (20.17), the 'global' sampling distribution for model $M_{1}$ in (20.3) contains two factors:

$$
\begin{equation*}
p\left(D \mid M_{1} I\right)=\int \mathrm{d} \alpha p\left(D \mid \alpha M_{1}\right) p\left(\alpha \mid M_{1} I\right)=L_{\max }\left(M_{1}\right) W_{1} \tag{20.20}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\max }\left(M_{1}\right)=L_{1}(\hat{\alpha}) \tag{20.21}
\end{equation*}
$$

The Ockham factor for model $M_{1}$ is therefore

$$
\begin{equation*}
W_{1}=\int \mathrm{d} \alpha \frac{L_{1}(\alpha)}{L_{1}(\hat{\alpha})} p\left(\alpha \mid M_{1} I\right) \tag{20.22}
\end{equation*}
$$

and we find for the likelihood ratio

$$
\begin{equation*}
\frac{L_{1}(\alpha)}{L_{1}(\hat{\alpha})}=\exp \left[-\frac{n w \overline{x^{2}}}{2}(\alpha-\hat{\alpha})^{2}\right] \tag{20.23}
\end{equation*}
$$

This makes it evident that $W_{1} \leq 1$, since the likelihood ratio cannot exceed unity and the prior is normalized.

Now we must assign a prior for $\alpha$. Usually, we will have some reason, such as previous experience with such problems, for guessing a value of the general order of magnitude of some quantity $\alpha_{0}$, but we are not at all confident of the accuracy of that guess, except to think that $\left|\alpha-\alpha_{0}\right|$ cannot be enormously large (else there would be such a catastrophe that we would not be concerned with this problem); but we would seldom have any more specific prior information about it. We can indicate this by assigning the normalized prior density

$$
\begin{equation*}
p\left(\alpha \mid M_{1} I\right)=\sqrt{\frac{w_{0}}{2 \pi}} \exp \left\{-\frac{w_{0}}{2}\left(\alpha-\alpha_{0}\right)^{2}\right\} \tag{20.24}
\end{equation*}
$$

which says that we think it unlikely that $\left|\alpha-\alpha_{0}\right|$ is much greater than $\sigma_{0}=1 / \sqrt{w_{0}}$. From both the central limit theorem as discussed in Chapter 7 and the maximum entropy principle as discussed in Chapter 11, this Gaussian functional form of prior is preferred in principle over all others as representing the actual state of knowledge that we have in virtually all real problems. Then it is fortunate that this form also enables us to do the integration (20.22)
exactly, with the result

$$
\begin{equation*}
W_{1}=\sqrt{\frac{w_{0}}{n w \overline{x^{2}}+w_{0}}} \exp \left\{-\frac{n w \overline{x^{2}} w_{0}}{2\left(n w \overline{x^{2}}+w_{0}\right)}\left(\hat{\alpha}-\alpha_{0}\right)^{2}\right\} . \tag{20.25}
\end{equation*}
$$

Rewriting this in terms of the half-width $\delta \alpha=1 / \sqrt{n w \overline{x^{2}}}$ of the high-likelihood region and the half-width $\sigma_{0}=1 / \sqrt{w_{0}}$ of the prior for $\alpha$, it becomes

$$
\begin{equation*}
W_{1}=\frac{1}{\sqrt{1+\left(\sigma_{0} / \delta \alpha\right)^{2}}} \exp \left\{-\frac{\left(\hat{\alpha}-\alpha_{0}\right)^{2}}{2 \sigma_{0}^{2}}\right\} \tag{20.26}
\end{equation*}
$$

This has several limiting forms. If the prior estimate $\alpha_{0}$ is exactly equal to the ordinary least squares estimate $\hat{\alpha}$, it reduces to

$$
\begin{equation*}
W_{1}=\frac{1}{\sqrt{1+\left(\sigma_{0} / \delta \alpha\right)^{2}}} \tag{20.27}
\end{equation*}
$$

Then, if $\sigma_{0} \gg \delta \alpha$, we have

$$
\begin{equation*}
W_{1} \simeq \frac{\delta \alpha}{\sigma_{0}} \tag{20.28}
\end{equation*}
$$

which is indeed just the amount of prior probability contained in the high-likelihood region. In this case, the Ockham factor is the ratio by which the parameter space is contracted by the information in the data, which expresses how much the vagueness of our prior information deteriorates the performance of model $M_{1}$, by placing prior probability outside its highlikelihood region. If the prior estimate $\alpha_{0}$ differs from the ordinary least squares estimate $\hat{\alpha}$ by less than $\sigma_{0}$, this remains approximately correct.

If in (20.27), $\sigma_{0} \rightarrow 0$, we have $W_{1} \rightarrow 1$, the maximum possible value; if the prior information already told us exactly the ordinary least squares estimate from the data, with zero error tolerance, model $W_{1}$ is not penalized at all. But in all other cases there is some penalty. For example, if $\left|\alpha_{0}-\hat{\alpha}\right| \gg \sigma_{0}$, then the evidence of the data strongly contradicts the prior information, and the model is severely penalized.

For model $M_{2}$ the sampling distribution is still given by (20.15), but now with the quadratic form

$$
\begin{equation*}
Q_{2}(\alpha, \beta) \equiv \frac{1}{n} \sum\left(y_{i}-\alpha x_{i}-\beta x_{i}^{2}\right)^{2}=\overline{y^{2}}+\alpha^{2} \overline{x^{2}}+\beta^{2} \overline{x^{4}}-2 \alpha \overline{x y}-2 \beta \overline{x^{2} y}+2 \alpha \beta \overline{x^{3}}, \tag{20.29}
\end{equation*}
$$

and the maximum-likelihood estimates $(\hat{\alpha}, \hat{\beta})$ are now the roots of the simultaneous equations $\partial Q_{2} / \partial \alpha=0, \quad \partial Q_{2} / \partial \beta=0$, or

$$
\begin{align*}
& \overline{x^{2}} \hat{\alpha}+\overline{x^{3}} \hat{\beta}=\overline{x y} \\
& \overline{x^{3}} \hat{\alpha}+\overline{x^{4}} \hat{\beta}=\overline{x^{2} y} \tag{20.30}
\end{align*}
$$

of which the solution is

$$
\begin{equation*}
\hat{\alpha}=\frac{\left(\overline{x^{4}}\right)(\overline{x y})-\left(\overline{x^{3}}\right)\left(\overline{x^{2} y}\right)}{\left(\overline{x^{2}}\right)\left(\overline{x^{4}}\right)-\left(\overline{x^{3}}\right)^{2}}, \quad \hat{\beta}=\frac{\left(\overline{x^{2}}\right)\left(\overline{x^{2} y}\right)-\left(\overline{x^{3}}\right)(\overline{x y})}{\left(\overline{x^{2}}\left(\overline{x^{4}}\right)-\left(\overline{x^{3}}\right)^{2}\right.}, \tag{20.31}
\end{equation*}
$$

and we note that, as $\overline{x^{3}} \rightarrow 0$, these relax into estimates

$$
\begin{equation*}
\hat{\alpha} \rightarrow \frac{\overline{x y}}{\overline{x^{2}}}, \quad \hat{\beta} \rightarrow \frac{\overline{x^{2} y}}{\overline{x^{4}}}, \tag{20.32}
\end{equation*}
$$

where $\hat{\alpha}$ is the ordinary least squares estimate found using model $M_{1}$ (20.17). Now, as in (20.22), the Ockham factor for model $M_{2}$ is

$$
\begin{equation*}
W_{2}=\int \mathrm{d} \alpha \int \mathrm{~d} \beta \frac{L_{2}(\alpha, \beta)}{L_{2}(\hat{\alpha}, \hat{\beta})} p\left(\alpha \beta \mid M_{2} I\right) \tag{20.33}
\end{equation*}
$$

and, after some rather tedious algebra, we find that the likelihood ratio just constructs a familiar quadratic form:

$$
\begin{equation*}
\frac{L_{2}(\alpha, \beta)}{L_{2}(\hat{\alpha}, \hat{\beta})}=\exp \left\{-\frac{n w}{2} Q(\alpha, \beta)\right\} \tag{20.34}
\end{equation*}
$$

where

$$
\begin{align*}
Q(\alpha, \beta) & \equiv Q_{2}(\alpha, \beta)-Q_{2}(\hat{\alpha}, \hat{\beta}) \\
& =\overline{x^{2}}(\alpha-\hat{\alpha})^{2}+2 \overline{x^{3}}(\alpha-\hat{\alpha})(\beta-\hat{\beta})+\overline{x^{4}}(\beta-\hat{\beta})^{2} \tag{20.35}
\end{align*}
$$

Now we assign a joint prior

$$
\begin{equation*}
p\left(\alpha \beta \mid M_{2} I\right)=\sqrt{\frac{w_{0}}{2 \pi}} \exp \left\{-\frac{w_{0}}{2}\left(\alpha-\alpha_{0}\right)^{2}\right\} \sqrt{\frac{w_{1}}{2 \pi}} \exp \left\{-\frac{w_{1}}{2}\left(\beta-\beta_{0}\right)^{2}\right\} \tag{20.36}
\end{equation*}
$$

in which $w_{0}, a_{0}$ are the same as in (20.24), so that the marginal prior for $\alpha$ is the same in the two models (otherwise we would be changing two different circumstances instead of one in going from $M_{1}$ to $M_{2}$, which would make the results very hard to interpret):

$$
\begin{equation*}
p\left(\alpha \mid M_{1} I\right)=p\left(\alpha \mid M_{2} I\right) \tag{20.37}
\end{equation*}
$$

The Ockham factor for model $M_{2}$ is then

$$
\begin{equation*}
W_{2}=\frac{\sqrt{w_{0} w_{1}}}{2 \pi} \int \mathrm{~d} \alpha \int \mathrm{~d} \beta \exp \left\{-\frac{1}{2}\left[n w Q(\alpha, \beta)+w_{0}\left(\alpha-\alpha_{0}\right)^{2}+w_{1}\left(\beta-\beta_{0}\right)^{2}\right]\right\} \tag{20.38}
\end{equation*}
$$

and again this integration can be carried out exactly, with the result

$$
\begin{equation*}
W_{2}=\sqrt{\frac{w_{0} w_{1}}{\left(w_{0}+n w \overline{x^{2}}\right)\left(w_{1}+n w \overline{x^{4}}\right)}} \exp \{x\} . \tag{20.39}
\end{equation*}
$$

Editor's Exercise 20.1. As written, the denominator in (20.39) is correct only if the condition $\overline{x^{3}} \rightarrow 0$ is used. Using this simplifying assumption, derive $W_{2}$ and define $x$.

The net Ockham factor in favor of $M_{1}$ over $M_{2}$ is computed from (20.27) and (20.39):

$$
\begin{equation*}
\frac{W_{1}}{W_{2}}=\frac{1 / \sqrt{1+\left(\sigma_{0} / \delta \alpha\right)^{2}}}{\sqrt{\left(w_{0} w_{1}\right) /\left(w_{0}+n w \overline{x^{2}}\right)\left(w_{1}+n w \overline{x^{4}}\right)} \exp \{x\}} \tag{20.40}
\end{equation*}
$$

Editor's Exercise 20.2. Rewrite (20.40) in terms of the half-widths: $\delta \alpha=$ $1 / \sqrt{n w \overline{x^{2}}}, \sigma_{0}=1 / \sqrt{w_{0}}, \delta \beta=1 / \sqrt{n w \overline{x^{4}}}$, and $\sigma_{1}=1 / \sqrt{w_{1}}$. Under what conditions will model $M_{2}$ will be favored over $M_{1}$ ?

### 20.5 Comments

Actual scientific practice does not really obey Ockham's razor, either in its previous 'simplicity' form or in our revised 'plausibility' form. As so many of us have deplored, the attractive new hypothesis or model, which accounts for the facts in such a neat, plausible way that you want to believe it at once, is usually pooh-poohed by the official Establishment in favor of some drab, complicated, uninteresting one; or, if necessary, in favor of no alternative at all. The progress of science is carried forward mostly by the few fundamental dissenting innovators, such as Copernicus, Galileo, Newton, Laplace, Darwin, Mendel, Pasteur, Boltzmann, Einstein, Wegener, Jeffreys - all of whom had to undergo this initial rejection and attack. In the cases of Galileo, Laplace, and Darwin, these attacks continued for more than a century after their deaths. This is not because their new hypotheses were faulty - quite the contrary - but because this is part of the sociology of science (and, indeed, of all scholarship). In any field, the Establishment is seldom in pursuit of the truth, because it is composed of those who sincerely believe that they are already in possession of it.

Progress is delayed also by another aspect of this. Scholars who failed to heed the teachings of William of Ockham about issues amenable to reason and issues amenable only to faith, were - and still are - doomed to a lifetime of generating nonsense. We note the most common form this nonsense has taken in the past.

### 20.5.1 Final causes

It seems that every discussion of scientific inference must deal, sooner or later, with the issue of belief or disbelief in final causes. Expressed views range all the way from Jacques Monod (1970) forbidding us even to mention purpose in the Universe, to the religious fundamentalist who insists that it is evil not to believe in such a purpose. We are astonished by the dogmatic, emotional intensity with which opposite views are proclaimed, by persons who do not have a shred of supporting factual evidence for their positions.

But almost everyone who has discussed this has supposed that by a 'final cause' one means some supernatural force that suspends natural law and takes over control of events (that is, alters positions and velocities of molecules in a way inconsistent with the equations of motion) in order to ensure that some desired final condition is attained. In our view, almost all past discussions have been flawed by failure to recognize that operation of a final cause does not imply controlling molecular details.

When the author of a textbook says: 'My purpose in writing this book was to ...', he is disclosing that there was a true 'final cause' governing many activities of writer, pen, secretary, word processor, extending usually over several years. When a chemist imposes conditions on his system which forces it to have a certain volume and temperature, he is just as truly the wielder of a final cause dictating the final thermodynamic state that he wished it to have. A bricklayer and a cook are likewise engaged in the art of invoking final causes for definite purposes. But - and this is the point almost always missed - these final causes are macroscopic; they do not determine any particular 'molecular' details. In all cases, had those fine details been different in any one of billions of ways, the final cause would have been satisfied just as well.

The final cause may then be said to possess an entropy, indicating the number of microscopic ways in which its purpose can be realized; and the larger that entropy, the greater is the probability that it will be realized. Thus the principle of maximum entropy applies also here.

In other words, while the idea of a microscopic final cause runs counter to all the instincts of a scientist, a macroscopic final cause is a perfectly familiar and real phenomenon, which we all invoke daily. We can hardly deny the existence of purpose in the Universe when virtually everything we do is done with some definite purpose in mind. Indeed, anybody who fails to pursue some definite long-run purpose in the conduct of his life is dismissed as an idler by his colleagues. Obviously, this is just a familiar fact with no religious connotations and no anti-religious ones. Every scientist believes in macroscopic final causes without thereby believing in supernatural contravention of the laws of physics. The wielder of the final cause is not suspending physical law; he is merely choosing the Hamiltonian with which some system evolves according to physical law. To fail to see this is to generate the most fantastic, mystical nonsense.

## 21

## Outliers and robustness

Probably everybody who has been involved in quantitative measurements has found himself in the following situation. You are trying to measure some quantity $\theta$ (which might be, for example, the right ascension of Sirius, the mass of a $\pi$-meson, the velocity of seismic waves at a depth of 100 km , the melting point of a new organic compound, the elasticity of consumer demand for apples, etc.). But the apparatus or the data taking procedure is always imperfect and so, having made $n$ independent measurements of $\theta$, you have $n$ different results $\left(x_{1}, \ldots, x_{n}\right)$. How are you to report what you now know about $\theta$ ? More specifically, what 'best' estimate should you announce, and what accuracy are you entitled to claim?

If these $n$ data values were closely clustered together making a reasonably smooth, single-peaked histogram, you would accept the solutions given in the previous chapters, and might feel that the problem of drawing conclusions from good data is not very difficult, even without any probability theory. But your data are not nicely clustered: one value, $x_{j}$, lies far away from the nice cluster made by the other $(n-1)$ values. How are you to deal with this outlier? What effect does it have on the conclusions that you entitled to draw about $\theta$ ?

We have seen in Chapters 4 and 5 how the appearance of astonishing, unexpected data may cause the resurrection of dead hypotheses; it appears that something like that may be at work here. In fact, any surprisingly ugly looking data with unexpected features might raise the question in your mind. Here we consider only the special case of outliers, leaving it as an exercise for the reader to work out the corresponding theory for other kinds of unexpected structure.

### 21.1 The experimenter's dilemma

The problem of outliers in data has been a topic of lively discussion since the 18th century, when it arose in astronomy, geodesy, calorimetry, and doubtless many other measurements. Let us interpret 'apparatus' broadly as meaning any method for acquiring data. On the philosophical side, two opposite views have been expressed repeatedly.
(I) Something must have gone wrong with the apparatus; the outlier is not part of the good data and we must throw it out to avoid getting erroneous conclusions.
(II) No! It is dishonest to throw away any part of your data merely because it was unexpected. That outlier may well be the most significant datum you have, and it must be taken into account in your data analysis, otherwise you are 'fudging' the data arbitrarily and you can make no pretense of scientific objectivity.

From these statements we can understand why the issue can arouse controversy that is very hard to resolve. Not only has an element of righteous ethical fervor crept in; it is also clear that both positions do contain elements of truth. How can they be reconciled?

On the pragmatic side, several arbitrary $a d$ hoc recipes were invented (such as the Chauvenet criterion found in the astronomy textbooks of a century ago) to decide when to reject an outlier. It is curious that the arbitrary criteria for rejection (two standard deviations, etc.) seem to have taken no note of the following, which we think is essential for any rational approach to the problem.

Pondering the two statements above, we see that they reflect different prior information about the apparatus. This is the crucial factor - ignored in all the aforementioned criteria. To take it into account properly requires, not still more ad hockeries, but straightforward probability analysis.

Position (I) seems reasonable if we know that the means of gathering data is unreliable, and it is indeed likely to break down without warning and give erroneous data. If we already expect this, then the appearance of a wild outlier seems far more likely to be due to 'apparatus failure' than to a real effect. ${ }^{1}$

Position (II), on the other hand, is the reasonable stance for one who has absolute confidence in his apparatus: he is sure that his voltmeter always gives readings reliable to $\pm 0.5 \%$, and could not be in error by $5 \%$; or that his telescope was aimed within 10 arc seconds of the recorded direction, and cannot be off by 1 degree. Then the appearance of an outlier must be accepted as a significant event, however unexpected; to ignore it could be to miss an important discovery.

But (I) and (II) are extreme positions, and the real experimenter is almost always in some intermediate situation. Presumably, if he knew that his apparatus was very unreliable, he would prefer not to take data with it at all; but in a field like biology or economics one may be obliged to use whatever 'apparatus' Nature has provided. On the other hand, few scientists - even in the best laboratories of the National Bureau of Standards - are ever so confident of their apparatus that they will affirm dogmatically that it cannot go awry.

One would like to see the estimate in the form of an unequivocal statement like $(\theta)_{\text {est }}=A \pm B$, where $A, B$ are two definite numbers, presumably two functions of the data $D \equiv\left(x_{1}, \ldots, x_{n}\right)$. But what two functions? When the data are closely clustered together, it is surely a reasonable guess to take $A=\bar{x} \equiv n^{-1} \sum x_{i}$, the sample mean, as the estimated value. The observed scatter of the data values $x_{i}$ indicates the reproducibility of the measurements, and one might suppose that this indicates also their accuracy. If so, it might seem reasonable to calculate the mean-square deviation from the mean, or sample

[^125]variance: $s^{2} \equiv n^{-1} \sum\left(x_{i}-\bar{x}\right)^{2}=\overline{x^{2}}-\bar{x}^{2}$ and choose $B=s$, the sample standard deviation. A more educated intuition familiar with elementary results of probability theory can improve on this by taking $B=s / \sqrt{n}$, and even if it is not shown to be optimal by any clearly stated criterion, the conclusion
\[

$$
\begin{equation*}
(\theta)_{\mathrm{est}}=\bar{x} \pm \frac{s}{\sqrt{n}} \tag{21.1}
\end{equation*}
$$

\]

would not be criticized as wildly unreasonable in location or accuracy.

Exercise 21.1. We have seen in Chapter 7 that, under rather general conditions, a Gaussian sampling distribution, $p(x \mid \theta, \sigma) \propto \exp \left\{-(x-\theta)^{2} / 2 \sigma^{2}\right\}$, leads us to take our point estimate of $\theta$ as the data mean $\bar{x}$. Show that any sampling distribution with a rounded top (that is, $p(x \mid \theta)=a_{0}-a_{1}(x-\theta)^{2}+\cdots$ ) will lead us to the same meanvalue estimate in the limit where the data are closely clustered.

If the data are not closely clustered, the above discussion seems to consider only two possible actions: keep the outlier and give it full credence; or throw it out altogether. Is there a more defensible intermediate position?

### 21.2 Robustness

Another viewpoint toward such problems has arisen recently, represented by Huber (1981) and noted briefly in Chapter 6. It still seeks to deal with them by intuitive $a d$ hoc procedures that do not take explicit note of prior information or probability theory; but it does look for an intermediate position. One seeks data analysis methods that are robust, which means insensitive to the exact sampling distribution of errors or, as it is often stated, insensitive to the model, or are resistant, meaning that large errors in a small proportion of the data do not greatly affect the conclusions.

The general idea, stated vaguely, is that theoretical 'optimality', in the sense we have used it in previous chapters, is not always a good criterion in practice. Often we are unsure of the correct model; then a method which is useful for a variety of different models, even though not optimal for any, may be preferable to one that is exactly suited to one specific model, but misleading for others.

Evidently, there could be some merit in this view; but the 'robustnik/exploratory' school of thought, represented by Tukey and Mosteller (for example, Tukey, 1977), carries this to the point of deprecating all considerations of optimality. However, attempts to define this position less vaguely become troublesome. Given data $D$ and any two estimators $f(D)$, $g(D)$ of some parameter, is there any explicit definition of the term 'robust' or 'resistant' which would make it meaningful to say that one is 'more robust' or 'more resistant' than the other? If so, then within a given set $S$ of feasible estimators there is necessarily
an 'optimally robust' one $a(D)$ and an 'optimally resistant' one $b(D)$, not necessarily unique. ${ }^{2}$

The point we make here is that if any intuitive property, such as robustness, is held to be desirable, then as soon as this property is defined with enough precision to allow transitive comparisons, an optimality principle follows inexorably. So one cannot consistently advocate any well-defined inference property and at the same time reject optimality principles.

Equally troublesome is the fact that robust/resistant qualities - however defined - must be bought at a price: the price of poorer performance when the model is correct. Indeed, this performance can be very much poorer; for it is clear that the most robust procedure of all the 'optimal' procedure if one asks only for robustness - is the one that ignores the model, the data, and the prior information altogether, and considers all parameters zero, all hypotheses false! There must be, inevitably, some trade-off between the conflicting requirements of robustness and accuracy. ${ }^{3}$ Advocates of robust/resistance have an obligation to show us just what trade-off, i.e. how much deterioration of performance, they are asking us to accept.

In estimating a location parameter, for example, the sample median $M$ is often cited as a more robust estimator than the sample mean. But here it is obvious that this 'robustness' is bought at the price of insensitivity to much of the relevant information in the data. Many different data sets all have the same median; the values above or below the sample median may be moved about arbitrarily without affecting the estimate. Yet those data values surely contain information highly relevant to the question being asked, and all this is lost. We would have thought that the whole purpose of data analysis is to extract all the information we can from the data.

Thus, while we agree that robust/resistant properties may be desirable in some cases, we think it important to emphasize their cost in performance. In the literature, ad hoc procedures have been advocated on no more grounds than that they are 'robust' or 'resistant', with no mention of the quality of the inference they deliver, much less any comparison of performance with alternative methods; yet alternative methods such as Bayesian ones are criticized on grounds of lack of robustness, without any supporting factual evidence.

Those who criticize Bayesian methods on such grounds are simply revealing that they do not understand how to use Bayesian methods. We wish to show that Bayesian data analysis, properly applied, automatically delivers robustness and resistance whenever those qualities are desirable; in fact, it does so in a way that agrees qualitatively with what previous ad hoc intuitive procedures have done, but improves on them quantitatively, because Bayesian methods never throw away relevant information. In other words, present robust methods are, like the other orthodox methods, only intuitive approximations to what a full Bayesian analysis gives automatically.

Indeed, this situation is very much like that noted in Section 5.6, where we discussed horse racing and weather forecasting. The new information - there called the data - was not known

[^126]with certainty to be true, and we saw how Bayesian analysis takes that into account automatically. Here it is the model - part of the prior information - that is in doubt, but that makes no difference in principle because the 'data' and the 'prior information' are just two components of our total evidence which enter into probability theory in the same way. In the present case, a detailed Bayesian analysis reveals some very interesting and unexpected insight.

Reasoning that is unresponsive to changes in the model must be also in some way unresponsive to changes in the data. Is this what we really want? We think the answer is: Sometimes: that is, in problems where we are unsure of the model but nevertheless sure of the meaning of the parameters in it. But if we are sure of the model, then robust/resistance is the last thing we want in our data analysis procedure; it would waste data by throwing away cogent information.

Again, we must take explicit note of the prior information before the issue can be judged. As demonstrated below, if we choose our sampling distribution to represent properly our prior knowledge of the phenomenon that is generating the data, Bayesian analysis gives us automatically both robustness/resistant qualities when we are unsure of the model, and optimal performance when we are sure of it.

We may, however, make one concession. Intuitive devices of the Tukey genre can take into account, after a fashion, all kinds of special, one-time transitory contingencies that would be difficult - and not even desirable - to build into a model. A formal probability model ought to describe nontransitory situations that deserve more careful treatment and recording for future use. As a mathematician once put it: 'A method is a device that you use twice.'

But this one-time intuition is necessarily also a one-man operation, because it offers no rationale or criterion of optimality for what it does so that others could judge its suitability. If your one-time intuition differs from mine, then, without a normative theory of rational inference, we are at an impasse that cannot be resolved. But a logically consistent 'normative theory of rational inference' means necessarily (because of the theorems of Cox) a Bayesian theory.

Let us examine first the Bayesian treatment of the most common situation, in which the data are classified into only two categories: good and bad.

### 21.3 The two-model model

We have a 'good' sampling distribution

$$
\begin{equation*}
G(x \mid \theta) \tag{21.2}
\end{equation*}
$$

with a parameter $\theta$ that we want to estimate. Data drawn urn-wise from $G(x \mid \theta)$ are called 'good' data. But there is also a 'bad' sampling distribution

$$
\begin{equation*}
B(x \mid \eta) \tag{21.3}
\end{equation*}
$$

possibly containing an uninteresting parameter $\eta$. Data from $B(x \mid \eta)$ are called 'bad' data; they appear to be useless or worse for estimating $\theta$, since their probability of occurring has
nothing to do with $\theta$. Our data set consists of $n$ observations

$$
\begin{equation*}
D=\left(x_{1}, \ldots, x_{n}\right) \tag{21.4}
\end{equation*}
$$

But the trouble is that some of these data are good and some are bad, and we do not know which is which (however, we may be able to make guesses: an obvious outlier - far out in the tails of $G(x \mid \theta)$ - or any datum in a region of $x$ where $G(x \mid \theta) \ll B(x \mid \eta)$ comes under suspicion of being bad).

In various real problems we may, however, have some prior information about the process that determines whether a given datum will be good or bad. Various probability assignments for the good/bad selection process may express that information. For example, we may define

$$
q_{i} \equiv\left\{\begin{array}{l}
1 \text { if the ith datum is good }  \tag{21.5}\\
0 \text { if it is bad }
\end{array}\right.
$$

and then assign joint prior probabilities

$$
\begin{equation*}
p\left(q_{1} \cdots q_{n} \mid I\right) \tag{21.6}
\end{equation*}
$$

to the $2^{n}$ conceivable sequences of good and bad.

### 21.4 Exchangeable selection

Consider the most common case, where our information about the good/bad selection process can be represented by assigning an exchangeable prior. That is, the probability of any sequence of $n$ good/bad observations depends only on the numbers $r,(n-r)$ of good and bad ones, respectively, and not on the particular trials at which they occur. Then the distribution (21.6) is invariant under permutations of the $q_{i}$, and by the de Finetti representation theorem (Chapter 18), it is determined by a single generating function $g(u)$ :

$$
\begin{equation*}
p\left(q_{1} \cdots q_{n} \mid I\right)=\int_{0}^{1} \mathrm{~d} u u^{r}(1-u)^{n-r} g(u) \tag{21.7}
\end{equation*}
$$

It is much like flipping a coin with unknown bias where, instead of 'good' and 'bad', we say 'heads' and 'tails'. There is a parameter $u$ such that if $u$ were known we would say that any given datum $x$ may, with probability $u$, have come from the good distribution; or with probability $(1-u)$ from the bad one. Thus, $u$ measures the 'purity' of our data; the closer to unity the better. But $u$ is unknown, and $g(u)$ may, for present purposes, be thought of as its prior probability density (as was, indeed, done already by Laplace; further technical details about this representation are given in Chapter 18). Thus, our sampling distribution may be written as a probability mixture of the good and bad distributions:

$$
\begin{equation*}
p(x \mid \theta, \eta, u)=u G(x \mid \theta)+(1-u) B(x \mid \eta), \quad 0 \leq u \leq 1 \tag{21.8}
\end{equation*}
$$

This is just a particular form of the general parameter estimation model, in which $\theta$ is the parameter of interest, while $(\eta, u)$ are nuisance parameters; it requires no new principles beyond those expounded in Chapter 6.

Indeed, the model (21.8) contains the usual binary hypothesis testing problem as a special case, where it is known initially that all the observations are coming from $G$, or they are all coming from $B$, but we do not know which. That is, the prior density for $u$ is concentrated on the points $u=0, u=1$ :

$$
\begin{equation*}
p(u \mid I)=p_{0} \delta(1-u)+p_{1} \delta(u) \tag{21.9}
\end{equation*}
$$

where $p_{0}=p\left(H_{0} \mid I\right), p_{1}=1-p_{0}=p\left(H_{1} \mid I\right)$ are the prior probabilities for the two hypotheses:

$$
\begin{align*}
& H_{0} \equiv \text { all the data come from the distribution } G(x \mid \theta)  \tag{21.10}\\
& H_{1} \equiv \text { all the data come from the distribution } B(x \mid \eta)
\end{align*}
$$

Because of their internal parameters, they are composite hypotheses; the Bayesian analysis of this case was noted briefly in Chapter 4 . Of course, the logic of what we are doing here does not depend on value judgments like 'good' and 'bad'.

Now consider $u$ unknown and the problem to be that of estimating $\theta$. A full nontrivial Bayesian solution tends to become intricate, since Bayes' theorem relentlessly seeks out and exposes every factor that has the slightest relevance to the question being asked. But often much of that detail contributes little to the final conclusions sought (which might be only the first few moments, or percentiles, of a posterior distribution). Then we are in a position to seek useful approximate algorithms that are 'good enough' without losing essential information or wasting computation on nonessentials. Such rules might conceivably be ones that intuition had already suggested, but, because they are good mathematical approximations to the full optimal solution, they may also be far superior to any of the intuitive devices that were invented without taking any note of probability theory; it depends on how good that intuition was.

Our problem of outliers is a good example of these remarks. If the good sampling density $G(x \mid \theta)$ is very small for $|x|>1$, while the bad one $B(x \mid \eta)$ has long tails extending to $|x| \gg 1$, then any datum $y$ for which $|y|>1$ comes under suspicion of coming from the bad distribution, and intuitively one feels that we ought to 'hedge our bets' a little by giving it, in some sense, a little less credence in our estimate of $\theta$. Put more specifically, if the validity of a datum is suspect, then intuition suggests that our conclusions ought to be less sensitive to its exact value. But then we have just about stated the condition of robustness (only now, this reasoning gives it a rationale that was previously missing). As $|x| \rightarrow \infty$ it is practically certain to be bad, and intuition probably tells us that we ought to disregard it altogether.

Such intuitive judgments were long since noted by Tukey and others, leading to such devices as the 'redescending psi function', which achieve robust/resistant performance by modifying the data analysis algorithms in this way. These works typically either do not deign to note even the existence of Bayesian methods, or contain harsh criticism of

Bayesian methods, expressing a belief that they are not robust/resistant and that the intuitive algorithms are correcting this defect - but never offering any factual evidence in support of this position.

In the following we break decades of precedent actually examining a Bayesian calculation of outlier effects, so that one can see - perhaps for the first time - what Bayesianity has to say about the issue, and thus give that missing factual evidence.

### 21.5 The general Bayesian solution

Firstly, we give the Bayesian solution based on the model (21.8) in full generality, then we study some special cases. Let $p(\theta \eta u \mid I)$ be the joint prior density for the parameters. Their joint posterior density given the data $D$ is

$$
\begin{equation*}
f(\theta, \eta, u \mid D I)=A f(\theta, \eta, u \mid I) L(\theta, \eta, u) \tag{21.11}
\end{equation*}
$$

where $A$ is a normalizing constant, and, from (21.8),

$$
\begin{equation*}
L(\theta, \eta, u)=\prod_{i=1}^{n}\left[u G\left(x_{i} \mid \theta\right)+(1-u) B\left(x_{i} \mid \eta\right)\right] \tag{21.12}
\end{equation*}
$$

is their joint likelihood. The marginal posterior density for $\theta$ is

$$
\begin{equation*}
p(\theta \mid D I)=\iint \mathrm{d} \eta \mathrm{~d} u f(\theta, \eta, u \mid D I) \tag{21.13}
\end{equation*}
$$

To write (21.12) more explicitly, factor the prior density:

$$
\begin{equation*}
f(\theta, \eta, u \mid I)=h(\eta, u \mid \theta, I) f(\theta \mid I) \tag{21.14}
\end{equation*}
$$

where $f(\theta \mid I)$ is the prior density for $\theta$, and $h(\eta, u \mid \theta, I)$ is the joint prior for $(\eta, u)$, given $\theta$. Then the marginal posterior density for $\theta$, which contains all the information that the data and the prior information have to give us about $\theta$, is

$$
\begin{equation*}
f(\theta \mid D, I)=\frac{f(\theta \mid I) \bar{L}(\theta)}{\int \mathrm{d} \theta f(\theta \mid I) \bar{L}(\theta)} \tag{21.15}
\end{equation*}
$$

where we have introduced the quasi-likelihood

$$
\begin{equation*}
\bar{L}(\theta) \equiv \iint \mathrm{d} \eta \mathrm{du} L(\theta, \eta, u) h(\eta, u \mid \theta, I) \tag{21.16}
\end{equation*}
$$

Inserting (21.12) into (21.16) and expanding, we have

$$
\begin{align*}
\bar{L}(\theta)=\iint \mathrm{d} \eta \mathrm{~d} u h(\eta, u \mid \theta, I) & {\left[u^{n} L(\theta)+u^{n-1}(1-u) \sum_{j=1}^{n} B\left(x_{j} \mid \eta\right) L_{j}(\theta)\right.} \\
& +u^{n-2}(1-u)^{2} \sum_{j<k} B\left(x_{j} \mid \eta\right) B\left(x_{k} \mid \eta\right) L_{j k}(\theta)+\cdots  \tag{21.17}\\
& \left.+(1-u)^{n} B\left(x_{1} \mid \eta\right) \cdots B\left(x_{n} \mid \eta\right)\right]
\end{align*}
$$

in which

$$
\begin{align*}
L(\theta) & \equiv \prod_{i=1}^{n} G\left(x_{i} \mid \theta\right) \\
L_{j}(\theta) & \equiv \prod_{i \neq j} G\left(x_{i} \mid \theta\right)  \tag{21.18}\\
L_{j k}(\theta) & \equiv \prod_{i \neq j, k} G\left(x_{i} \mid \theta\right) \ldots \quad \text { etc. }
\end{align*}
$$

are a sequence of likelihood functions for the good distribution in which we use all the data, all except the datum $x_{j}$, all except $x_{j}$ and $x_{k}$, and so on. To interpret the lengthy expression (21.17), note that the coefficient of $L(\theta)$,

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} u \int \mathrm{~d} \eta h(\eta, u \mid \theta, I) u^{n}=\int \mathrm{d} u u^{n} h(u \mid \theta, I) \tag{21.19}
\end{equation*}
$$

is the probability, conditional on $\theta$ and the prior information, that all the data $\left\{x_{1}, \ldots, x_{n}\right\}$ are good. This is represented in the Laplace-de Finetti form (21.7) in which the generating function $g(u)$ is the prior density $h(u \mid \theta, I)$ for $u$, conditional on $\theta$. Of course, in most real problems this would be independent of $\theta$ (which is presumably some parameter referring to an entirely different context than $u$ ); but preserving generality for the time being will help to bring out some interesting points later.

Likewise, the coefficient of $L_{j}(\theta)$ in (21.17) is

$$
\begin{equation*}
\int \mathrm{d} u u^{n-1}(1-u) \int \mathrm{d} \eta B\left(x_{j} \mid \eta\right) h(\eta, u \mid \theta, I) . \tag{21.20}
\end{equation*}
$$

Now the factor

$$
\begin{equation*}
\mathrm{d} \eta \int \mathrm{~d} u u^{n-1}(1-u) h(\eta, u \mid \theta I) \tag{21.21}
\end{equation*}
$$

is the joint probability density, given $I$ and $\theta$, that any specified datum $x_{j}$ is bad, that the ( $n-1$ ) others are good, and that $\eta$ lies in $(\eta, \eta+\mathrm{d} \eta$ ). Therefore the coefficient (21.20) is the probability, given $I$ and $\theta$, that the $j$ th datum would be bad and would have the value $x_{j}$, and the other data would be good. Continuing in this way, we see that, to put in it words, our quasi-likelihood is:

$$
\begin{align*}
\bar{L}(\theta) & =\operatorname{prob}(\text { all the data are good }) \times(\text { likelihood using all the data }) \\
& +\sum_{j} \operatorname{prob}\left(\text { only } x_{j} \text { bad }\right) \times\left(\text { likelihood using all data except } x_{j}\right) \\
& +\sum_{j, k} \operatorname{prob}\left(\text { only } x_{j}, x_{k} \text { bad }\right) \times\left(\text { likelihood using all except } x_{j}, x_{k}\right)  \tag{21.22}\\
& +\cdots \\
& +\sum_{j} \operatorname{prob}\left(\text { only } x_{j} \text { good }\right) \times\left(\text { likelihood using only the datum } x_{j}\right) \\
& +\operatorname{prob}(\text { all the data are bad })
\end{align*}
$$

In shorter words: the quasi-likelihood $\bar{L}(\theta)$ is a weighted average of the likelihoods for the good distribution $G(x \mid \theta)$ resulting from every possible assumption about which data are good, and which are bad, weighted according to the prior probabilities of those assumptions. We see how every detail of our prior knowledge about how the data are being generated is captured in the Bayesian solution.

This result has such wide scope that it would require a large volume to examine all its implications and useful special cases. But let us note how the simplest ones compare with our intuition.

### 21.6 Pure outliers

Suppose the good distribution is concentrated in a finite interval

$$
\begin{equation*}
G(x \mid \theta)=0, \quad|x|>1 \tag{21.23}
\end{equation*}
$$

while the bad distribution is positive in a wider interval which includes this. Then any datum $x$ for which $|x|>1$ is known with certainty to be an outlier, i.e. to be bad. If $|x|<1$, we cannot tell with certainty whether it is good or bad. In this situation our intuition tells us quite forcefully: Any datum that is known to be bad is just not part of the data relevant to estimation of $\theta$ and we shouldn't be considering it at all. So just throw it out and base our estimate on the remaining data.

According to Bayes' theorem this is almost right. Suppose we find $x_{j}=1.432, x_{k}=$ 2.176, and all the other $x$ 's less than unity. Then, scanning (21.24) it is seen that only one term will survive:

$$
\begin{equation*}
\bar{L}(\theta)=\int \mathrm{d} u \int \mathrm{~d} \eta h(\eta, u \mid \theta, I) B\left(x_{j} \mid \eta\right) B\left(x_{k} \mid \eta\right) L_{j k}(\theta)=C_{j k}(\theta) L_{j k}(\theta) \tag{21.24}
\end{equation*}
$$

As discussed above, the factor $C_{j k}$ is almost always independent of $\theta$, and since constant factors are irrelevant in a likelihood, our quasi-likelihood in (21.15) reduces to just the one obtained by throwing away the outliers, in agreement with that intuition.

But it is conceivable that in rare cases $C_{j k}(\theta)$ might, after all, depend on $\theta$; and Bayes' theorem tells us that such a circumstance would make a difference. Pondering this, we see that the result was to be expected if only we had thought more deeply. For if the probability of obtaining two outliers with values $x_{j}, x_{k}$ depends on $\theta$, then the fact that we got those particular outliers is in itself evidence relevant to inference about $\theta$.

Thus, even in this trivial case Bayes' theorem tells us something that unaided intuition did not see: even when some data are known to be outliers, their values might still, in principle, be relevant to estimation of $\theta$. This is an example of what we meant in saying that Bayes' theorem relentlessly seeks out and exposes every factor that has any relevance at all to the question being asked.

In the more usual situations, Bayes' theorem tells us that whenever any datum is known to be an outlier, then we should simply throw it out, if the probability of getting that particular
outlier is independent of $\theta$. For, quite generally, a datum $x_{i}$ can be known with certainty to be an outlier only if $G\left(x_{i} \mid \theta\right)=0$ for all $\theta$; but in that case every likelihood in (21.24) that contains $x_{i}$ will be zero, and our posterior distribution for $\theta$ will be the same as if the datum $x_{i}$ had never been observed.

### 21.7 One receding datum

Now suppose the parameter of interest is a location parameter, and we have a sample of ten observations. But one datum $x_{j}$ moves away from the cluster of the others, eventually receding out 100 standard deviations of the good distribution $G$. How will our estimate of $\theta$ follow it? The answer depends on which model we specify.

Consider the usual model in which the sampling distribution is taken to be simply $G(x \mid \theta)$ with no mention of any other 'bad' distribution. If $G$ is Gaussian, $x \sim N(\theta, \sigma)$, and our prior for $\theta$ is wide (say $>1000 \sigma$ ), then the Bayesian estimate for quadratic loss function will remain equal to the sample average, and our far-out datum will pull the estimate about ten standard deviations away from the average indicated by the other nine data values. This is presumably the reason why Bayesian methods are sometimes charged with failure to be robust/resistant.

However, that is the result only for the assumed model, which in effect proclaims dogmatically: I know in advance that $u=1$; all the data will come from $G$, and I am so certain of this that no evidence from the data could change my mind. If one actually had this much prior knowledge, then that far-out datum would be highly significant; to reject it as an 'outlier' would be to ignore cogent evidence, perhaps the most cogent piece of evidence that the data provide. Indeed, it is a platitude that important scientific discoveries have resulted from an experimenter having that much confidence in his apparatus, so that surprising new data were believed; and not merely rejected as 'accidental' outliers.

If, nevertheless, our intuition tells us with overwhelming force that the deviant datum should be thrown out, then it must be that we do not really believe that $u=1$ strongly enough to adhere to it in the face of the evidence of the surprising datum. A Bayesian may correct this by use of the more realistic model (21.8). Then the proper criticism of the first procedure is not of Bayesian methods, but rather of the saddling of Bayesian methodology with an inflexible, dogmatic model which denies the possibility of outliers. We saw in Section 4.4 on multiple hypothesis testing just how much difference it can make when we permit the robot to become skeptical about an overly simple model.

Bayesian methods have inherent in them all the desirable robust/resistant qualities, and they will exhibit these qualities automatically, whenever they are desirable - if a sufficiently flexible model permits them to do so. But neither Bayesian nor any other methods can give sensible results if we put absurd restrictions on them. There is a moral in this, extending to all of probability theory. In other areas of applied mathematics, failure to notice some feature (like the possibility of the bad distribution $B$ ) means only that it will not be taken into account. In probability theory, failure to notice some feature may be tantamount to making irrational assumptions about it.

Then why is it that Bayesian methods have been criticized more than orthodox ones on this issue? For the same reason that city B may appear in the statistics to have a higher crime rate than city $A$, when the fact is that city $B$ has a lower crime rate, but more efficient means for detecting crime. Errors undetected are errors uncriticized.

Like any other problem in this field, this can be further generalized and extended endlessly, to a three-model model, putting parameters in (21.6), etc. But our model is already general enough to include both the problem of outliers and conventional hypothesis testing theory; and a great deal can be learned from a few of its simple special cases.

## 22

## Introduction to communication theory

We noted in Chapter 11 that one of the motivations behind this work was the attempt to see Gibbsian statistical mechanics and Shannon's communication theory as examples of the same line of reasoning. A generalized form of statistical mechanics appeared as soon as we introduced the notion of entropy, and we ought now to be in a position to treat communication theory in a similar way.

One difference is that in statistical mechanics the prior information has nothing to do with frequencies (it consists of measured values of macroscopic quantities such as pressure), and so we have little temptation to commit errors. But in communication theory the prior information consists, typically, of frequencies; this makes the probability-frequency conceptual pitfalls much more acute. For this reason it seemed best to take up communication theory only after we had seen the general connections between probability and frequency, in a variety of conceptually simpler applications.

### 22.1 Origins of the theory

Firstly, the difficult matter of giving credit where credit is due. All major advances in understanding have their precursors, whose full significance is never recognized at the time. Relativity theory had them in the work of Mach, Fitzgerald, Lorentz and Poincaré, to mention only the most obvious examples. Communication theory had many precursors, in the work of Gibbs, Nyquist, Hartley, Szilard, von Neumann, and Wiener. But there is no denying that the work of Shannon (1948) represents the arrival of the main signal, just as did Einstein's of 1905. In both cases ideas which had long been, so to speak, 'in the air' in a vague form, are grasped and put into sharp focus.

Shannon's papers were so full of important new concepts and results that they exercised not only a stimulating effect, but also a paralyzing effect. During the first few years after their appearance it was common to hear the opinion expressed, rather sadly, that Shannon had anticipated and solved all the problems of the field, and left nothing else for others to do.

The post-Shannon developments, with few exceptions, can be classed into efforts in two entirely different directions. On the applications side, we have the expansionists (who try to apply Shannon's ideas to other fields, as we do here), the entropy calculator (who works out the entropy of a television signal, the French language, a chromosome, or almost
anything else you can imagine; and then finds that nobody knows what to do with it), and the universalist (who assures us that Shannon's work will revolutionize all intellectual activity; but is unable to offer a specific example of anything that has been changed by it).

We should not be overly critical of these efforts because, as J. R. Pierce has remarked, it is very hard to tell at first which ones make sense, which are pure nonsense, and which are the beginning of something that will in time make sense. The writer's efforts have received all three classifications from various quarters. We expect that, eventually, the ideas introduced by Shannon will be indispensable to the linguist, the geneticist, the television engineer, the neurologist, the economist. But we share with many others a feeling of disappointment that 40 years of effort along these lines has led to so little in the way of really useful advances in these fields.

During this time there has been an overabundance of vague philosophy, and of abstract mathematics; but, outside of coding theory, a rather embarrassing shortage of examples where specific real problems have been solved by using this theory. We believe that the reason for this is that conceptual misunderstandings, almost all of which amount to the mind projection fallacy, have prevented workers from asking the right questions. In order to apply communication theory to other problems than coding, the first and hardest step is to state precisely what is the specific problem that we want to solve?

In almost diametric opposition to the above efforts, as far as aim was concerned, were the mathematicians, who viewed communication theory simply as a branch of pure mathematics. Characteristic of this school was a belief that, before introducing a continuous probability distribution, you have to talk about set theory, Borel fields, measure theory, the Lebesgue-Stieltjes integral, and the Radon-Nikodym theorem. The important thing was to make the theorems rigorous by the criteria of rigor then fashionable among mathematicians, even if in so doing we limit their scope for applications. The book on information theory by A. I. Khinchin (1957) can serve as a typical example of the style prevalent in this literature.

Here again, severe criticism of these efforts is not called for. Of course, we want our principles to be subjected to the closest scrutiny the human mind can bring to bear on them; if important applications exist, the need for this is so much the greater. However, the present work is not addressed to mathematicians, but to persons concerned with real applications. So we shall dwell on this side of the story only to the extent of pointing out that the rigorized theorems are not the ones relevant to problems of the real world. Typically, they refer only to situations that do not exist (such as infinitely long messages), and as a result they degenerate into 'nonsense theorems' which assign probability one to an impossible event, and therefore zero to all possible events. We have no way of using such results, because our probabilities are always conditional on our knowledge of the real world. Now let's turn to some of the specific things in Shannon's papers.

### 22.2 The noiseless channel

We deal with the transmission of information from some sender to some receiver. We shall speak of them in anthropomorphic terms, such as 'the man at the receiving end', although
either or both might actually be machines, as in telemetry or remote control systems. Transmission takes place via some channel, which might be a telephone or telegraph circuit, a microwave link, a frequency band assigned by the Federal Communication Commission (FCC), the German language, the postman, the neighborhood gossip, or a chromosome. If, after having received a message, the receiver can always determine with certainty which message was intended by the sender, we say that the channel is noiseless.

It was recognized very early in the game, particularly by Nyquist and Hartley, that the capability of a channel is not described by any property of the specific message it sends, but rather by what it could have sent. The usefulness of a channel lies in its readiness to transmit any one of a large class of messages, which the sender can choose at will.

In a noiseless channel, the obvious measure of this ability is simply the maximum number, $W(t)$, of distinguishable (at the destination) messages which the channel is capable of transmitting in a time $t$. In all cases of interest to us, this number goes eventually into an exponential increase for sufficiently large $t: W(t) \propto \exp \{C t\}$, so the measure of channel performance which is independent of any particular time interval is the coefficient $C$ of this increase. We define the channel capacity as

$$
\begin{equation*}
C \equiv \lim _{t \rightarrow \infty}\left[\frac{1}{t} \log [W(t)]\right] . \tag{22.1}
\end{equation*}
$$

The units in which $C$ is measured will depend on which base we choose for our logarithms. Usually one takes base 2 , in which $C$ is given in 'bits per second', one bit being the amount of information contained in a single binary (yes-no) decision. For easy interpretation of numerical values, the bit is by far the best unit to use; but in formal operations it may be easier to use the base e of natural logarithms. Our channel capacities are then measured in natural units, or 'nits per second'. To convert, note that 1 bit $=\ln (2)=0.69315$ nits, or 1 nit $=1.4427$ bits .

The capacity of a noiseless channel is a definite number, characteristic of the channel, which has nothing to do with human information. Thus, if a noiseless channel can transmit $n$ symbols per second, chosen in any order from an alphabet of $a$ letters, we have $W(t)=a^{n t}$, or $C=n \log _{2}(a)$ bits/s $=n \log _{\mathrm{e}}(a)$ nits/s. Any constraint on the possible sequences of letters can only lower this number. For example, if the alphabet is $A_{1}, A_{2}, \ldots, A_{a}$, and it is required that in a long message of $N=n t$ symbols the letter $A_{i}$ must occur with relative frequency $f_{i}$, then the number of possible messages in time $t$ is only

$$
\begin{equation*}
W(t)=\frac{N!}{\left(N f_{1}\right)!\cdots\left(N f_{a}\right)!}, \tag{22.2}
\end{equation*}
$$

and from Stirling's approximation, as we found in Chapter 11,

$$
\begin{equation*}
C=-n \sum_{i} f_{i} \log \left(f_{i}\right) \quad \text { nits/s. } \tag{22.3}
\end{equation*}
$$

This attains its maximum value, equal to the previous $C=n \log (a)$, in the case of equal frequencies, $f_{i}=1 / a$. Thus we have the interesting result that a constraint requiring all letters to occur with equal frequencies does not decrease channel capacity at all. It does, of course, decrease the number $W(t)$ by an enormous factor; but the decrease in $\log (W)$ is
what matters, and this grows less rapidly than $t$, so it makes no difference in the limit. In view of the entropy concentration theorem of Chapter 11, this can be understood in another way: the vast majority of all possible messages are ones in which the letter frequencies are nearly equal.

Suppose now that symbol $A_{i}$ has transmission time $t_{i}$, but there is no other constraint on the allowable sequences of letters. What is the channel capacity? Well, consider first the case of messages in which letter $A_{i}$ occurs $n_{i}$ times, $i=1,2, \ldots, a$. The number of such messages is

$$
\begin{equation*}
W\left(n_{1}, \ldots, n_{a}\right)=\frac{N!}{n_{1}!\cdots n_{a}!} \tag{22.4}
\end{equation*}
$$

where

$$
\begin{equation*}
N=\sum_{i=1}^{a} n_{i} \tag{22.5}
\end{equation*}
$$

The total number of different messages that could have been transmitted in time $t$ is then

$$
\begin{equation*}
W(t)=\sum_{n_{i}} W\left(n_{1}, \ldots, n_{a}\right) \tag{22.6}
\end{equation*}
$$

where we sum over all choices of $\left(n_{1}, \ldots, n_{a}\right)$ compatible with $N_{i} \geq 0$ and

$$
\begin{equation*}
\sum_{i=1}^{a} n_{i} t_{i} \leq t \tag{22.7}
\end{equation*}
$$

The number $K(t)$ of terms in the sum (22.6) satisfies $K(t) \leq(B t)^{a}$ for some $B<\infty$. This is seen most easily by imagining the $n_{i}$ as coordinates in an $a$-dimensional space and noting the geometrical meaning of $K(t)$ as the volume of a simplex.

Exact evaluation of (22.6) would be quite an unpleasant job. But it's only the limiting value that we care about right now, and we can get out of the hard work by the following trick. Note that $W(t)$ cannot be less than the greatest term $W_{m}=W_{\max }\left(n_{1}, \ldots, n_{a}\right)$ in (22.6) nor greater than $W_{m} K(t)$ :

$$
\begin{equation*}
\log \left(W_{m}\right) \leq \log [W(t)] \leq \log \left(W_{m}\right)+a \log (B t), \tag{22.8}
\end{equation*}
$$

and so we have

$$
\begin{equation*}
C \equiv \lim _{t \rightarrow \infty} \frac{1}{t} \log [W(t)]=\lim _{t \rightarrow \infty} \frac{1}{t} \log \left[W_{m}\right] \tag{22.9}
\end{equation*}
$$

i.e. to find the channel capacity, it is sufficient to maximize $\log W\left(n_{1}, \ldots, n_{a}\right)$ subject to the constraint (22.7). This rather surprising fact can be understood as follows. The logarithm of $W(t)$ is given, crudely, by $\log [W(t)]=\log \left(W_{\max }\right)+\log$ [number of reasonably large terms in (22.6)]. Even though the number of large terms tends to infinity as $t^{a}$, this is not rapid enough to make any difference in comparison with the exponential increase of $W_{\max }$. As explained by Schrödinger (1948), this same mathematical fact is the reason why, in statistical
mechanics, the Darwin-Fowler method and the method of most probable distribution lead to the same results in the limit of large systems.

We can solve the problem of maximizing $\log W\left(n_{1}, \ldots, n_{a}\right)$ by the same Lagrange multiplier argument used in Chapter 11. The problem is not quite the same, however, because now $N$ is also to be varied in finding the maximum. Using the Stirling approximation, which is valid for large $n_{i}$, we have

$$
\begin{equation*}
\log W\left(n_{1}, \ldots, n_{a}\right) \approx N \log (N)-\sum_{i=1}^{a} n_{i} \log \left(n_{i}\right) \tag{22.10}
\end{equation*}
$$

The variational problem, with $\lambda$ a Lagrangian multiplier, is

$$
\begin{equation*}
\delta\left[\log (W)+\lambda \sum n_{i} t_{i}\right]=0, \tag{22.11}
\end{equation*}
$$

but since $\delta N=\sum \delta n_{i}$ we have

$$
\begin{align*}
\delta \log (W) & =\delta N \log (N)-\delta N-\sum_{i}\left(\delta n_{i} \log \left(n_{i}\right)-\delta n_{i}\right)  \tag{22.12}\\
& =-\sum \delta n_{i} \log \left(n_{i} / N\right)
\end{align*}
$$

Therefore (22.11) reduces to

$$
\begin{equation*}
\sum_{i=1}^{a}\left[\log \left(n_{i} / N\right)+\lambda t_{i}\right] \delta n_{i}=0 \tag{22.13}
\end{equation*}
$$

with the solution

$$
\begin{equation*}
n_{i}=N \exp \left\{-\lambda t_{i}\right\} . \tag{22.14}
\end{equation*}
$$

To fix the value of $\lambda$, we require

$$
\begin{equation*}
N=\sum n_{i}=N \sum \exp \left\{-\lambda t_{i}\right\} \tag{22.15}
\end{equation*}
$$

With this choice of $n_{i}$, we find

$$
\begin{equation*}
\frac{1}{t} \log \left(W_{m}\right)=-\frac{1}{t} \log \left(n_{i} / N\right)=\frac{1}{t} \sum n_{i}\left(\lambda t_{i}\right) . \tag{22.16}
\end{equation*}
$$

In the limit, $t^{-1} \sum n_{i} t_{i} \rightarrow 1$, and so

$$
\begin{equation*}
C=\lim _{t \rightarrow \infty} \frac{1}{t} \log [W(t)]=\lambda \tag{22.17}
\end{equation*}
$$

Our final result can be stated very simply:
To calculate the capacity of a noiseless channel in which symbol $A_{i}$ has transmission time $t_{i}$ and which has no other constraints on the possible messages, define the partition function $Z(\lambda) \equiv \sum_{i} \exp \left\{-\lambda t_{i}\right\}$. Then the channel capacity $C$ is the real root of

$$
\begin{equation*}
Z(\lambda)=1 \tag{22.18}
\end{equation*}
$$

You see already a very strong resemblance to the reasoning and the formalism of statistical mechanics, in spite of the fact that we have not yet said anything about probability.

From (22.15) we see that $W\left(n_{1}, \ldots, n_{a}\right)$ is maximized when the relative frequency of symbol $A_{i}$ is given by the canonical distribution

$$
\begin{equation*}
f_{i}=\frac{n_{i}}{N}=\exp \left\{-\lambda t_{i}\right\}=\exp \left\{-C t_{i}\right\} \tag{22.19}
\end{equation*}
$$

Some have concluded from this that the channel is being 'used most efficiently' when we have encoded our messages so that (22.19) holds. But that would be quite mistaken because, of course, in time $t$ the channel will actually transmit one message and only one; and this remains true regardless of what relative frequencies we use. Equation (22.19) tells us only that - in accordance with the entropy concentration theorem - the overwhelming majority of all possible messages that the channel could have transmitted in time $t$ are ones where the relative frequencies are canonical.

On the other hand, we have a generalization of the remark following (22.3): if we impose an additional constraint requiring that the relative frequencies are given by (22.19), which might be regarded as defining a new channel, the channel capacity would not be decreased. But any constraint requiring that all possible messages have letter frequencies different from (22.19) will decrease channel capacity.

There are many other ways of interpreting these equations. For example, in our above arguments we supposed that the total time of transmission is fixed and we wanted to maximize the number $W$ of possible messages which the sender can choose. In a practical communication system, the situation is usually the other way around: we know in advance the extent of choice which we demand in the messages which might be sent over the channel, so that $W$ is fixed. We then ask for the condition that the total transmission time of the message be minimized subject to a fixed $W$.

It is well known that variational problems can be transformed into several different forms, the same mathematical result giving the solution to many different problems. A circle has maximum area for a given perimeter; but also it has minimum perimeter for a given area. In statistical mechanics, the canonical distribution can be characterized as one with maximum entropy for a given expectation of energy; or equally well as the one with minimum expectation of energy for a given entropy. Similarly, the channel capacity found from (22.18) gives the maximum attainable $W$ for a given transmission time, or equally well the minimum attainable transmission time for a fixed $W$.

As another extension of the meaning of these equations, note that we need not interpret the quantity $t_{i}$ as a time; it can stand equally well for the 'cost', as measured by any criterion, of transmitting the $i$ th symbol. Perhaps the total length of time the channel is in operation is of no importance, because the apparatus has to sit there in readiness whether it is being used or not. The real criterion might be, for example, the amount of energy that a space probe must dissipate in transmitting a message back to Earth. In this case, we could define $t_{i}$ as the energy required to transmit the $i$ th symbol. The channel capacity given by (22.18) would then be measured, not in bits per second but in bits per joule, and its reciprocal is equal to the minimum attainable number of joules needed per bit of transmitted information.

A more complicated type of noiseless channel, also considered by Shannon, is one where the channel has a memory; it may be in any one of a set of 'states' $\left\{S_{1}, \ldots, S_{k}\right\}$ and the possible future symbols, or their transmission times, depend on the present state. For example, suppose that if the channel is in state $S_{i}$, it can transmit symbol $A_{n}$, which leaves the channel in state $S_{j}$, the corresponding transmission time being $t_{i n j}$. Surprisingly, the calculation of the channel capacity in this case is quite easy.

Let $W_{i}(t)$ be the total number of different messages the channel can transmit in time $t$, starting from state $S_{i}$. Breaking down $W_{i}(t)$ into several terms according to the first symbol transmitted, we have the same difference equation that we used to introduce the partition function in Chapter 8:

$$
\begin{equation*}
W_{i}(t)=\sum_{j n} W_{j}\left(t-t_{i n j}\right), \tag{22.20}
\end{equation*}
$$

where the sum is over all possible sequences $S_{i} \rightarrow A_{n} \rightarrow S_{j}$. As before, this is a linear difference equation with constant coefficients, so its asymptotic solution must be an exponential function:

$$
\begin{equation*}
W_{i}(t) \approx B_{i} \exp \{C t\} \tag{22.21}
\end{equation*}
$$

and from the definition (22.1) it is clear that, for finite $k$, the coefficient $C$ is the channel capacity. Substituting (22.21) into (22.20), we obtain

$$
\begin{equation*}
B_{i}=\sum_{j=1}^{k} Z_{i j}(C) B_{j} \tag{22.22}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{i j}(\lambda)=\sum_{n} \exp \left\{-\lambda t_{i n j}\right\} \tag{22.23}
\end{equation*}
$$

is the 'partition matrix'. Compare this argument with our first derivation of a partition function in Chapter 8. If the sequence $S_{i} \rightarrow A_{n} \rightarrow S_{j}$ is impossible, we set $t_{i n j}=\infty$. By this device we can understand the sum in (22.23) as extending over all symbols in the alphabet.

Equation (22.22) says that the matrix $Z_{i j}$ has an eigenvalue equal to unity. Thus, the channel capacity is simply the greatest real root of $D(\lambda)=0$, where

$$
\begin{equation*}
D(\lambda) \equiv \operatorname{det}\left[Z_{i j}(\lambda)-\delta_{i j}\right] \tag{22.24}
\end{equation*}
$$

This is one of the prettiest results given by Shannon. In the case of a single state, $k=1$, it reduces to the previous rule, (22.18).

The problems solved above are, of course, only especially simple ones. By inventing channels with more complicated types of constraints on the allowable sequences (i.e. with a long memory), we can generate mathematical problems as involved as we please. But it would still be just mathematics - as long as the channel is noiseless, there would be no difficulties of principle. In each case we simply have to count up the possibilities and apply
the definition (22.1). For some weird channels, we might find that the limit therein does not exist, in which case we cannot speak of a channel capacity, but have to characterize the channel simply by giving the function $W(t)$.

### 22.3 The information source

When we take the next step and consider the information source feeding our channel, fundamentally new problems arise. There are mathematical problems aplenty, but there are also more basic conceptual problems which have to be considered before we can state which mathematical problems are the significant ones.

It was Professor Norbert Wiener who first suggested the enormously fruitful idea of representing an information source in probability terms. He applied this to some problems of filter design. This work was an essential step in developing a way of thinking which led to communication theory.

It is perhaps difficult nowadays for us to realize what a big step this was. Previously, communication engineers had considered an information source simply as a man with a message to send; for their purposes an information source could be characterized simply by describing that message. But Wiener suggested instead that an information source be characterized by giving the probabilities $p_{i}$ that it will emit various messages $M_{i}$. Already we see the conceptual difficulties faced by a frequency theory of probability - the man at the sending end presumably knows perfectly well which message he is going to send. What, then, could we possibly mean by speaking of the probability that he will send something? There is nothing analogous to 'chance' operating here.

By the probability $p_{i}$ of a message, do we mean the frequency with which he sends that particular message? The question is absurd - a sane man sends a given message at most once, and most messages never. Do we mean the frequency with which the message $M_{i}$ occurs in some imaginary 'ensemble' of communication acts? Well, it's all right to state it that way if you want to, but it doesn't answer the question. It merely leads us to restate the question as: What defines that ensemble? How is it to be set up? Calling it by a different name doesn't help us. What information is that entropy $H=-\sum p_{i} \log \left(p_{i}\right)$ really measuring?

We take a halting first step toward answering this if we suppose that Shannon's $H$ measures not the information of the sender, but the ignorance of the receiver, that is removed by receipt of the message. Indeed, most later commentators make this interpretation. Yet, on second thought, this does not make sense either; for Shannon proceeds to develop theorems relating $H$ to the channel capacity $C$ required to transmit the messages $M_{i}$. But how well a channel can transmit messages obviously depends on properties of the channel and the messages; and not at all on the state of ignorance of the receiver! You see the conceptual mess that the field has been in for 40 years.

Right at this point we have to state clearly what the specific problem is that we want solved. A probability distribution is a means of describing a state of knowledge. But whose state of knowledge do we want to talk about? Evidently, not the man at the sending end
or the one at the receiving end; and Shannon offers us no explicit help on this. But implicitly, the answer seems to be clear; in view of the theorems Shannon gives, he cannot be describing the 'general philosophy' of communication between sender and receiver, as so many have supposed. He is thinking of the theory as something of practical value to an engineer whose job is to design the technical equipment in the communication system. In other words, the state of knowledge Shannon is describing is that of the communication engineer when he designs the equipment. It is his ignorance about the messages to be sent that is measured by $H$.

Although this viewpoint would seem perfectly natural for an engineer employed by the Bell Telephone Laboratories, as Shannon was at the time, you will not find it actually expressed in his words, or in the later literature based on the viewpoint which sees no distinction between probability and frequency. For on the frequentist view, the notion of a probability for a person with a certain state of knowledge simply doesn't exist, because probability is thought to be a real physical phenomenon which exists independently of human information. But the problem of choosing some probability distribution to represent the information source still does exist; it cannot be evaded. It is now clear that the whole content of the theory depends on how we do this.

We have already emphasized several times that in probability theory we never solve an actual problem of practice. We solve only some abstract mathematical model of the real problem. Setting up this model requires not only mathematical ability, but also a great deal of practical judgment. If our model does not correspond well to the actual situation, then our theorems, however rigorous the mathematicians may have made them, can be more misleading than helpful. This is so with a vengeance in communication theory, because not only the quantitative details, but even the qualitative nature of the theorems that can be proved, depend on which probability model we use to represent an information source.

The purpose of this probability model is to describe the communication engineer's prior knowledge about what messages his communication system may be called upon to send. In principle, this prior knowledge could be of any sort; in particular, nothing prevents it from being semantic in nature. For example, he might know in advance that the channel will be used only to transmit stock market quotations, not quotations from the Bible, or obscene limericks. That is a perfectly valid kind of prior information, which would have definite implications for the probabilities $p_{i}$ by restricting the sample space in definite, specific ways, although they might be hard to state in general mathematical terms.

We stress this point because some critics harp away incessantly on the theme that information theory does not consider semantic meaning, and hold this to be a basic defect of our whole philosophy. They could not be more mistaken: the issue of semantic meaning is not a philosophical one but a technical one. The only reason why we do not consider semantic meaning is that we do not know how to do it as a general procedure, although we could certainly do it 'by hand' in the context of a specific, finite set of possible messages. Probably all of us have tried to restore some corrupted text by drawing upon our perception of its semantic meaning; but how do you teach a computer to do this?

So let us assure those critics: if you will show us a definite, usable algorithm for assessing semantic meaning, we are most eager to incorporate this too into information theory. In fact, our present inability to do this is a serious handicap in many applications, from image restoration, to pattern recognition, to artificial intelligence. We need your constructive help, not your criticisms.

But in traditional Shannon-type communication theory the only kind of prior knowledge considered is 'statistical' because this is amenable to mathematical treatment at once. That is, it consists of frequencies of letters, or combinations of letters, which have been observed in past samples of similar messages. Then a typical practical problem - indeed, the actual problem of writers of those popular text compression computer programs - is to design encoding systems which will transmit binary digits representing English text, reliably and at the maximum possible rate, given an available channel with known properties. This would be also the actual problem of designers of computer hardware such as disk drives and modems, if they became a little more sophisticated. The designer will then, according to the usual viewpoint, need accurate data giving the correct frequencies of English text. Let's think about that a little.

### 22.4 Does the English language have statistical properties?

Suppose we try to characterize the English language, for purposes of communication theory, by specifying the relative frequencies of various letters, or combinations of letters. Now we all know that there is a great deal of truth in statements such as 'the letter E occurs more frequently than the letter $Z$ '. Long before the days of communication theory, many people made obvious common-sense use of this knowledge. One of the earliest examples is the design of the Morse telegraphic code, in which the most frequently used letters are represented by the shortest codes - the exact prototype of what Shannon formalized and made precise a century later.

The design of our standard typewriter keyboard makes considerable use of knowledge of letter frequencies. This knowledge was used in a much more direct and drastic way by Ottmar Mergenthaler, whose immortal phrase

> ETAOIN SHRDLU
was a common sight in the newspapers many years ago when Linotype machines first came into use (an inexperienced operator, who allowed his fingers to brush lightly across the keys, automatically set this in type). But already we are getting into trouble, because there does not seem to be complete agreement even as to the relative order of the 12 most common letters in English, let alone the numerical values of their relative frequencies. For example, according to Pratt (1942) the above phrase should read
while Tribus (1961) gives it as

> ETOANI RSHDLC.

As we go into the less frequently used letters, the situation becomes still more chaotic.
Of course, we readily see the reason for these differences. People who have obtained different values for the relative frequencies of letters in English have consulted different samples of English text. It is obvious enough that the last volume of an encyclopedia will have a higher relative frequency for the letter Z than the first volume. The word frequencies would be very different in a textbook on organic chemistry, a treatise on the history of Egypt, and a modern American novel. The writing of educated people would reveal systematic differences in word frequencies from the writing of people who had never gone beyond grade school. Even within a much narrower field, we would expect to find significant differences in letter and word frequencies in the writings of James Michener and Ernest Hemingway. The letter frequencies in the transcript of a tape recording of a lecture will probably be noticeably different from those one would produce if the lecturer sat down and wrote out the lecture verbatim.

The fact that statistical properties of a language vary with the author and circumstances of writing is so clear that it has become a useful research tool. A doctoral thesis in classics submitted to Columbia University by James T. McDonough ${ }^{1}$ contains a computer-run statistical analysis of Homer's Iliad. Classicists have long debated whether all parts of the Iliad were written by the same man, and indeed whether Homer is an actual historical person. The analysis showed stylistic patterns consistent throughout the work. For example, $40.4 \%$ of the 15693 lines end on a word with one short syllable followed by two long ones, and a word of this structure never once appears in the middle of a line. Such consistency in a thing which is not a characteristic property of the Greek language seems rather strong evidence that the Iliad was written by a single person in a relatively short period of time, and it was not, as had been supposed by some 19th century classicists, the result of an evolutionary process over several centuries.

Of course, the evolutionary theory is not demolished by this evidence alone. If the Iliad was sung, we must suppose that the music had the very monotonous rhythmic pattern of primitive music, which persisted to a large extent as late as Bach and Haydn. Characteristic word patterns may have been forced on the writers, by the nature of the music.

Archaeologists tell us that the siege of Troy, described in the Iliad, is not a myth but an historical fact which occurred about 1200 BC , some four centuries before Homer. The decipherment of Minoan Linear B script by Michel Ventris in 1952 (Ventris and Chadwick, 1956; Chadwick, 1958; Ventris, 1988) established that Greek existed already as a spoken language in the Aegean area several centuries before the siege of Troy; but the introduction of the Phoenician alphabet, which made possible a written Greek language in the modern sense, occurred at only about the time of Homer.

[^127]The considerations of the preceding two paragraphs still suggest an evolutionary development. It is clear that the question is very complex and far from settled; but we find it fascinating that a statistical analysis of word and syllable frequencies, representing evidence which has been there in the Iliad for some 28 centuries for anyone who had the wit to extract it, is finally recognized as having a definite bearing on the problem.

Well, to get back to communication theory, the point we are making is simply this: it is utterly wrong to say that there exists one and only one 'true' set of letter or word frequencies for English text. If we use a mathematical model which presupposes the existence of such uniquely defined frequencies, we might easily end up proving things which, while perfectly valid as mathematical theorems, are worse than useless to an engineer who is faced with the job of actually designing a communication system to transmit English text most efficiently.

But suppose our engineer does have extensive frequency data, and no other prior knowledge. How is he to make use of this in describing the information source? Many of the standard results of communication theory can, from the viewpoint we are advocating, be seen as simple examples of maximum entropy inference, i.e. as examples of the same kind of reasoning as in statistical mechanics.

### 22.5 Optimum encoding: letter frequencies known

Suppose our alphabet consists of different symbols $A_{1}, A_{2}, \ldots, A_{a}$, and we denote a general symbol by $A_{i}, A_{j}$, etc. Any message of $N$ symbols then has the form $A_{i_{1}} A_{i_{2}} \cdots A_{i_{N}}$. We denote this message by $M$, which is a shorthand expression for the set of indices: $M=\left\{i_{1} i_{2} \cdots i_{N}\right\}$. The number of conceivable messages is $a^{N}$. By $\sum_{M}$ we mean a sum over all of them. Also, define

$$
\begin{align*}
& N_{j}(M) \equiv \text { number of times the letter } A_{j} \text { appears in message } M,  \tag{22.28}\\
& N_{i j}(M) \equiv \text { number of times the digram } A_{i} A_{j} \text { appears in } M
\end{align*}
$$

and so on.
Consider first an engineer $E_{1}$, who has a set of numbers $\left(f_{1}, \ldots, f_{a}\right)$ giving the relative frequencies of the letters $A_{j}$, as observed in past samples of messages, but has no other prior knowledge. What communication system represents rational design on the basis of this much information, and what channel capacity does $E_{1}$ require in order to transmit messages at a given rate of $n$ symbols per second?

To answer this, we need the probability distribution $p(M)$ which $E_{1}$ assigns to the various conceivable messages. Now, $E_{1}$ has no deductive proof that the letter frequencies in the future messages will be equal to the $f_{i}$ observed in the past. On the other hand, his state of knowledge affords no grounds for supposing that the frequency of $A_{i}$ will be greater than $f_{i}$ rather than less, or vice versa. So he is going to suppose that frequencies in the future will be more or less the same as in the past, but he is not going to be too dogmatic about it. He can do this by requiring of the distribution $p(M)$ only that it yields expected frequencies equal to the known past ones. Put differently, if we say that our distribution $p(M)$ 'contains'
certain information, we mean that that information can be extracted back out of it by the usual rule of estimation. In other words, $E_{1}$ will impose the constraints

$$
\begin{equation*}
\left\langle N_{i}\right\rangle=\sum_{M} N_{i}(M) p(M)=N f_{i}, \quad i=1,2, \ldots, a \tag{22.29}
\end{equation*}
$$

Of course, $p(M)$ is not uniquely determined by these constraints, and so $E_{1}$ must at this point make a free choice of some distribution.

We emphasize again that it makes no sense to say there exists any 'physical' or 'objective' probability distribution $p(M)$ for this problem. This becomes especially clear if we suppose that only a single message is ever going to be sent over the communication system, but we still want it to be transmitted as quickly and reliably as possible, whatever that message turns out to be (perhaps we know that the system will be destroyed by impact on Ganymede immediately afterward); thus there is no conceivable way in which $p(M)$ could be measured as a frequency. But this would in no way affect the problem of engineering design which we are considering.

In choosing a distribution $p(M)$, it would be perfectly possible for $E_{1}$ to assume some message structure involving more than single letters. For example, he might suppose that the digram $A_{1} A_{2}$ is twice as likely as $A_{2} A_{3}$. But from the standpoint of $E_{1}$ this could not be justified, for as far as he knows, a design based on any such assumption is as likely to hurt as to help. From $E_{1}$ 's standpoint, rational conservative design consists just in carefully avoiding any such assumptions. This means, in short, that $E_{1}$ should choose the distribution $p(M)$ by maximum entropy consistent with (22.29).

All the formalism of the maximum entropy inference developed in Chapter 11 now becomes available to $E_{1}$. His distribution $p(M)$ will have the form

$$
\begin{equation*}
\log p(M)+\lambda_{0}+\lambda_{1} N_{1}(M)+\lambda_{2} N_{2}+\cdots+\lambda_{a} N_{a}(M)=0, \tag{22.30}
\end{equation*}
$$

and, in order to evaluate the Lagrangian multipliers $\lambda_{i}$, he will use the partition function

$$
\begin{equation*}
Z\left(\lambda_{1}, \ldots, \lambda_{a}\right)=\sum_{M} \exp \left\{-\lambda_{1} N_{1}(M)-\cdots-\lambda_{a} N_{a}(M)\right\}=z^{N} \tag{22.31}
\end{equation*}
$$

where

$$
\begin{equation*}
z \equiv \exp \left\{-\lambda_{1}\right\}+\cdots+\exp \left\{-\lambda_{a}\right\} \tag{22.32}
\end{equation*}
$$

From (22.29) and the general relation

$$
\begin{equation*}
\left\langle N_{i}\right\rangle=-\frac{\partial}{\partial \lambda_{i}} \log Z\left(\lambda_{1}, \ldots, \lambda_{a}\right) \tag{22.33}
\end{equation*}
$$

we find

$$
\begin{equation*}
\lambda_{i}=-\log \left(z f_{i}\right), \quad 1 \leq i \leq a \tag{22.34}
\end{equation*}
$$

and, substituting back into (22.30), we find the distribution which describes $E_{1}$ 's state of knowledge is just the multinomial distribution,

$$
\begin{equation*}
p(M)=f_{1}^{N_{1}} f_{2}^{N_{2}} \cdots f_{a}^{N_{a}} \tag{22.35}
\end{equation*}
$$

which is a special case of an exchangeable sequence; the probability of any particular message depends only on how many times the letters $A_{1}, A_{2}, \ldots$ appear, not on their order. The result (22.35) is correctly normalized, $\sum_{M} p(M)=1$, as we see from the fact that the number of different messages possible for specified $N_{i}$ is just the multinomial coefficient

$$
\begin{equation*}
\frac{N!}{N_{1}!\cdots N_{a}!} \tag{22.36}
\end{equation*}
$$

The entropy per symbol of the distribution (22.35) is

$$
\begin{equation*}
H_{1}=-\frac{1}{N} \sum_{M} p(M) \log p(M)=\frac{\log (Z)}{N}+\sum_{i=1}^{a} \lambda_{i} f_{i}=-\sum_{i=1}^{a} f_{i} \log \left(f_{i}\right) \tag{22.37}
\end{equation*}
$$

Having found the assignment $p(M), E_{1}$ can encode into binary digits in the most efficient way by a method found independently by Shannon (1948, Sec. 9) and R. M. Fano. Arrange the messages in order of decreasing probability, and by a cut separate them into two classes so the total probability of all messages to the left of the cut is as nearly as possible equal to the probability of the messages on the right. If a given message falls in the left class, the first binary digit in its code is 0 ; if in the right, 1 . By a similar division of these classes into subclasses with as nearly as possible a total probability of $1 / 4$, we determine the second binary digit, etc. It is left for you to prove that (1) the expected number of binary digits required to transmit a symbol is equal to $H_{1}$, when expressed in bits, and (2) in order to transmit at a rate of $n$ of the original message symbols per second, $E_{1}$ requires a channel capacity $C \geq n H_{1}$, a result first given by Shannon.

The preceding mathematical steps are so well-known that they might be called trivial. However, the rationale which we have given them differs essentially from that of conventional treatments, and in that difference lies the main point of this section. Conventionally, one would use the frequency definition of probability, and say that $E_{1}$ 's probability assignment $p(M)$ is the one resulting from the assumption that there are no intersymbol influences. Such a manner of speaking carries a connotation that the assumption might or might not be correct, and the implication that its correctness must be demonstrated if the resulting design is to be justified; i.e. that the resulting encoding rules might not be satisfactory if there are in fact intersymbol influences unknown to $E_{1}$.

On the other hand, we contend that the probability assignment (22.30) is not an assumption at all, but the opposite. Equation (22.30) represents, in a certain naïve sense which we shall come back to later, the complete absence of any assumption on the part of $E_{1}$, beyond specification of expected single-letter frequencies, and it is uniquely determined by that property. Because of this, the design based on (22.30) is the safest one possible on $E_{1}$ 's state of knowledge.

By that we mean the following. If, in fact, strong intersymbol correlations do exist unknown to $E_{1}$ (for example, Q is always followed by U ), his encoding system will still be able to handle the messages perfectly well, whatever the nature of those correlations. This is what we mean by saying that the present design is the most conservative one; that it assumes nothing about correlations does not mean that it assumes no correlations and will be in trouble if correlations are in fact present. On the contrary, it means that it is prepared in advance for whatever kind of correlations might exist; they will not cause any deterioration in performance. We stress this point because it was not noted by Shannon, and it does not seem to be comprehended in the more recent literature.

But if $E_{1}$ had been given this additional information about some particular kind of correlations, he could have used it to arrive at a new encoding system which would be still more efficient (i.e. would require a smaller channel capacity), as long as messages with only the specified type of correlation were transmitted. But if the type of correlations in the messages were suddenly to change, this new encoding system would likely become worse than the one just found.

### 22.6 Better encoding from knowledge of digram frequencies

Here is a rather long mathematical derivation which has, however, useful applications outside the particular problem at hand. Consider a second engineer, $E_{2}$. He has a set of numbers $f_{i j}, 1 \leq i \leq a, 1 \leq j \leq a$, which represent the expected relative frequencies of the digrams $A_{i} A_{j}$. $E_{2}$ will assign message probabilities $p(M)$ so as to agree with his state of knowledge,

$$
\begin{equation*}
\left\langle N_{i j}\right\rangle=\sum_{M} N_{i j}(M) p(M)=(N-1) f_{i j} \tag{22.38}
\end{equation*}
$$

and, in order to avoid any further assumptions which are as likely to hurt as to help as far as he knows, he will determine the probability distribution over messages $p(M)$ which has maximum entropy subject to these constraints. The problem is solved if he can evaluate the partition function

$$
\begin{equation*}
Z\left(\lambda_{i j}\right)=\sum_{M} \exp \left\{-\sum_{i j=1}^{a} \lambda_{i j} N_{i j}(M)\right\} \tag{22.39}
\end{equation*}
$$

This can be done by solving the combinatorial problem of the number of different messages with given $\left\{N_{i j}\right\}$, or by observing that (22.39) can be written in the form of a matrix product:

$$
\begin{equation*}
Z=\sum_{i j=1}^{a}\left(Q^{N-1}\right)_{i j} \tag{22.40}
\end{equation*}
$$

where the matrix $Q$ is defined by

$$
\begin{equation*}
Q_{i j} \equiv \exp \left\{-\lambda_{i j}\right\} \tag{22.41}
\end{equation*}
$$

The result can be simplified formally if we suppose that the message $A_{i_{1}} \ldots A_{i_{N}}$ is always terminated by repetition of the first symbol $A_{i_{1}}$, so that it becomes $A_{i_{1}} \ldots A_{i_{N}} A_{i_{1}}$. The digram $A_{i_{N}} A_{i_{1}}$ is added to the message and an extra factor $\exp \left\{-\lambda_{i j}\right\}$ appears in (22.39). The modified partition function then becomes a trace:

$$
\begin{equation*}
Z^{\prime}=\operatorname{Tr}\left(Q^{N}\right)=\sum_{k=1}^{a} q_{k}^{N} \tag{22.42}
\end{equation*}
$$

where the $q_{k}$ are the roots of $\left|Q_{i j}-q \delta_{i j}\right|=0$. This simplification would be termed 'use of periodic boundary conditions' by the physicist. Clearly, the modification leads to no difference in the limit of long messages; as $N \rightarrow \infty$,

$$
\begin{equation*}
\lim \frac{1}{N} \log (Z)=\lim \frac{1}{N} \log \left(Z^{\prime}\right)=\log \left(q_{\max }\right), \tag{22.43}
\end{equation*}
$$

where $q_{\max }$ is the greatest eigenvalue of $Q$. The probability of a particular message is now a special case of (22.40):

$$
\begin{equation*}
p(M)=\frac{1}{Z} \exp \left\{-\sum \lambda_{i j} N_{i j}(M)\right\} \tag{22.44}
\end{equation*}
$$

which yields the entropy as a special case of (22.42):

$$
\begin{equation*}
S=-\sum_{M} p(M) \log p(M)=\log (Z)+\sum_{i j} \lambda_{i j}\left\langle N_{i j}\right\rangle \tag{22.45}
\end{equation*}
$$

In view of (22.38) and (22.43), $E_{2}$ 's entropy per symbol reduces, in the limit $N \rightarrow \infty$, to

$$
\begin{equation*}
H_{2}=\frac{S}{N}=\log \left(q_{\max }\right)+\sum_{i j} \lambda_{i j} f_{i j} \tag{22.46}
\end{equation*}
$$

or, since $\sum_{i j} f_{i j}=1$, we can write (22.46) as

$$
\begin{equation*}
H_{2}=\sum_{i j} f_{i j}\left(\log \left[q_{\max }\right]+\lambda_{i j}\right)=\sum_{i j} f_{i j} \log \left(\frac{q_{\max }}{Q_{i j}}\right) \tag{22.47}
\end{equation*}
$$

Thus, to calculate the entropy we do not need $q_{\max }$ as a function of the $\lambda_{i j}$ (which would be impractical analytically for $a>3$ ), but we need find only the ratio $q_{\max } / Q_{i j}$ as a function of the $f_{i j}$. To do this, we first introduce the characteristic polynomial of the matrix $Q$ :

$$
\begin{equation*}
D(q) \equiv \operatorname{det}\left(Q_{i j}-q \delta_{i j}\right) \tag{22.48}
\end{equation*}
$$

and note, for later purposes, some well-known properties of determinants. The first is

$$
\begin{equation*}
D(q) \delta_{i k}=\sum_{j=1}^{a} M_{i j}\left(Q_{k j}-q \delta_{k j}\right)=\sum_{j} M_{i j} Q_{k j}-q M_{i k} \tag{22.49}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
D(q) \delta_{i k}=\sum_{j} M_{j i} Q_{j k}-q M_{k i} \tag{22.50}
\end{equation*}
$$

in which $M_{i j}$ is the cofactor of $\left(Q_{i j}-q \delta_{i j}\right)$ in the determinant $D(q)$; i.e. $(-)^{i+j} M_{i j}$ is the determinant of the matrix formed by striking out the $i$ th row and $j$ th column of the matrix $\left(Q_{k j}-q \delta_{k j}\right)$. If $q$ is any eigenvalue of $Q$, the expression (22.49) vanishes for all choices of $i$ and $k$.

The second identity applies only when $q$ is an eigenvalue of $Q$. In this case, all minors of the matrix $M$ are known to vanish. In particular, the second order minors are

$$
\begin{equation*}
M_{i k} M_{j l}-M_{i l} M_{j k}=0, \quad \text { if } D(q)=0 \tag{22.51}
\end{equation*}
$$

This implies that the ratios $\left(M_{i k} / M_{j k}\right)$ and $\left(M_{k i} / M_{k j}\right)$ are independent of $k$; i.e. that $M_{i j}$ must have the form

$$
\begin{equation*}
M_{i j}=a_{i} b_{j}, \quad \text { if } D(q)=0 \tag{22.52}
\end{equation*}
$$

Substitution into (22.49) and (22.52) then shows that the quantities $b_{j}$ form the right eigenvectors of $Q$, while $a_{i}$ is a left eigenvector:

$$
\begin{align*}
& \sum_{j} Q_{k j} b_{j}=q b_{k}, \quad \text { if } D(q)=0  \tag{22.53}\\
& \sum_{i} a_{i} Q_{i k}=a_{k} q, \quad \text { if } D(q)=0 \tag{22.54}
\end{align*}
$$

Suppose now that any eigenvalue $q$ of $Q$ is expressed as an explicit function $q\left(\lambda_{11}, \lambda_{12}, \ldots, \lambda_{a a}\right)$ of the Lagrangian multipliers $\lambda_{i j}$. Then, varying a particular $\lambda_{k l}$ while keeping the other $\lambda_{i j}$ fixed, $q$ will vary so as to keep $D(q)$ identically zero. By the rule for differentiating the determinant (22.48), this gives

$$
\begin{equation*}
\frac{\mathrm{d} D}{\mathrm{~d} \lambda_{k l}}=\frac{\partial D}{\partial \lambda_{k l}}+\frac{\partial D}{\partial q} \frac{\partial q}{\partial \lambda_{k l}}=-M_{k l} Q_{k l}-\frac{\partial q}{\partial \lambda_{k l}} \operatorname{Tr}(M)=0 \tag{22.55}
\end{equation*}
$$

Using this relation, the condition (22.38) fixing the Lagrangian multipliers $\lambda_{i j}$ in terms of the prescribed digram frequencies $f_{i j}$, become

$$
\begin{equation*}
f_{i j}=-\frac{\partial}{\partial \lambda_{i j}} \log \left(q_{\max }\right)=\frac{M_{i j} Q_{i j}}{q_{\max } \operatorname{Tr}(M)} \tag{22.56}
\end{equation*}
$$

The single-letter frequencies are proportional to the diagonal elements of $M$ :

$$
\begin{equation*}
f_{i}=\sum_{j=1}^{a} f_{i j}=\frac{M_{i i}}{\operatorname{Tr}(M)} \tag{22.57}
\end{equation*}
$$

where we have used the fact that (22.49) vanishes for $q=q_{\max }, i=k$. Thus, from (22.56) and (22.57), the ratio needed in computing the entropy per symbol is

$$
\begin{equation*}
\frac{Q_{i j}}{q_{\max }}=\frac{f_{i j}}{f_{i}} \frac{M_{i i}}{M_{i j}}=\frac{f_{i j}}{f_{i}} \frac{b_{i}}{b_{j}}, \tag{22.58}
\end{equation*}
$$

where we have used (22.52). Substituting this into (22.47), we find that the terms involving $b_{i}$ and $b_{j}$ cancel out, and $E_{2}$ 's entropy per symbol is just

$$
\begin{equation*}
H_{2}=-\sum_{i j} f_{i j} \log \left(\frac{f_{i j}}{f_{i}}\right)=-\sum_{i j} f_{i j} \log \left(f_{i j}\right)+\sum_{i} f_{i} \log \left(f_{i}\right) \tag{22.59}
\end{equation*}
$$

This is never greater than $E_{1}$ 's $H_{1}$, for, from (22.42) and (22.59),

$$
\begin{equation*}
H_{2}-H_{1}=\sum_{i j} f_{i j} \log \left(\frac{f_{i} f_{j}}{f_{i j}}\right) \leq \sum_{i j} f_{i j}\left[\frac{f_{i} f_{j}}{f_{i j}}-1\right]=0 \tag{22.60}
\end{equation*}
$$

where we used the fact that $\log (x) \leq x-1$ in $0 \leq x<\infty$, with equality if and only if $x=1$. Therefore,

$$
\begin{equation*}
H_{2} \leq H_{1}, \tag{22.61}
\end{equation*}
$$

with equality if and only if $f_{i j}=f_{i} f_{j}$, in which case $E_{2}$ 's extra information was only what $E_{1}$ would have inferred. To see this, note that in the message $M=\left\{i_{1} \ldots i_{N}\right\}$, the number of times the digram $A_{i} A_{j}$ occurs is

$$
\begin{equation*}
N_{i j}(M)=\delta\left(i, i_{1}\right) \delta\left(j, i_{2}\right)+\delta\left(i, i_{2}\right) \delta\left(i, i_{3}\right)+\cdots+\delta\left(i, i_{N-1}\right) \delta\left(j, i_{N}\right) \tag{22.62}
\end{equation*}
$$

and so, if we ask $E_{1}$ to estimate the frequency of digram $A_{i} A_{j}$ by the criterion of minimizing the expected square of the error, he will make the estimate

$$
\begin{equation*}
\left\langle f_{i j}\right\rangle=\frac{\left\langle N_{i j}\right\rangle}{N-1}=\frac{1}{N-1} \sum_{M} p(M) N_{i j}(M)=f_{i} f_{j} \tag{22.63}
\end{equation*}
$$

using for $p(M)$ the distribution (22.40) of $E_{1}$. In fact, the solutions found by $E_{1}$ and $E_{2}$ are identical if $f_{i j}=f_{i} f_{j}$, for then we have, from (22.56), (22.57) and (22.52),

$$
\begin{equation*}
Q_{i j}=\exp \left\{-\lambda_{i j}\right\}=q_{\max } \sqrt{f_{i} f_{j}} \tag{22.64}
\end{equation*}
$$

Using (22.43), (22.62) and (22.64), we find that $E_{2}$ 's distribution (22.44) reduces to (22.40). This is a rather nontrivial example of what we noted in Chapter 11, Eq. (11.93).

### 22.7 Relation to a stochastic model

The quantities introduced above acquire a deeper meaning in terms of the following problem. Suppose that part of the message has been received, what can $E_{2}$ then say about the remainder of the message? This is answered by recalling our product rule

$$
\begin{equation*}
p(A B \mid I)=p(A \mid B I) p(B \mid I) \tag{22.65}
\end{equation*}
$$

or by noting that the conditional probability of $A$, given $B$, is

$$
\begin{equation*}
p(A \mid B I)=\frac{p(A B \mid I)}{p(B \mid I)} \tag{22.66}
\end{equation*}
$$

a relation which in conventional theory, which never mentions prior information $I$, is taken as the definition of a conditional probability (i.e. the ratio of two 'absolute' probabilities). In our case, let $I$ stand for the general statement of the problem leading to the solution (22.44), and let

$$
\begin{align*}
& B \equiv \text { the first }(m-1) \text { symbols are }\left\{i_{1} i_{2} \ldots i_{m-1}\right\}  \tag{22.67}\\
& A \equiv \text { the remainder of the message is }\left\{i_{m} \ldots i_{N}\right\} \tag{22.68}
\end{align*}
$$

Then $p(A B \mid I)$ is the same as $p(M)$ in (22.44). Using (22.62), this reduces to

$$
\begin{equation*}
p(A B \mid I)=p\left(i_{1} \ldots i_{N} \mid I\right)=Z^{-1} Q_{i_{1} i_{2}} Q_{i_{2} i_{3}} \ldots Q_{i_{N-1} i_{N}} \tag{22.69}
\end{equation*}
$$

and in

$$
\begin{equation*}
p(B \mid I)=\sum_{i_{m}=1}^{a} \cdots \sum_{i_{N}=1}^{a} p\left(i_{1} \ldots i_{N} \mid I\right) \tag{22.70}
\end{equation*}
$$

the sum generates a power of the matrix $Q$, just as in the partition function (22.40). Writing, for brevity, $i_{m-1}=i, i_{m}=j, i_{N}=k$, and

$$
\begin{equation*}
R \equiv \frac{1}{Z} Q_{i_{1} i_{2}} \ldots Q_{i_{m-2} i_{m-1}} \tag{22.71}
\end{equation*}
$$

we have

$$
\begin{equation*}
p(B \mid I)=R \sum_{k=1}^{a}\left(Q^{N+m+1}\right)_{i k}=R \sum_{j k=1}^{a} Q_{i j}\left(Q^{N-m}\right)_{j k} \tag{22.72}
\end{equation*}
$$

and so

$$
\begin{equation*}
p(A \mid B I)=\frac{Q_{i j} Q_{i_{m} i_{m+1}} \ldots Q_{i_{N-1} i_{N}}}{\sum_{k=1}^{a}\left(Q^{N-m+1}\right)_{i k}} \tag{22.73}
\end{equation*}
$$

since all the $Q$ contained in $R$ cancel out, we see that the probabilities for the remainder $\left\{i_{m} \ldots i_{N}\right\}$ of the message depend only on the immediately preceding symbol $A_{i}$, and not on any other details of $B$. This property defines a generalized Markov chain. There is a huge literature dealing with this; it is perhaps the most thoroughly worked out branch of probability theory, and we used a rudimentary form of it in calculating the conditional sampling distributions in Chapter 3. The basic tool, from which essentially all else follows, is the matrix $p_{i j}$ of 'elementary transition probabilities'. This is the probability $p_{i j}=p\left(A_{j} \mid A_{i} I\right)$ that the next symbol will be $A_{j}$, given that the last one was $A_{i}$. Summing (22.73) over $i_{m+1} \ldots i_{N}$, we find that, for a chain of length $N$, the transition probabilities are

$$
\begin{equation*}
p_{i j}^{(N)}=p\left(A_{j} \mid A_{i} I\right)=\frac{Q_{i j}-T_{j}}{\sum_{k} Q_{i k} T_{k}}, \tag{22.74}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{j} \equiv \sum_{k=1}^{a}\left(Q^{N-m}\right)_{j k} \tag{22.75}
\end{equation*}
$$

The fact that $T_{j}$ depends on $N$ and $m$ is an interesting feature. Usually, one considers from the start a chain indefinitely prolonged, and so it is only the limit of (22.74) for $N \rightarrow \infty$ that is ever considered. This example shows that prior knowledge of the length of the chain can affect the transition probabilities; however, the limiting case is clearly of greatest interest.

To find this limit we need a little more matrix theory. The equation $D(q)=\operatorname{det}\left(Q_{i j}-\right.$ $\left.q \delta_{i j}\right)=0$ has roots $\left(q_{1}, q_{2}, \ldots, q_{a}\right)$, not necessarily all different, or real. Label them so that $\left|q_{1}\right| \geq\left|q_{q}\right| \geq \cdots \geq\left|q_{a}\right|$. There exists a nonsingular matrix $A$ such that $A Q A^{-1}$ takes the canonical 'superdiagonal' form:

$$
A Q A^{-1}=\bar{Q}=\left(\begin{array}{cccc}
C_{1} & 0 & 0 & \cdots  \tag{22.76}\\
0 & C_{2} & 0 & \cdots \\
0 & 0 & C_{3} & \cdots \\
\vdots & \vdots & \vdots & C_{m}
\end{array}\right)
$$

where the $C_{i}$ are submatrices which can have either the forms

$$
C_{i}=\left(\begin{array}{ccccc}
q_{i} & 1 & 0 & 0 & \cdots  \tag{22.77}\\
0 & q_{i} & 1 & 0 & \cdots \\
0 & 0 & q_{i} & 1 & \cdots \\
0 & 0 & 0 & q_{i} & 1 \\
\vdots & \vdots & \vdots & 0 & q_{i}
\end{array}\right) \quad \text { or } \quad C_{i}=\left(\begin{array}{cccc}
q_{i} & & & \\
& q_{i} & & \\
& & \ddots & \\
& & & q_{i}
\end{array}\right)
$$

The result of raising $Q$ to the $n$th power is

$$
\begin{equation*}
Q^{n}=A \bar{Q}^{n} A^{-1} \tag{22.78}
\end{equation*}
$$

and, as $n \rightarrow \infty$, the elements of $\bar{Q}^{n}$ arising from the greatest eigenvalue $q_{\max }=q_{1}$ become arbitrarily large compared with all others. If $q_{1}$ is nondegenerate, so that it appears only in the first row and column of $\bar{Q}$, we have

$$
\begin{gather*}
\lim _{N \rightarrow \infty}\left[\frac{T_{j}}{q_{1}^{N-m}}\right]=A_{j 1} \sum_{k=1}^{a}\left(A^{-1}\right)_{1 k}  \tag{22.79}\\
\lim _{N \rightarrow \infty}\left[\frac{T_{j}}{\sum_{k} Q_{i k} T_{k}}\right]=\frac{A_{j 1}}{q_{1} A_{i 1}} \tag{22.80}
\end{gather*}
$$

and the limiting transition probabilities are

$$
\begin{equation*}
p_{i j}^{(\infty)}=\frac{Q_{i j}}{q_{1}} \frac{A_{j 1}}{A_{i 1}}=\frac{Q_{i j}}{q_{1}} \frac{M_{i j}}{M_{i i}} \tag{22.81}
\end{equation*}
$$

where we have used the fact that the elements $A_{j 1}(j=1,2, \ldots, a)$ from an eigenvector of $Q$ with eigenvalue $q_{1}=q_{\max }$, so that, referring to (22.52), $A_{j 1}=K b_{j}$ where $K$ is some constant. Using (22.56) and (22.57), we have, finally,

$$
\begin{equation*}
p_{i j}^{(\infty)}=\frac{f_{i j}}{f_{i}} \tag{22.82}
\end{equation*}
$$

From this long calculation we learn many things. In the first place, for a sequence of finite length (the only kind that actually exists), the exact solution has intricate fine details that depend on the length. This, of course, could not be learned by those who try to jump directly into an infinite set at the beginning of a problem. Secondly, it is interesting that standard matrix theory was adequate to solve the problem completely. Finally, in the limit of infinitely long sequences, the exact solution of the maximum entropy problem does indeed go into the familiar Markov chain theory. This gives us a deeper insight into the basis of, and possible limitations on, Markov chain analysis.

Exercise 22.1. The exact meaning of this last statement might be unclear; in a classical Markov chain the transition probabilities two steps down the chain would be given by the square of the one-step matrix $p_{i j}$, three steps by the cube of that matrix, and so on. But our solution determines those multistep probabilities by summing (22.73) over the appropriate indices, which is not obviously the same thing. Investigate this and determine whether the maximum entropy multistep probabilities are the same as the classical Markov ones, or whether they become the same in some limit.

We see that the maximum entropy principle suffices to determine explicit solutions to problems of optimal encoding for noiseless channels. Of course, as we consider more complicated constraints (trigram frequencies, etc.), pencil and paper methods of solution will become impossibly difficult (there is no 'standard matrix theory' for them), and to the best of our knowledge we must resort to computers.

Now, Shannon's ostensibly strongest theorem concerns the limit as $n \rightarrow \infty$ of the problem with $n$-gram frequencies given; his $H \equiv \lim H_{n}$ is held to be the 'true' entropy of the English language, which determines the 'true' minimum channel capacity required to transmit it. We do not question this as a valid mathematical theorem, but from our discussion above it is clear that such a theorem can have no relevance to the real world, because there is no such thing as a 'true' $n$-gram frequency for English, even when $n=1$.

Indeed, even if such frequencies did exist, think for a moment about how one would determine them. Even if we do not distinguish between capital and small letters and include no decimal digits or punctuation marks in our alphabet, there are $26^{10}=1.41 \times 10^{14}$ ten-grams whose frequencies are to be measured and recorded. To store them all on paper at 1000 entries per sheet would require a stack of paper about 7000 miles high.

### 22.8 The noisy channel

Let us examine the simplest nontrivial case, where the noise acts independently (without memory) on each separate letter transmitted. Suppose that each letter has independently the probability $\epsilon$ of being transmitted incorrectly. Then in a message of $N$ letters the probability that there are $r$ errors is the binomial

$$
\begin{equation*}
p(r)=\binom{N}{r} \epsilon^{r}(1-\epsilon)^{N-r} \tag{22.83}
\end{equation*}
$$

and the expected number of errors is $\langle r\rangle=N \epsilon$. Then, if $N \epsilon \ll 1$, we might consider the communication system satisfactory for most purposes. However, it may be essential that the message be transmitted without any error at all (as in sending a computer code instruction to a satellite in orbit). The field of fancy error-correcting codes has a large literature and much sophisticated theory; but a very popular and simple procedure is the checksum.

Suppose, as is usually the case in computer practice, that our 'alphabet' consists of $2^{8}=256$ different characters sent as eight-bit binary numbers, called 'bytes'. At the end of the message one transmits one more byte, which is numerically the sum $(\bmod 256)$ of the $N$ previous ones. The receiver recalculates this sum from the first $N$ bytes received, and compares it with the transmitted checksum. If they agree, then it is virtually certain that the transmission was error-free (if there is an error, then there must be at least two errors which just happened to cancel each other out in the checksum, and the probability of this is astronomically small, far less than $\epsilon$ ). If they disagree, then it is certain that there was a transmission error, so the receiver sends back a 'please repeat' signal to the transmitter, and the process is repeated until error-free transmission is achieved.

Let us see just how good the checksum procedure is according to probability theory. Write, for brevity,

$$
\begin{equation*}
q \equiv(1-\epsilon)^{N+1} \tag{22.84}
\end{equation*}
$$

Then to achieve error-free transmission, there is
probability $q$ that it will require $(N+1)$ symbols transmitted;
probability $(1-q) q$ that $2(N+1)$ symbols will be required;
probability $(1-q)^{2} q$ that $3(N+1)$ symbols will be required;
and so on.
The expected length of transmission to achieve error-free operation is then the sum

$$
\begin{equation*}
\langle L\rangle=(N+1) q\left[1+2(1-q)+3(1-q)^{2}+4(1-q)^{3}+\cdots\right] \tag{22.85}
\end{equation*}
$$

Since $|1-q|<1$, the series converges to $1 / q^{2}$, and so

$$
\begin{equation*}
\langle L\rangle=\frac{N+1}{(1-\epsilon)^{N+1}} \simeq N \exp \{N \epsilon\} \tag{22.86}
\end{equation*}
$$

the approximation holding reasonably well if $N \gg 1$. But if the message is so long that $N \epsilon \gg 1$, this procedure fails; there is almost no chance that we could transmit it without error in any feasible time.

But now an ingenious device comes to the rescue, and shows how much a little probability theory can help us to achieve exactitude. Let us break the long message into $m$ shorter blocks of length $n=N / m$, and transmit each block with its own checksum. From (22.86) the expected total transmission length is now

$$
\begin{equation*}
\langle L\rangle=m \frac{n+1}{(1-\epsilon)^{n+1}}=N \frac{n+1}{n(1-\epsilon)^{n+1}} \tag{22.87}
\end{equation*}
$$

It is evident that if the blocks are too long, then we shall have to repeat too many of them; if they are too short, then we shall waste transmission time sending many unnecessary checksums. Thus there should be an optimal block length which minimizes (22.87). Providentially, this turns out to be independent of $N$; varying $n$, (22.87) reaches a minimum when

$$
\begin{equation*}
1+n(n+1) \log (1-\epsilon)=0, \quad \text { or } \quad(1-\epsilon)^{n+1}=\exp \{-1 / n\} \tag{22.88}
\end{equation*}
$$

For all practical purposes, then, the optimal block length is

$$
\begin{equation*}
(n)_{\mathrm{opt}}=\frac{1}{\sqrt{\epsilon}} \tag{22.89}
\end{equation*}
$$

and the minimum achievable expected length is

$$
\begin{equation*}
\langle L\rangle_{\min }=N\left(\frac{n+1}{n}\right) \exp \left\{\frac{1}{n}\right\} \simeq N(1+2 \sqrt{\epsilon}) \tag{22.90}
\end{equation*}
$$

By breaking a long message into blocks, we have made an enormous improvement. If $\epsilon \simeq$ $10^{-4}$, then it would be impractical to send an error-free message of length $N=100000$ bytes in a single block; for one expects about ten errors in each transmission. The expected transmission length would be about 22000 N bytes, signifying that we would have to repeat the message, on the average, about 22000 times before achieving one error-free result. But the optimal block length is about $n \simeq 100$, and by using this the expected length is reduced to $\langle L\rangle=1.020 \mathrm{~N}$. This signifies that we are sending 1000 blocks, of which each has one extra byte (which accounts for the factor $(n+1) / n \simeq 1+\sqrt{\epsilon}$ ) and about ten will probably need to be repeated (which corresponds to the factor $\exp \{1 / n\} \simeq 1+\sqrt{\epsilon}$ ). But the minimum in (22.87) is very broad; if $40 \leq n \leq 250$, we have $\langle L\rangle \leq 1.030 N$. If $\epsilon=10^{-6}$, then the block technique allows us to transmit error-free messages of any length with virtually no penalty in transmission time ( $\langle L\rangle \simeq 1.002 N$ if $n$ is anywhere near 1000).

To the best of our knowledge, the block technique is an intuitive ad hockery, not derived uniquely from any optimality criterion; yet it is so simple to use and comes so close to the best that could ever be hoped for $(\langle L\rangle=N)$, that there is hardly any incentive to seek anything better.

In the early days of microcomputers, messages were sent to and from disks in block lengths of 128 or 256 bytes, which would be optimal if the error probability for each byte were of the order $\epsilon \simeq 10^{-5}$. At the time of writing (1991) they are being sent instead in blocks of 1024 to 4096 bytes, suggesting that disk reading and writing is now reliable to error probabilities of the order of $10^{-8}$ or better. Of course, it is conservative design to use
block lengths somewhat shorter than the above optimal value, to hedge against deterioration in performance as the equipment wears out and the error rate increases.

But let us note a point of philosophy; in this discussion, have we abandoned our stance of probability theory as logic, and reverted to frequency definitions? Not at all! It is perfectly true that if the error probability $\epsilon$ is indeed an 'objectively real' frequency of errors measured in some class of repetitions of all this, then our $\langle L\rangle_{\text {min }}$ is equally well the objectively real minimum achievable average transmission length over that same class of repetitions.

But there are few cases where this is really known to be true; such experiments are costly in time and resources. In the real world, they are never completed before the design becomes frozen and the manufactured product is delivered to the customers. Indeed, reliability experiments on highly reliable systems can never be really completed at all, because, in the time it requires to do them, our state of knowledge and technical capabilities will change, making the original purpose of the test irrelevant.

Our present point is that probability theory as logic works as well, in the following sense, whether our probabilities are or are not known to be real frequencies. As we saw in Chapter 8, it is an elementary derivable consequence of probability theory as logic that our probabilities are the best estimates of those frequencies that we can make on the information we have.

Then, whatever the evidence on which that probability assignment $\epsilon$ was based, the above equations still describe the most rational design that could have been made, here and now, on the information we had. As noted, this remains true even if we know in advance that only a single message is ever going to be sent over our communication system. Thus, probability theory as logic has a wider range of applications, even in situations where one sometimes pretends that he is using a frequency definition for psychological reasons.

## Appendix A

## Other approaches to probability theory

Needless to say, the way we developed probability theory in Chapter 2 is not the only way it could have been done. The particular conditions we used might have been chosen differently, and there are several other approaches based on entirely different notions.

As an example of the former, many qualitative statements seem so obvious that one might think of taking them as basic axioms or desiderata, instead of the ones we did use. Thus if $A$ implies $B$, then for all $C$ we should expect intuitively to have $P(A \mid C) \leq P(B \mid C)$. Of course, our rules do have this property, for the product rule is

$$
\begin{equation*}
P(A B \mid C)=P(B \mid A C) P(A \mid C)=P(A \mid B C) P(B \mid C) \tag{A.1}
\end{equation*}
$$

But if $A$ implies $B$, then $P(B \mid A C)=1$ and $P(A \mid B C) \leq 1$, so the product rule reduces to the intuitive statement. It may well be that a different choice of axioms would have simplified the derivations of Chapter 2. However, that was not the criterion we used. We chose the ones that appeared to us the most primitive and most difficult to quarrel with, in the belief that the resulting theory would be seen thereby to have the greatest possible generality and range of application.

Now we examine briefly some other approaches that have been advocated in the past.

## A. 1 The Kolmogorov system of probability

In our comments at the end of Chapter 2, we noted the Venn diagram and the relation to set theory that it suggests, which became the basis of the Kolmogorov approach to probability theory. This approach could hardly be more different from ours in general viewpoint and motivation; yet the final results are identical in several respects.

The Kolmogorov system of probability (henceforth denoted by KSP) is a game played on a sample space $\Omega$ of elementary propositions $\omega_{i}$ (or 'events'; it does not matter what we call them at this level of abstraction). We may think of them as corresponding roughly to the individual points of the Venn diagram, although of course the abstract definition makes no such reference.

Then there is a field $F$ consisting of certain selected subsets $f_{j}$ of $\Omega$, corresponding roughly to our propositions $A, \ldots, B, \ldots$ represented by areas of the Venn diagram (although, again, the abstract definition allows sets which need not correspond to areas). $F$ is to have basically three properties:
(I) $\Omega$ is in $F$;
(II) $F$ is a $\sigma$-field, meaning that if $f_{j}$ is in $F$, then its complement with respect to $\Omega, \bar{f}_{j}=$ $\Omega-f_{j}$, is also in $F$;
(III) $F$ is closed under countable unions, meaning that, if countably many $f_{j}$ are in $F$, their union is also in $F$.

Finally, there is to be a probability measure $P$ on $F$, with the properties of:
(1) normalization: $P(\Omega)=1$;
(2) non-negativity: $P\left(f_{i}\right) \geq 0$ for all $f_{i}$ in $F$;
(3) additivity: if $\left\{f_{1} \cdots f_{n}\right\}$ are disjoint elements of $F$ (i.e. they have no points $\omega_{i}$ in common, then $P(f)=\sum_{i} P\left(f_{j}\right)$, where $f=\cup_{j} f_{j}$ is their union;
(4) continuity at zero: if a sequence $f_{1} \supseteq f_{2} \supseteq f_{3} \supseteq \ldots$ tends to the empty set, then $P\left(f_{j}\right) \rightarrow 0$.

There is nothing surprising in these axioms; they seem to be familiar echoes of just what we found in Chapter 2, except that they state analogous properties of sets rather than propositions.

We are with Kolmogorov in spirit when he wants $F$ to be a $\sigma$-field, for any proposition that can be affirmed can also be denied; the operation NOT was also one of our primitive ones. Indeed, we went further by including the operation AND. Then it was a pleasant surprise that (AND, NOT), which are an adequate set for deductive logic, turn out to be also adequate for our extended logic (i.e. given a set of propositions $\left\{A_{1}, \ldots, A_{n}\right\}$ to be considered, our rules generate a system of inference that is formally complete in the sense that it is adequate to assign consistent probabilities to all propositions in the Boolean algebra generated from $\left\{A_{1}, \ldots, A_{n}\right\}$.)

Kolmogorov's closure under countable unions is also implied by this requirement, in the following sense. Working fundamentally with finite sets, we are content fundamentally with finite unions; yet a well-behaved limit to an infinite set may be a convenient simplification, removing intricate but irrelevant details from a finite-set calculation. On the infinite sets thus generated, our finite unions go into countable unions.

But, as noted in Chapter 2, a proposition $A$ referring to the real world cannot always be viewed as a disjunction of elementary propositions $\omega_{i}$ from any set $\Omega$ that has meaning in the context of our problem; and its denial $\bar{A}$ may be even harder to interpret as set complementation. The attempt to replace logical operations on the propositions $A, B, \ldots$ by set operations on the set $\Omega$ does not change the abstract structure of the theory, but it makes it less general in respects that can matter in applications. Therefore we have sought to formulate probability theory in the wider sense of an extension of Aristotelian logic.

Finally, the properties (1)-(4) of the probability measure $P$ were stated by Kolmogorov as seemingly arbitrary axioms; and KSP has been criticized for that arbitrariness. But we recognize them as statements, in the context of sets, of just the four properties that we derived in Chapter 2 from requirements of consistency. For example, the need for non-negativity is apparent from (2.35). Additivity also seems arbitrary when stated merely as an axiom; but in (2.85) we have derived it as necessary for consistency.

Many writers have thought that normalization is merely an arbitrary convention, but (2.31) shows that if certainty is not represented by $p=1$, then we must restate the sum and product rules, or we shall have an inconsistency. For example, if we choose the convention that $p=100$ is to represent certainty, then these rules take the form

$$
\begin{equation*}
p(A \mid B)+p(\bar{A} \mid B)=100, \quad p(A \mid B C) p(B \mid C)=100 p(A B \mid C) . \tag{A.2}
\end{equation*}
$$

More generally, by any change of variables $u=f(p)$ with some monotonic function $f(p)$, we can represent probability on a different scale than the one adopted; but then consistency will require that the product and sum rules also be modified in form, so that the content of our theory is not changed. For example, with the change of variables $u=\log [p /(1-p)]$ the sum rule takes the equally simple form

$$
\begin{equation*}
u(A \mid B)+u(\bar{A} \mid B)=0, \tag{A.3}
\end{equation*}
$$

while the product rule becomes quite complicated. The substantive result is not that one is obliged to use any particular scale; but rather that a theory of probability whose content differs from one in
which there is a single scale that is normalized, non-negative, and additive, will contain inconsistencies.
This should answer an objection sometimes raised (Fine, 1973, p. 65) that Kolmogorov's scale was arbitrary. In 1973, such a charge might have seemed reasonable, calling for further investigation. That further investigation has been made; since we now know that, in fact, he made the only choices that will pass all our tests for consistency, the charge now seems to us unjustified.

We do not know how Kolmogorov was able to see the need for his axiom (4) of continuity at zero; but our approach, in effect, derives it from a simple requirement of consistency. Firstly, let us dispel a misunderstanding. Statement (4) in terms of sets seems to imply that an infinite sequence of subsets is given. But its translation into a statement about propositions does not require that we assign probabilities to an infinite number of propositions. What is essential is that we have an infinite sequence of different states of knowledge, which may be about a single proposition, but which tends to impossibility. Since Kolmogorov's sets are not associated with any such idea as a 'state of knowledge', there seems to be no way to say this in the context of sets; but in the context of propositions it is easy.

We note this to emphasize that it would be a serious error to suppose that we can dispense with this axiom merely by limiting our discourse to a finite set of propositions. The resulting theory would have an arbitrary character which allows one to commit all kinds of inconsistencies.

In our system, 'continuity at zero' takes the following form: given a sequence of probabilities $p(A)_{1}, p(A)_{2}, \ldots$ that tend to certainty, the probabilities $p(\bar{A})_{1}, p(\bar{A})_{2}, \ldots$ assigned to the denial must tend to zero. Indeed, as we noted in (2.48), the functional equation that $S(x)$ satisfies ties values at different $x$ together so strongly that the exact way in which $S(x)$ tends to zero as $x \rightarrow 1$ is the crucial thing that determines the function $S(x)$ over its entire range ( $0 \leq x \leq 1$ ), and therefore determines the additivity property (2.58). Thus, from our viewpoint, Kolmogorov's axioms (3) and (4) appear to be closely related; it is not obvious whether they are logically independent.

For all practical purposes, then, our system will agree with KSP if we are applying it in the set-theory context. But in more general applications, although we have a field of discourse $F$ and probability measure $P$ on $F$ with the same properties, we do not need, and do not always have, any set $\Omega$ of elementary propositions into which the elements of $F$ can be resolved. Of course, in many of our applications such a set $\Omega$ will be present: for example, in equilibrium statistical mechanics the elements $\omega_{i}$ of $\Omega$ can be identified with the stationary 'global' quantum states of a system, which comprise a countable set. In these cases, there will be essentially complete agreement in the abstract formulation, although we carry out practical calculations with more freedom in one respect - and more inhibition in another - for reasons noted below.

Our approach supports KSP in another way also. KSP has been criticized as lacking connection to the real world; it has seemed to some that its axioms are deficient because they contain no statement to the effect that the measure $P$ is to be interpreted as a frequency in a random experiment. ${ }^{1}$ But, from our viewpoint, this appears as a merit rather than a defect; to require that we invoke some random experiment before using probability theory would have imposed an intolerable and arbitrary restriction on the scope of the theory, making it inapplicable to most of the problems that we propose to solve by extended logic.

Even when random experiments are involved in the real problem, propositions specifying frequencies are properly considered, not as determinations of the measure $P$, but as elements of the field $F$. In both Kolmogorov's system and ours, such propositions are not the tools for making inferences, but the things about which inferences are being made.

There are some important differences, however, between these two systems of probability theory. In the first place, in KSP attention is concentrated almost exclusively on the notion of additive

[^128]measure. The Kolmogorov axioms make no reference to the notion of conditional probability; indeed, KSP finds this an awkward notion, really unwanted, and mentions it only reluctantly, as a seeming afterthought. ${ }^{2}$ Although Kolmogorov has a section entitled 'Bayes' theorem', most of his followers ignore it. In contrast, we considered it obvious from the start that all probabilities referring to the real world are necessarily conditional on the information at hand. In Chapter 2 the product rule, with conditional probability and Bayes' theorem as immediate consequences, appeared in our system even before additivity.

Our derivation showed that, from the standpoint of logic, the product rule (and therefore Bayes' theorem) expresses simply the associativity and commutativity of Boolean algebra. This is what gives us that greater freedom of action in calculations, leading in later chapters to the unrestricted use of Bayes' theorem, in which we have complete freedom to move propositions back and forth between the left and right sides of our probability symbols in any way permitted by the product and sum rules. This is a superb computational device - and by far the most powerful tool of scientific inference - yet it is completely missing from expositions of probability theory based on the KSP work (which do not associate probability theory with information or inference at all).

In return for this freedom, we impose on ourselves an inhibition not present in KSP. Having been burned by de Finetti and his followers, we are wary of infinite sets, and approach them only cautiously, after ascertaining that in our problem there is a well-defined and well-behaved limiting process that will not lead us into paradoxes and will serve a useful purpose.

In principle, we start always by enumerating some finite set of propositions $A, B, \ldots$ to be considered. Our field of discourse $F$ is then also finite, consisting of these and - automatically - all propositions that can be 'built up' from them by conjunction, disjunction, and negation. We have no need or wish to 'tear down' by resolving them into a disjunction of finer propositions, much less carrying this to infinite limits, except when this can be a useful calculational device due to the structure of a particular problem.

We have three reasons for taking this stance. The first was illustrated in Chapter 8 by the scenario of Sam's broken thermometer, where we saw that beyond a certain point this finer and finer resolving serves no purpose. Secondly, in Chapter 15 we saw some of the paradoxes that await those who jump directly into infinite sets without considering any limiting process from a finite set. But even here, when we considered the so-called 'Borel-Kolmogorov paradox', we found ourselves in agreement with Kolmogorov's resolution of it, and thus in disagreement with some of his critics. One must approach infinite sets carefully; but once in an uncountable set, one must then approach sets of measure zero just as carefully.

A third reason is that a different resolution often appears more useful to us. Instead of resolving a proposition $A$ into the disjunction $A=B_{1}+B_{2}+\cdots$ of 'smaller' propositions and applying the sum rule, one can equally well resolve it into a conjunction $A=C_{1} C_{2} \cdots$ of 'larger' propositions and apply the product rule. This may be interpreted, in terms of sets, very simply. To specify the geographical layout of a country, there are two possible methods: (1) specify the points that are in it; (2) specify its boundary. Method (1) is the Venn-Kolmogorov viewpoint; but method (2) appears to us equally fundamental and often simpler and more directly related to the information we have in a real problem. In a Venn diagram the boundary of set $A$ is composed of segments of the boundaries of $C_{1}, C_{2}, \ldots$, just as that of a country is composed of segments of rivers, coastlines, and adjacent countries.

These methods are not in conflict; rather, in each problem we may choose the one appropriate to the job before us. But in most of our problems method (2) is the natural one. A physical theory is always stated as a conjunction of hypotheses, not a disjunction; likewise a mathematical theory is defined by the set of axioms underlying it, which is always stated as a conjunction of elementary

[^129]axioms. To express the foundations of any theory as disjunctions would be almost impossible; so we must demand this freedom of choice.

In summary, we see no substantive conflict between our system of probability and Kolmogorov's as far as it goes; rather, we have sought a deeper conceptual foundation which allows it to be extended to a wider class of applications, required by current problems of science.

The theory expounded here is still far from its final, complete form, however. In its present state of development, there are many situations where the robot does not know what to do with its information. For example, suppose it is told that 'Jones was very pleased at the suggestion that $\theta$ might be greater than $100^{\prime}$. By what principles is it to translate this into a probability statement about $\theta$ ?

You and I , however, can make some use of that information to modify our opinions about $\theta$ (upward or downward according to our opinions about Jones). Indeed we can use almost any kind of prior information, and perhaps draw a free-hand curve which indicates roughly how it affects our probability distribution $p(\theta)$. In other words, our brains are in possession of more principles than the robot's for converting raw information, semiquantitatively, into something which the computer can use. This is the main reason why we are convinced that there must be more principles like maximum entropy and transformation groups, waiting to be discovered by someone. Each such discovery will open up a new area of useful applications of this theory.

## A. 2 The de Finetti system of probability

There is today an active school of thought, most of whose members call themselves 'Bayesians', but who are actually followers of Bruno de Finetti and concerned with matters that Bayes never dreamt of. In 1937, de Finetti published a work which expressed a philosophy somewhat like ours and contained not only his marvellous and indispensable exchangeability theorem, but also sought to establish the foundations of probability theory itself on the notion of 'coherence'. This means, roughly speaking, that one should assign and manipulate probabilities so that one cannot be made a sure loser in betting based on them. He appears to derive the rules of probability theory very easily from this premise (de Finetti, 1937).

Since 1937, de Finetti has published many more works on this topic (de Finetti, 1958, 1974a,b), as cited in our general references. Note particularly the large work published in English translation (de Finetti, 1974b). Some have thought that we should have followed de Finetti's coherence principle in the present work. Certainly, that would have shortened our derivations. However, we think that coherence is an unsatisfactory basis in three respects. The first is admittedly only aesthetic; it seems to us inelegant to base the principles of logic on such a vulgar thing as expectation of profit.
The second reason is strategic. If probabilities are thought to be defined basically in terms of betting preferences, then for assigning probabilities one's attention is focused on how to elicit the personal probabilities of different people. In our view, that is a worthy endeavor, but one that belongs to the field of psychology rather than probability theory; our robot does not have any betting preferences. When we apply probability theory as the normative extension of logic, our concern is not with the personal probabilities that different people might happen to have, but with the probabilities that they 'ought to' have, in view of their information - just as James Clerk Maxwell noted in our opening quotation for Chapter 1.

In other words, at the beginning of a problem our concern is not with anybody's personal opinions, but with specifying the prior information on which our robot's opinions are to be based, in the context of the current problem. The principles for assigning prior probabilities consistently by logical analysis of that prior information are for us an essential part of probability theory. Such considerations are almost entirely absent from expositions of probability theory based on the de Finetti approach (although of course it does not forbid us to consider such problems).

The third reason is thoroughly pragmatic: if any rules were found to possess the property of coherence in the sense of de Finetti, but not the property of consistency in the sense of Cox, they would be clearly unacceptable - indeed, functionally unusable - as rules for logical inference. There would be no 'right way' to do any calculation, and no 'right answer' to any question. Then there would be small comfort in the thought that all those different answers were at least 'coherent'.

To the best of our knowledge, de Finetti does not mention consistency as a desideratum, or test for it. Yet it is consistency - not merely coherence - that is essential here, and we find that, when our rules have been made to satisfy the consistency requirements, then they have automatically (and trivially) the property of coherence.

Another point was noted in our Preface. Like Kolmogorov, de Finetti is occupied mostly with probabilities defined directly on arbitrary uncountable sets; but he views additivity differently, and is led to such anomalies as an unlimited sequence of layers, like an onion, of different orders of zero probabilities that add up to one, etc. It is the followers of de Finetti who have perpetrated most of the infinite-set paradoxing that has forced us to turn to (and, like Helmholtz in Chapter 16, exaggerate if necessary) the opposite 'finite-sets' policy in order to avoid them. This line of thought continues, with technical details, in Chapter 15.

## A. 3 Comparative probability

In our Comments Section 1.8 at the end of Chapter 1, we noted a possible objection to our first desideratum:
(I) Degrees of plausibility are to be represented by real numbers.

Why must one do this? Our pragmatic reason was that we do not see how our robot's brain can function by carrying out definite physical operations - mechanical or electronic - unless, at some point, degrees of plausibility are associated with some definite physical quantity.

We recognize that this ignores some aesthetic considerations; for example, the geometry of Euclid derives its elegance in large part from the fact that it is not concerned with numerical values, but with recognizing qualitative conditions of equivalence or similarity. We had this very much in mind when choosing all our other axioms, being careful to ensure that 'consistency' and 'correspondence with common sense' expressed qualitative rather than quantitative properties.

Of course, our one pragmatic argument carries no weight for those concerned with abstract axiomatics rather than making something work, so let us consider the alternatives. If one wishes to pick away at our desideratum I, it can be dissected into simpler axioms. In the following, read ' $(A \mid C)>(B \mid C)$ ' not as a numerical comparison, but simply as the verbal statement, 'given $C, A$ is more plausible than $B^{\prime}$, etc. Then desideratum I may be replaced by two more elementary ones:
(Ia) Transitivity. If $(A \mid X) \geq(B \mid X)$ and $(B \mid X) \geq(C \mid X)$ then $(A \mid X) \geq(C \mid X)$.
(Ib) Universal comparability. Given propositions $A, B, C$, then one of the relations $(A \mid C)>(B \mid C),(A \mid C)=(B \mid C),(A \mid C)<(B \mid C)$ must hold.

To see this, note that, if we postulate both transitivity and universal comparability, then within any finite set of propositions, we can always set up a representation by real numbers (in fact, by rational numbers) that obeys all the ordering relations. For, suppose we have a set $\left\{A_{1}, \ldots, A_{n}\right\}$ of propositions with such numerical measures $\left\{x_{1}, \ldots, x_{n}\right\}$. Adding a new proposition $A_{n+1}$, the transitivity and universal comparability ensure that it fits into a unique place in those ordering relations. But since between any two rational numbers one can always find another rational number, we can always assign a number $x_{n+1}$ to it so that all the ordering relations of the new set $\left\{A_{1}, \ldots, A_{n+1}\right\}$ are also obeyed by our rational numbers $\left\{x_{1}, \ldots, x_{n+1}\right\}$.

At this point, therefore, it is all over with any comparative theory which embodies both transitivity and universal comparability. Once the existence of a representation by real numbers is established, then Cox's theorems take over and force that theory to be identical with the theory of inference that we derived in Chapter 2. That is, either there is some monotonic function of the $x_{i}$ that obeys the standard product and sum rules of probability theory; or else we can exhibit inconsistencies in the rules of the comparative theory.

Some systems of comparative probability theory have both of these axioms; then they have assumed everything needed to guarantee the equivalence to the standard numerical valued theory. This being the case, it would seem foolish to refuse to use the great convenience of the numerical representation. But now, can one drop transitivity or universal comparability and get an acceptable extension of logic with different content than ours?

No comparative probability theory is going to get far if it violates transitivity. Nobody would wish to - or be able to - use it, because we would be trapped in endless loops of circular reasoning. So transitivity is surely going to be one of the axioms of a comparative probability theory; discovery of an intransitivity would be grounds for immediate rejection of any system.
To many, universal comparability does not seem a compelling desideratum. By dropping it we could create a 'lattice' theory, so called because we can represent propositions by points, relations of comparability by lines connecting them in various ways. Then it is conceivable that $A$ and $C$ can be compared, and $B$ and $C$ can be compared; but $A$ is not comparable to $B$. One might contemplate a situation in which $(A \mid D)<(C \mid D)$ and $(B \mid D)<(C \mid D)$; but neither $(A \mid D)<(B \mid D)$ nor $(A \mid D) \geq(B \mid D)$ could be established. This allows a looser structure which cannot be represented faithfully by assigning a single real number to each proposition (although it can be so represented by a lattice of vectors); any attempt to introduce a single-valued numerical representation would generate false comparisons not present in the system.

Much effort has been expended on attempts to develop such looser forms of probability theory in which one does not represent degrees of plausibility by real numbers, but admits only qualitative ordering relations of the form $(A \mid C) \geq(B \mid C)$, and attempts to deduce the existence of a (not necessarily unique) additive measure $p(A \mid B)$ with the property (2.85). The work of L. J. Savage (1954) is perhaps the best known example. A summary of such attempts is given by T. L. Fine (1973). These efforts appear to have been motivated only by an aesthetic feeling - that universal comparability is a stronger axiom than we need - rather than from the hope that any particular pragmatic advantage would be gained by dropping it. However, a restriction appeared in comparative probability theory, robbing it of its initial appeal.

Ordering relations may not be assigned arbitrarily because it must always be possible to extend the field of discourse, by adding more propositions and ordering relations, without generating contradictions. If adding a new ordering relation created an intransitive loop, it would be necessary to modify some ordering relations to restore transitivity. But such extensions may be carried out indefinitely, and, when a set of propositions with transitive ordering relations becomes, in a certain sense, 'everywhere dense' on the path from impossibility to certainty, consistency will require that the theory then approach the conventional numerical-valued probability theory expounded here.

In retrospect (i.e. in view of Cox's consistency theorems) this is hardly surprising; a comparative probability theory whose results conflict with those of our numerical probability theory necessarily contains within it either overtly visible inconsistencies or the seeds of inconsistencies which will become visible when one tries to extend the field of discourse.

Furthermore, it appears to us that any computer designed to carry out the operations of a comparative probability theory must at some stage represent the ordering relations as inequalities of real numbers. So attempts to evade numerical representation not only offer no pragmatic advantage, they are futile. Thus in the end the study of comparative probability theories serves only to show us still another aspect of the superiority of the Cox approach that we follow here.

## A. 4 Holdouts against universal comparability

The arguments in the preceding sections, however, do not quite close the subject, because some of the criticisms of probability theory as logic are from writers who have considered it absurd to suppose that all propositions can be compared. This view seems to arise from two different beliefs: (1) human brains cannot do this; and (2) they think that they have produced examples where it is fundamentally impossible to compare all propositions.

Argument (1) carries no weight for us; in our view, human brains do many absurd things while failing to do many sensible things. Our purpose in developing a formal theory of inference is not to imitate them, but to correct them. We agree that human brains have difficulty in comparing, and reasoning from, propositions that refer to different contexts. But we would observe also that the ability to do this improves with education.

For example, is it more likely that (A) Tokyo will have a severe earthquake on June 1, 2230; or that (B) Norway will have an unusually good fish catch on that day? To most people, the contexts of propositions A and B seem so different that we do not see how to answer this. But with a little education in geophysics and astrophysics, one realizes that the moon could well affect both phenomena, by causing phase-locked periodic variations in the amplitudes of both the tides and stresses in the Earth's crust. Recognition of a possible common physical cause at work makes the propositions seem comparable after all.

The second objection to universal comparability noted above appears to be a misunderstanding of our present theory, but one which does point to cases in which universal comparability would indeed be fundamentally impossible. These are the cases where we are trying to classify propositions with respect to more than one attribute, as in the conceivable multidimensional models of mental activity noted at the end of Chapter 1. All of the alleged counter-examples to comparability that we have seen prove on examination to be of this type.

For example, a mineralogist may classify a collection of rocks with respect to two qualities, such as density and hardness. If, within a certain subclass of them, density alone varies, then obviously there are transitive comparability relations that can be represented faithfully by real numbers $d$. If in another subclass hardness alone varies, there is a similar comparability representable by real numbers $h$. But if we classify rocks by both simultaneously, it requires two real numbers $(d, h)$ to represent them; any attempt to arrange them in a unique one-dimensional order would be arbitrary.

The arbitrariness could be removed if we also introduced some new value judgment or 'objective function' $f(d, h)$ that tells us by relations such as $f\left(d_{1}, h_{1}\right)=f\left(d_{2}, h_{2}\right)$ how to trade off a change $\Delta d=d_{2}-d_{1}$ in $d$ against a change $\Delta h=h_{2}-h_{1}$ in $h$. But then we are classifying the rocks with respect to only one attribute, namely $f$, and universal comparability is again possible.

In the theory of probability developed here we are, by definition, classifying propositions according to only one attribute, which we call intuitively 'degree of plausibility'. Once this is understood, we think that the possibility of representation by real numbers need never be questioned, and the desirability of doing this is attested to by all the nice results and useful applications of the theory.

Nevertheless, the general idea of a comparative probability theory might be useful to us in two respects. Firstly, for many purposes one has no need for precisely defined numerical probabilities; any values that preserve ordering relations within a small set of propositions may be adequate for our purpose. For example, if it is required only to choose between two competing hypotheses, or two feasible actions, a wide range of numerical probability values must all lead to the same final choice. Then the precise position within that range is irrelevant, and to determine it would be wasted computational effort. Something much like a comparative probability theory would then appear, not as a generalization of numerical probability theory, but as a simple, useful approximation to it.

Secondly, the above observation about Tokyo and Norway suggests a possible legitimate application for a lattice theory of probability. If our brains do not have automatically the property of universal comparability, then perhaps a lattice theory might come much closer than the Laplace-Bayes theory to describing the way we actually think. What are some of the properties that can be anticipated of a lattice theory?

## A. 5 Speculations about lattice theories

One evident property is that we could do plausible reasoning only in certain 'domains' consisting of sets of comparable propositions. We would not have any idea how to reason in cases involving a jump across widely separated parts of the lattice; unless we perceive some logical relationship between propositions, we have no criterion for comparing their plausibilities. Our scale of plausibility might be wildly different on different parts of the lattice, and we would have no way of knowing this until we had learned to increase the degree of comparability.

Indeed, the human brain does not start out as an efficient reasoning machine, plausible or deductive. This is something which we require years to learn, and a person who is an expert in one field of knowledge may do only rather poor plausible reasoning in another. ${ }^{3}$ What is happening in the brain during this learning process?

Education could be defined as the process of becoming aware of more and more propositions, and of more and more logical relationships between them. Then it seems natural to conjecture that a small child reasons on a lattice of very open structure: large parts of it are not interconnected at all. For example, the association of historical events with a time sequence is not automatic; the writer has had the experience of seeing a child, who knew about ancient Egypt and had studied pictures of the treasures from the tomb of Tutankhamen, nevertheless coming home from school with a puzzled expression and asking: 'Was Abraham Lincoln the first person?'

It had been explained to him that the Egyptian artifacts were over 3000 years old, and that Abraham Lincoln was alive 120 years ago; but the meaning of those statements had not registered in his mind. This makes us wonder whether there may be primitive cultures in which the adults have no conception of time as something extending beyond their own lives. If so, that fact might not have been discovered by anthropologists, just because it was so unexpected that they would not have raised the question.

As learning proceeds, the lattice develops more and more points (propositions) and interconnecting lines (relations of comparability), some of which will need to be modified for consistency in the light of later knowledge. By developing a lattice with denser and denser structure, one is making his scale of plausibilities more rigidly defined.
No adult ever comes anywhere near to the degree of education where he would perceive relationships between all possible propositions, but he can approach this condition with some narrow field of specialization. Within this field, there would be a 'quasi-universal comparability', and his plausible reasoning within this field would approximate that given by the Laplace-Bayes theory.

A brain might develop several isolated regions where the lattice was locally quite dense; for example, one might be very well-informed about both biochemistry and musicology. Then for reasoning within each separate region, the Laplace-Bayes theory would be well-approximated, but there would still be no way of relating different regions to each other.

[^130]Then what would be the limiting case as the lattice becomes everywhere dense with truly universal comparability? Evidently, the lattice would then collapse into a line, and some unique association of all plausibilities with real numbers would then be possible. Thus, the Laplace-Bayes theory does not describe the inductive reasoning of actual human brains; it describes the ideal limiting case of an 'infinitely educated' brain. No wonder that we fail to see how to use it in all problems!

This speculation may easily turn out to be nothing but science fiction; yet we feel that it must contain at least a little bit of truth. As in all really fundamental questions, we must leave the final decision to the future.

## Appendix B

## Mathematical formalities and style

We collect here a brief account of the various mathematical conventions used throughout this work, and discuss some basic mathematical issues that arise in probability theory. Careless notation has led to so many erroneous results in the recent literature that we need to find rules of notation and terminology that make it as difficult as possible to commit such errors.

A mathematical notation, like a language, is not an end in itself but only a communication device. Its purpose is best served if the notation, like the language, is allowed to evolve with use. This evolution usually takes the form of abbreviations for whatever expressions recur often, and reducing the number of symbols when their meaning can be read from the context.

But a living, changing language still needs a kind of safe harbor in the form of a fixed set of rules of grammar and orthography, hidden away in a dictionary for use when ambiguities threaten. Likewise, probability theory needs a fixed set of normative rules on which we can fall back in case of doubt. We state here our formal rules of notation and logical hierarchy; all chapters from Chapter 3 on start with these standard forms, and evolve from them. A notation which is so convenient that it is almost a necessity in one chapter might be only confusing in the next; so each separate topic must be allowed its own independent evolution from the standard beginning.

## B. 1 Notation and logical hierarchy

In our formal probability symbols (those with a capital $P$ )

$$
\begin{equation*}
P(A \mid B) \tag{B.1}
\end{equation*}
$$

the entries $A, B$ always stand for propositions, with a sufficiently clear meaning (at least to us) that we are willing to use them as elements of Aristotelian logic, obeying a Boolean algebra. Thus $P(A \mid B)$ does not denote a 'function' in the usual sense.

We repeat the warning that a probability symbol is undefined and meaningless if the conditioning statement $B$ happens to have zero probability in the context of our problem (for example, if $B=C D$, but $P(C \mid D)=0$ ). Failure to recognize this can lead to erroneous calculations - just as inadvertently dividing by an expression that happens to have the value zero can invalidate all subsequent results.

To preserve the purity of our probability symbols (B.1) we must have also other symbols for probabilities. Thus, if proposition $A$ has the meaning

$$
\begin{equation*}
A \equiv \text { the variable } q \text { has the particular value } q^{\prime} \tag{B.2}
\end{equation*}
$$

there is a tendency to write, instead of $P(A \mid B)$,

$$
\begin{equation*}
P\left(q^{\prime} \mid B\right) \tag{B.3}
\end{equation*}
$$

But $q^{\prime}$ is not a proposition, and so the writer evidently intends the symbol (B.3) to stand now for an ordinary mathematical function of the variable $q^{\prime}$. In our system this is illegitimate, and so, when an ordinary mathematical function is intended, we shall take the precaution of inventing a different functional symbol such as $f(\mid)$, writing (B.3) instead as

$$
\begin{equation*}
f\left(q^{\prime} \mid B\right) \tag{B.4}
\end{equation*}
$$

Now the distinction between (B.3) and (B.4) may appear to some readers as pedantic nitpicking; so why do we insist on it? Many years ago, the present writer would also have dismissed this point as too trivial to deserve mention; but later experience has brought to light cases where failure to maintain the distinction in clear sight has tricked writers into erroneous calculations and conclusions. The amount of time and effort this has wasted - and which is still being wasted in this field - justifies our taking protective measures against it.

The point is that a proposition $A$ is a verbal statement that may indeed specify the value of some variable $q$; but it generally contains qualifying clauses also:

$$
\begin{equation*}
A \equiv \text { the variable } q \text { has the value } q^{\prime} \text { if the proposition } B \text { is true. } \tag{B.5}
\end{equation*}
$$

If we try to take the short-cut of replacing $A$ by $q^{\prime}$ in the probability symbol, we lose sight of the qualification. Later in the calculation, the same variable $q$ may appear in a proposition $A_{1}$ with a different qualification $B_{1}$; and again one may be tempted to replace $A_{1}$ by $q^{\prime}$ in the probability symbol. Still later in the calculation the same probability symbol will appear with two different meanings, and one is tricked into supposing that they represent the same quantity.

This is what happened in the famous 'marginalization paradox', in which the same probability symbol was used to denote probabilities conditional on two different pieces of prior information, with bizarre consequences described in Jaynes (1980) and in Chapter 15. This confusion is still causing trouble in probability theory, for those who have not yet understood it.

However, we are not fanatics about this. In cases so simple that there is very little danger of error anyway, we allow a compromise and follow the custom of most writers, even though it is not a strictly consistent notation. In probability symbols with a small $p$, we shall allow the arguments to be either propositions or numbers, in any mix: thus, if $A$ is a proposition and $q$ a number, the equation

$$
\begin{equation*}
p(A \mid B)=p(q \mid B) \tag{B.6}
\end{equation*}
$$

is permitted; but with the warning that when small $p$ symbols are used, the reader must judge their meaning from the context, and there is a possibility of error from failure to read them correctly.

A common and useful custom is to use Greek letters to denote parameters in a probability distribution, the corresponding Latin letters for the corresponding functions of the data. For example, one may denote a probability average (the mean of a probability distribution) by $\mu=\langle x\rangle=E(x)$, and then the average over the data would be $m=\bar{x}=n^{-1} \sum x_{i}$. We shall adhere to this except when it would be confusing because of a conflict with some other long established usage.

## B. 2 Our 'cautious approach' policy

The derivation of the rules of probability theory from simple desiderata of rationality and consistency in Chapter 2 applied to discrete, finite sets of propositions. Finite sets are therefore our safe harbor, where Cox's theorems apply and nobody has ever been able to produce an inconsistency from application of the sum and product rules. Likewise, in elementary arithmetic finite sets are the safe harbor in which nobody has been able to produce an inconsistency from applying the rules of addition and multiplication.

As soon as we try to extend probability theory to infinite sets, we are faced with the need to exercise the same kind of mathematical caution that one needs in proceeding from finite arithmetic expressions to infinite series. The 'parlor game' at the beginning of Chapter 15 illustrates how easy it is to commit errors by supposing that the operations of elementary arithmetic and analysis, that are always safe on finite sets, may be carried out also on infinite sets.

In probability theory, it appears that the only safe procedure known at present is to derive our results first by strict application of the rules of probability theory on finite sets of propositions; then, after the finite-set result is before us, observe how it behaves as the number of propositions increases indefinitely. There are, essentially, three possibilities:
(1) It tends smoothly to a finite limit, some terms just becoming smaller and dropping out, leaving behind a simpler analytical expression.
(2) It blows up, i.e. becomes infinite in the limit.
(3) It remains bounded, but oscillates or fluctuates forever, never tending to any definite limit.

In case (1) we say that the limit is 'well-behaved' and accept the limit as the correct solution on the infinite set. In cases (2) and (3) the limit is ill-behaved and cannot be considered a valid solution to the problem. Then we refuse to pass to the limit at all.

This is the 'look before you leap' policy: in principle, we pass to a limit only after verifying that the limit is well-behaved. Of course, in practice this does not mean that we conduct such a test anew on every problem; most situations arise repeatedly, and rules of conduct for the standard situations can be set down once and for all. But in case of doubt, we have no choice but to carry out this test.

In cases where the limit is well-behaved, it may be possible to get the correct answer by operating directly on the infinite set, but one cannot count on it. If the limit is not well-behaved, then any attempt to solve the problem directly on the infinite set would have led to nonsense, the cause of which cannot be seen if one looks only at the limit, and not the limiting process. The paradoxes noted in Chapter 15 illustrate some of the horrors that have resulted from carelessness in this regard.

## B. 3 Willy Feller on measure theory

In contrast to our policy, many expositions of probability theory begin at the outset to try to assign probabilities on infinite sets, both countable or uncountable. Those who use measure theory are, in effect, supposing the passage to an infinite set already accomplished before introducing probabilities. For example, Feller advocates this policy and uses it throughout his second volume (Feller, 1966).

In discussing this issue, Feller (1966) notes that specialists in various applications sometimes 'deny the need for measure theory because they are unacquainted with problems of other types and with situations where vague reasoning did lead to wrong results'. If Feller knew of any case where such a thing has happened, this would surely have been the place to cite it - yet he does not.
Therefore we remain, just as he says, unacquainted with instances where wrong results could be attributed to failure to use measure theory.

But, as noted particularly in Chapter 15, there are many documentable cases where careless use of infinite sets has led to absurdities. We know of no case where our 'cautious approach' policy leads to inconsistency or error; or fails to yield a result that is reasonable.

We do not use the notation of measure theory because it presupposes the passage to an infinite limit already carried out at the beginning of a derivation - in defiance of the advice of Gauss, quoted at the start of Chapter 15. But in our calculations we often pass to an infinite limit at the end of a derivation; then we are in effect using 'Lebesgue measure' directly in its original meaning. We think that failure to use current measure theory notation is not 'vague reasoning'; quite the opposite. It is a matter of doing things in the proper order.

Feller does acknowledge, albeit grudgingly, the validity of our position. While he considers passage to a well-defined limit from a finite set unnecessary, he concedes that it is 'logically impeccable' and has 'the merit of a good exercise for beginners'. That is enough for us; for in this field we are all beginners. Perhaps the beginners who have the most to learn are those who now decline to practice this very instructive exercise.

We note also that measure theory is not always applicable, because not all sets that arise in real problems are measurable. For example, in many applications we want to assign probabilities to functions that we know in advance are continuous. But Mark Kac (1956) notes that the class of continuous functions is not measurable; its inner measure is zero, its outer measure one. ${ }^{1}$ Being a mathematician, he was willing to sacrifice some aspects of the real world in order to conform to his preconception that his sets should be measurable. So to get a measurable class of functions he enlarges it to include the everywhere discontinuous functions. But then the resulting measure is concentrated 'almost entirely' on just the class of functions that, for physical reasons, we need to exclude most strongly from our set! So, while Kac gets a solution that is satisfactory to him, it is not always the solution to a real problem.

Our value judgment is just the opposite; being concerned with the real world, we are willing to sacrifice preconceptions about measurable classes in order to preserve the aspects of the real world that are important in our problem. In this case, a form of our cautious approach policy will always be able to bypass measure theory in order to get the useful results we seek; for example, (1) expand the continuous functions in a finite-number $n$ of orthogonal functions, (2) assign probabilities to the expansion coefficients in a finite-dimensional space $R_{n}$; (3) do the probability calculation; (4) pass to the limit $n \rightarrow \infty$ at the end. In a real problem we find that increasing $n$ beyond a certain value makes a numerically negligible change in our conclusions (i.e. if we are calculating to a finite number of decimal places, a strictly nil change). So we need never depart from finite sets after all. ${ }^{2}$ Useful results, in various applications from statistical mechanics to radar detection, are found in this way.

It appears to us that most - perhaps all - of the paradoxes of infinite sets that arise in calculations are caused by the persistent tendency to pass to infinite limits too soon. Usually, this means that crucially important information is lost before we have a chance to use it; the case of nonconglomerabilty in Chapter 15 is a good example. In any event, whatever the cause and the cure, our position is that the paradoxes of infinite sets belong to the field of infinite-set theory, and have no place in probability theory. Our self-imposed inhibition of considering only finite sets and their well-behaved limits enables us to avoid all of the useless and unnecessary paradoxing that has appeared in the recent statistical literature. From this experience, we conjecture that perhaps all correct results in probability theory are either combinatorial theorems on finite sets or well-behaved limits of them.

But on this issue, too, we are not fanatics. We recognize that the language of set and measure theory was a useful development in terminology, in some cases enabling one to state mathematical propositions with a generality and conciseness that is quite lacking in 19th century mathematics. Therefore we are happy to use that language whenever it contributes to our goal, and we could hardly get along without an occasional 'almost everywhere' or 'of measure zero' phrase. However, when we use a bit of measure theory, it is never in the thought that this makes the argument more rigorous; but only a recognition of the compactness of that language.

Of course, we stand ready and willing to use set and measure theory - just as we stand ready and willing to use number theory, projective geometry, group theory, topology, or any other part of mathematics - wherever this should prove helpful for the technique of finding a result or for

[^131]understanding it. But we see no reason why we must state every proposition in set/measure theory terminology and notation in cases where plain English is clearer and, as far as we can see, not only more efficient for our purposes but actually safer.

Indeed, an insistence that all of mathematics be stated in that language all of the time can place unnecessary burdens on a theory, particularly one intended for application in the real world. It can also degenerate into an affectation, used only linguistically rather than functionally. To give every old, familiar notion a new, impressive name and symbol unknown to Gauss and Cauchy has nothing to do with rigor. It is, more often than not, a form of gamesmanship whose real purpose is to conceal the Mickey Mouse triviality of what is being done. One would blush to state it in plain English.

## B. 4 Kronecker vs. Weierstrasz

At this point, a question will surely be in the reader's mind. After our emphasis on the safety of finite sets, it might appear that all of analysis, which seems to do everything on uncountable sets, is suspect. Let us explain why this is not the case, and why we do place full confidence in the analysis of Cauchy and Weierstrasz. ${ }^{3}$

In the late 19th century, both Karl Weierstrasz (1815-1897) and Leopold Kronecker (1823-1891) were at the University of Berlin, ${ }^{4}$ lecturing on mathematics. A difference developed between them, which has been greatly exaggerated by later commentators, and it is only in the past few years that the real truth about their relationship has started to emerge.

Briefly, Weierstrasz was concerned with perfecting the tools of analysis - particularly power series expansions - with the specific case of elliptic functions in mind as an application. Kronecker was more concerned with the foundations of mathematics in number theory, and questioned the validity of reasoning that does not start back at the integers. On a superficial view, this might seem to deny us all the beautiful results of analysis. Even Morris Kline (1980) gives the impression that Kronecker's asceticism denies us some of the important advances in modern mathematics. But the record has been distorted.

For example, Bell (1937, p. 568) paints a picture of Weierstrasz as the great analyst, putting the final finishing touches on the work of Cauchy, and Kronecker as a mere gadfly, attacking the validity of everything he did without making any positive contribution. It is true that Kronecker annoyed Weierstrasz on at least one occasion, documented in Weierstrasz's correspondence; yet there was not really much conflict in their principles. To understand their positions, we just need a better witness than Eric Temple Bell, and fortunately we have two of them: Henri Poincaré and Harold M. Edwards.

When Weierstrasz died in 1897, Poincaré (1899) wrote a summary of his mathematical work, in which he pointed out that: '.. all the equations which are the object of analysis and which deal with continuous magnitudes are nothing but symbols, replacing an infinite collection of inequalities relating whole numbers.' In the words of H. M. Edwards (1989), '. . . both Weierstrasz and Kronecker based their mathematics entirely on the whole numbers, so that all their work shared in the certitude of arithmetic.' Edwards notes also that several reactionary views commonly attributed to Kronecker are hearsay, for which no support can be found in Kronecker's own words.

For example, Bell (1937, p. 568) tells us, without any supporting documentation, that Kronecker, on hearing of Lindemann's proof that $\pi$ is transcendental, asked of what use that could be, '.. . since

[^132]irrational numbers do not exist?' The documentable fact is that Kronecker's own work on number theory (Kronecker, 1901, p. 4) describes the formula of Leibniz:
\[

$$
\begin{equation*}
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}-\frac{1}{7}+\cdots \tag{B.7}
\end{equation*}
$$

\]

as 'one of the most beautiful arithmetic properties of the odd integers, namely that of determining this geometrical irrational number.' Evidently, Kronecker considered irrational numbers as possessing at least enough 'existence' to allow them to be precisely defined. It is true that he did not consider irrationals to be a necessary part of the foundations; indeed, how could he, or anybody else, think that, in view of relations like the above one, which allow irrationals to be defined entirely in terms of integers? Curiously, Weierstrasz also defined irrationals from the integers in just the same way; so where was the difference between them?

The difference between Kronecker and Weierstrasz was aesthetic rather than substantive: Kronecker wants to keep first principles (the origin in the integers) constantly in view, while Weierstrasz, having made a new construction, is willing to forget the steps by which it was made, and use it as an element in its own right for further construction. Put in modern computer terminology, Weierstrasz did not deny Kronecker's 'machine language' basis of all mathematics, but wanted to develop analysis in a higher level language. Edwards points out that Kronecker's principles, '.. in his mind and in fact, were no different from the principles of his predecessors, from Archimedes to Gauss.'

Thanks largely to the historical research of H. M. Edwards, the truth is emerging and Kronecker is being vindicated and rehabilitated. Perhaps Kronecker was overzealous, and perhaps he misunderstood the position of Weierstrasz; but events since then suggest that he was not zealous enough in his own cause. His failure to respond to Georg Cantor (1845-1918) seems unfortunate, but easy to understand.

To Kronecker, Cantor's ideas were so outré that they had nothing to do with mathematics, and there was no reason for a mathematician to take any note of them. If the editors of the mathematical journals made the mistake of publishing such stuff, that was their problem, not his. But the messages that Kronecker did communicate contained some very important truth; in particular, he complained that much of set theory was fantasy because it was not algorithmic (i.e. it contained no rule by which one could construct a given element or decide, in a finite number of operations, whether a given element did or did not belong to a given set). Today, with our computer mentalities, this seems such an obvious platitude that it is hard to imagine anyone ignoring it, much less denying it; yet that is just what happened. We think that, had mathematicians paid more attention to this warning of Kronecker, mathematics might be in a more healthy state today.

## B. 5 What is a legitimate mathematical function?

Much of the difference between current pure and applied mathematics lies in their different conceptions of the notion of a 'function'. Historically, one started with the well-behaved analytic entire functions like $f(x)=x^{2}$ or $f(x)=\sin x$. Then these 'good functions' were generalized, but in two different ways. In pure mathematics, the idea was generalized in such a way that set theory notions remained valid; first to piecewise continuous functions, then to quite arbitrary rules by which, given a number $x$, one can define another number $f$. Then, perceiving that a function or its argument need not be limited to real or complex numbers, this was generalized further to an arbitrary mapping of one set $X$ onto another set $F$, the elements of which could be almost anything.

In applied mathematics, the notion of a function was generalized in a very different way, so that the useful analytical operations that we perform on functions remain valid. Perhaps the most
important hint was provided by the operation of the Fourier transform. This is still a mapping, but at the higher level of mapping one function $f(x)$ onto another $F(k)$. This mapping was defined by the integrals

$$
\begin{equation*}
F(k)=\int \mathrm{d} x \mathrm{e}^{\mathrm{i} k x} f(x), \quad f(x)=\frac{1}{2 \pi} \int \mathrm{~d} x \mathrm{e}^{-\mathrm{i} k x} F(k) \tag{B.8}
\end{equation*}
$$

If we indicate this Fourier transform pair symbolically as

$$
\begin{equation*}
[f(x) \leftrightarrow F(k)] \tag{B.9}
\end{equation*}
$$

we find the interesting properties that under translation, convolution, and differentiation,

$$
\begin{gather*}
{\left[f(x-a) \leftrightarrow \mathrm{e}^{\mathrm{i} k a} F(k)\right]}  \tag{B.10}\\
{\left[\int \mathrm{d} y f(x-y) g(y) \leftrightarrow F(k) G(k)\right]}  \tag{B.11}\\
{\left[f^{\prime}(x) \leftrightarrow \mathrm{i} k F(k)\right], \quad\left[-\mathrm{i} x f(x) \leftrightarrow F^{\prime}(k)\right] .} \tag{B.12}
\end{gather*}
$$

In other words, analytical operations on one function correspond to algebraic operations on the other.
In practice, these are very useful properties. Thus, to solve a linear differential equation, or difference equation, or integral equation of convolution form [ $\int \mathrm{d} y K(x-y) f(y)=\lambda g(x)$ ], or, indeed, a linear equation which contains all three of these operations, one may take its Fourier transform, which converts it into an algebraic equation for $F(k)$. If this can be solved directly for $F(k)$, then taking the inverse Fourier transform yields the solution $f(y)$ of the original equation. Thus the Fourier transform mapping reduces the solution of linear analytical equations to that of ordinary algebraic equations. In the early 20th century, the theoretical physicist Arnold Sommerfeld in Munich became a great artist in the technique of evaluating these solutions by fancy contour integrals, and some of the greatest of the next generation learned this from him. Today, physicists and engineers could hardly survive without it.

This procedure seemed to apply only to a limited class of functions. In the Dirichlet form of Fourier theory, one shows that, if $f(x)$ is absolutely integrable, then the integral (B.8) surely converges to a well-behaved continuous function $F(k)$ on the real axis, and all is well. If $f(x)$ also vanishes for negative $x$, then $F(k)$ is analytic and bounded in one-half of the complex plane, and all is even better. But if $f(x)$ is absolutely integrable, then $f^{\prime}(x)$ or $f^{\prime \prime}(x)$ may not be; and there is some doubt whether the useful properties are still valid. In the early work on Fourier transforms, such as Titchmarsh (1937), virtually all one's attention was concentrated on the theory of convergence of the integrals, and any function for which the integral did not converge was held not to possess a Fourier transform. This placed an intolerable restriction on the range of useful applications of Fourier theory.

Then a more sophisticated view emerged in theoretical physics. One realized that the usefulness of the Fourier transform lies, not in convergence of any integral, but in the above properties (B.10)-(B.12) of the mapping. Therefore, as long as our functions are sufficiently well-behaved so that the operations in (B.10)-(B.12) make sense, then, if by any means we can define the mapping such that those properties are preserved, then the customary use of Fourier transforms to solve linear integrodifferential equations will be perfectly rigorous, and it does not make the slightest difference whether the integrals (B.8) or the analogous Fourier series do or do not converge. A divergent Fourier series is still a unique ordered sequence of numbers, conveying all the needed information (i.e. it is uniquely determined by, and uniquely determines, its Fourier transform). It was only an historical accident that this mapping was first discovered through series and integral representations, which exist only in special cases.

## B.5.1 Delta-functions

Although its beginnings can be traced back to Duhamel and Green in the 19th century, this movement is commonly held to start with P. A. M. Dirac, who in the 1920s invented the notation of the delta-function $\delta(x-y)$ generalizing Kronecker's $\delta_{i j}$, and showed how to use it to good advantage in applications. It is the 'Fourier transform of a constant' in the sense that as $F(k) \rightarrow 1$, we have $f(x) \rightarrow \delta(x)$. Mathematicians thinking in terms of the set theory definition of a 'function' were horrified and held this to be nonrigorous on the grounds that delta-functions do not 'exist'. But that was only because of their inappropriate definition of the term 'function'. A delta-function is not a mapping of any set onto any other. Laurent Schwartz (1950) tried to make the notion of a delta-function rigorous, but from our point of view awkwardly, because he persisted in defining the term 'function' in a way inappropriate to analysis.

Perceiving this, G. Temple (1955) and M. J. Lighthill (1957) showed how to remove the awkwardness simply by adopting a definition of functions as meaning 'good' functions and limits of sequences of good functions (thus, in our system, a discontinuous function is defined as the limit of a sequence of continuous functions). For this, there is almost no need to mention such things as open and closed sets. Lighthill saw that this definition of 'function' is the one appropriate to Fourier theory. It is now clear that it is also the one appropriate to probability theory and to all of analysis; with it our theorems become simpler and more general, without a long list of exceptions and special cases. For example, any Fourier series may now be differentiated term by term any number of times and the result, whether convergent or not, identifies (by 1:1 correspondence) a unique function in our sense of the word. Physicists had seen this intuitively and used it correctly long before the work of Schwartz, Temple, and Lighthill.

Lighthill produced a very thin book (1957) on the new form of Fourier analysis, which included a table of Fourier transforms in which every entry is a function which was held formerly not to possess a Fourier transform. Yet that table is a gold mine for the useful solution of linear integro-differential equations. In a famous review of Lighthill's book, the theoretical physicist Freeman J. Dyson (1958), a former student of the Cambridge mathematician G. H. Hardy, stated that Lighthill's book ' . . . lays Hardy's work in ruins, and Hardy would have enjoyed it more than anybody.' Throughout the present work, we take Lighthill's approach for granted and assume that the reader is familiar with it. ${ }^{5}$

## B.5.2 Nondifferentiable functions

The issue of nondifferentiable functions arises from time to time in probability theory. In particular, when one solves a functional equation such as those studied in Chapter 2, to assume differentiability is to have a horde of compulsive mathematical nitpickers descend upon one, with claims that we are excluding a large class of potentially important solutions. However, we noted that this is not the case; Aczel demonstrated that Cox's functional equations can all be solved without assuming differentiability (at the cost of much longer derivations) and with just the same solutions that we found above.

Let us take a closer look at the notion of nondifferentiable functions in general. This was not well-received at first by mathematicians. Charles Hermite wrote to Stieltjès: 'I turn away in horror from this awful plague of functions which have no derivatives.' The one generally blamed for this

[^133]plague was Henri Lebesgue (1875-1941), although Weierstrasz had noted them before him. The Weierstrasz nondifferentiable function is
\[

$$
\begin{equation*}
f(x) \equiv \sum_{n=0}^{\infty} a^{n} \cos \left(m^{n} x\right) \tag{B.13}
\end{equation*}
$$

\]

where $(0<a<1)$ and $m$ is a positive odd integer. It is an ordinary Fourier series with period $2 \pi$, since $m^{n}$ is always an integer. Furthermore, the series is uniformly convergent for all real $x$ (since it must converge at least as well as does $\sum a^{n}$ ), so it defines a continuous function. But if $m a>1$, term-by-term differentiation yields a badly divergent series, whose coefficients grow exponentially in $n$. The proof that the derivative

$$
\begin{equation*}
f^{\prime}(x) \equiv \lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h} \tag{B.14}
\end{equation*}
$$

then does not exist for any $x$ is rather tedious. ${ }^{6}$ Weierstrasz's function is, in fact, the limit of a sequence of good functions (the partial sums $S_{k}$ of the first $k$ terms), but it is not a very well-behaved limit, and such functions are of no apparent use to us because they fail to satisfy condition (B.12). Nevertheless, functions like this do arise in applications; for example, in Chapter 7 our attempt to solve the integral equation (7.49) by Fourier transform methods ran up against this difficulty if the kernel was too broad. Then our conclusion was that the integral equation does not have any usable solution unless the kernel $\phi(x-y)$ is at least as sharp as the 'driving force' $f(x)$.

## B.5.3 Bogus nondifferentiable functions

The case most often cited as an example of a nondifferentiable function is derived from a sequence $f_{n}(x)$, each of which is a string of isosceles right triangles whose hypotenuses lie on the real axis and have length $1 / n$. As $n \rightarrow \infty$, the triangles shrink to zero size. For any finite $n$, the slope of $f_{n}(x)$ is $\pm 1$ almost everywhere. Then what happens as $n \rightarrow \infty$ ? The limit $f_{\infty}(x)$ is often cited carelessly as a nondifferentiable function. Now it is clear that the limit of the derivative, $f_{n}^{\prime}(x)$, does not exist; but it is the derivative of the limit that is in question here, $f_{\infty}(x) \equiv 0$, and this is certainly differentiable. Any number of such sequences $f_{n}(x)$ with discontinuous slope on a finer and finer scale may be defined. The error of calling the resulting limit $f_{\infty}(x)$ nondifferentiable, on the grounds that the limit of the derivative does not exist, is common in the literature. In many cases, the limit of such a sequence of bad functions is actually a well-behaved function (although awkwardly defined), and we have no reason to exclude it from our system.

Lebesgue defended himself against his critics thus: 'If one wished always to limit himself to the consideration of well-behaved functions, it would be necessary to renounce the solution of many problems which were proposed long ago and in simple terms.' The present writer is unable to cite any specific problem which was thus solved; but we can borrow Lebesgue's argument to defend our own position.

To reject limits of sequences of good functions is to renounce the solution of many current real problems. Those limits can and do serve many useful purposes, which much current mathematical education and practice still tries to stamp out. Indeed, the refusal to admit delta-functions as legitimate mathematical objects has led mathematicians into error. For example, H. Cramér (1946, Chap. 32) gives an inequality, which we derived in Chapter 17, placing a lower limit to the variance

[^134]of the sampling distribution for a parameter estimator $\theta^{*}$ :
\[

$$
\begin{equation*}
\operatorname{var}\left(\theta^{*}\right) \geq \frac{(1+\mathrm{d} b / \mathrm{d} \theta)^{2}}{n \int \mathrm{~d} x(\partial \log (f) / \partial \theta)^{2} f(x \mid \theta)}, \tag{B.15}
\end{equation*}
$$

\]

where we have made $n$ observations from a sampling distribution $f(x \mid \theta)$, and $b\left(\theta^{*}\right) \equiv E\left(\theta^{*}-\theta\right)$ is the bias of the estimator.

Then Cramér notes that, if $f(x \mid \theta)$ has discontinuities, then 'the conditions for the regular case are usually not satisfied. In such cases it is often possible to find unbiased estimates of 'abnormally high' precision, i.e. such that the variance is smaller than the lower limit [(B.15)] for regular estimates.' How could he have reached such a remarkable conclusion, since (B.15) is only the Schwartz inequality, which does not seem to admit of exceptions? We find that he has used the set-theory definition of a function, and concluded that the derivative $\partial \log (f) / \partial \theta$ does not exist at points of discontinuity. So he takes the integral in (B.15) only over those regions where $f(x \mid \theta)$ is continuous.

But the definition of a discontinuous function which is appropriate in analysis is our limit of a sequence of continuous functions. As we approach that limit, the derivative develops a higher and sharper spike. However close we are to that limit, the spike is part of the correct derivative of the function, and its contribution must be included in the exact integral. Thus the derivative of a discontinuous function $g(x)$ necessarily contains a delta-function $[g(y+)-g(y-)] \delta(x-y)$ at points $y$ of discontinuity, whose contribution is always present in the differentiated Fourier series for $g(x)$, and must be included in order to get the correct physical solution. Had Cramér included this term, (B.15) would have reduced in the limit to $\operatorname{var}\left(\theta^{*}\right) \geq 0$; hardly a useful statement, but at least there would have been no anomaly and no seeming violation of the Schwartz inequality.

In a similar way, the solution of an integral equation with finite limits, of the form

$$
\begin{equation*}
\int_{a}^{b} \mathrm{~d} y K(x, y) f(y)=\lambda g(x), \tag{B.16}
\end{equation*}
$$

generally involves delta-functions like $\delta(y-a)$ or $\delta^{\prime}(y-b)$ at the end-points, and so those who do not believe in delta-functions consider such integral equations as not having solutions. But in real physical problems, exactly such integral equations occur repeatedly, and again the delta-functions must be included in order to get the correct physical solution. Some examples are given by D. Middleton (1960); they are virtually ubiquitous in the prediction of irreversible processes in statistical mechanics. It is astonishing that so few non-physicists have yet perceived this need to include delta-functions, but we think it only illustrates what we have observed independently; those who think of fundamentals in terms of set theory fail to see its limitations because they almost never get around to useful, substantive calculations.

So, bogus nondifferentiable functions are manufactured as limits of sequences of rows of tinier and tinier triangles, and this is accepted without complaint. Those who do this while looking askance at delta-functions are in the position of admitting limits of sequences of bad functions as legitimate mathematical objects, while refusing to admit limits of sequences of good functions! This seems to us a sick policy, for delta-functions serve many essential purposes in real, substantive calculations, but we are unable to conceive of any useful purpose that could be served by a nondifferentiable function. It seems that their only use is to provide trouble-makers with artificially contrived counter-examples to almost any sensible and useful mathematical statement one could make. Henri Poincaré (1909) noted this in his characteristically terse way:

In the old days when people invented a new function they had some useful purpose in mind: now they invent them deliberately just to invalidate our ancestors' reasoning, and that is all they are ever going to get out of them.

We would point out that those trouble-makers did not, after all, invalidate our ancestors' reasoning; their pathology appeared only because they adopted, surreptitiously, a different definition
of the term 'function' than our ancestors used. Had this been pointed out, it would have been clear that there was no need to modify our ancestors' conclusions.

Today, this fad of artificially contrived mathematical pathology seems nearly to have run its course, and for just the reason that Poincaré foresaw; nothing useful can be done with it. While we still see exhortations not to assume differentiability of an unknown function, it is difficult to find even one specific example of a nondifferentiable function appearing - much less actually being used for anything - in the recent literature. One must go back to old works like Titchmarsh (1939) to see them at all.

Note, therefore, that we stamp out this plague too, simply by our defining the term 'function' in the way appropriate to our subject. The definition of a mathematical concept that is 'appropriate' to some field is the one that allows its theorems to have the greatest range of validity and useful applications, without the need for a long list of exceptions, special cases, and other anomalies. In our work the term 'function' includes good functions and well-behaved limits of sequences of good functions; but not nondifferentiable functions. We do not deny the existence of other definitions which do include nondifferentiable functions, any more than we deny the existence of fluorescent purple hair dye in England; in both cases, we simply have no use for them. ${ }^{7}$

## B. 6 Counting infinite sets?

It is well known that Lewis Carroll's children's books were really expositions of the principles of logic, conveyed by the device of stating the opposite in a form that would appear ludicrous even to small children. One of his poems ends thus:

He thought he saw an Argument that proved he was the Pope:
He looked again and found it was a Bar of Mottled Soap.
'A fact so dread,' he faintly said, 'Extinguishes all hope!'
Indeed, many of the arguments seriously proposed in probability theory are seen, on second glance, to be nothing but mottled soap. The idea was appropriated in a famous anecdote ${ }^{8}$ about the Cambridge mathematician G. H. Hardy; J. E. McTaggart expressed doubt that from a false proposition all propositions can be deduced, by challenging him thus: 'Given $2+2=5$ : prove that I am the Pope.' Whereupon Hardy replied: 'Subtract 3 from each side and we have $1=2$. Now we agree that the Pope and you are two; therefore the Pope and you are one!' But that was only a play on words; infinite-set theory gives us a superior grade of mottled soap, with which we can prove McTaggart's papacy much more convincingly.

We start from the premise that two sets have the same number of elements if they can be put into 1:1 correspondence with each other. Then by the association $(n \leftrightarrow 2 n), n=1,2, \ldots$, we can put the positive integers into 1:1 correspondence with the positive even integers. And by the association ( $2 n \leftrightarrow 2 n-1$ ), $n=1,2, \ldots$, we can, equally well, put the positive even integers into $1: 1$ correspondence with the positive odd integers; so by such logic it seems that we would be driven to conclude that:
(A) (number of integers) $=$ (number of even integers);
(B) (number of even integers) $=$ (number of odd integers);
(C) (number of integers) $=2 \times$ (number of even integers);

[^135]and from $(\mathrm{A})$ and $(\mathrm{C})$ it follows that $1=2$. The reasoning here is not very different from that in Eqs. (15.2)-(15.3).

Our view is that the 'set of all integers' is undefined except as a limit of finite sets, and if it is approached in that way, by introducing the explicit limiting process, no contradiction can be produced whatever limiting process we choose, even though the limiting ratio of (number of even integers)/(number of integers) can be made to be any $x$ we please in $0 \leq x \leq 1$. That is, the limit of (number of odd integers)/(number of integers) will be ( $1-x$ ), and our counting will remain consistent in the limit.

For example, every integer is included once and only once in the sequence $\{1,3,2,5,7,4, \ldots\}$, in which we take alternately two odd and one even. Then counting elements only in the finite sets consisting of the first $n$ elements of this sequence, and passing to the limit $n \rightarrow \infty$ after doing the counting, we would find in place of the inconsistent statements (A), (B), (C) above, the consistent set
( $\mathrm{A}^{\prime}$ ) (number of integers) $=3 \times$ (number of even integers);
( $B^{\prime}$ ) (number of even integers) $=1 / 2 \times$ (number of odd integers);
$\left(C^{\prime}\right)($ number of integers $)=($ number of even integers $)+($ number of odd integers $)$.
These ideas are not as new as one might think. Galileo (1638), in his Dialogues Concerning Two New Sciences, notes two curious facts. On the one hand, each integer has one and only one square, and no two of them have the same square; from which it would seem that the number of integers and the number of squares must be the same. On the other hand, it is evident that there are many integers (in a certain sense, the 'great majority' of them) which are not squares. From this he draws the eminently sensible conclusion:

This is one of the difficulties which arise when we attempt, with our finite minds, to discuss the infinite, assigning to it those properties which we give to the finite and limited; but this I think is wrong, for we cannot speak of infinite quantities as being the one greater or less than or equal to another.

Hermann Weyl, 300 years later, expressed almost exactly the same judgment, as noted below. See, for example, Weyl (1949).

## B. 7 The Hausdorff sphere paradox and mathematical diseases

The inconsistent statements above are structurally almost identical with the Hausdorff paradox concerning congruent sets on a sphere, except for the promotion up to uncountable sets (here $X, Y, Z$ are disjoint sets which nearly cover the sphere, and $X$ is congruent to $Y$, in the sense that a rotation of the sphere makes $X$ coincide with $Y$, and likewise $Y$ is congruent to $Z$. But what is extraordinary is the claim that $X$ is also congruent to the union of $Y$ and $Z$, even though $Y \neq Z$ ). We are, like Poincaré and Weyl, puzzled by how mathematicians can accept and publish such results; why do they not see in this a blatant contradiction which invalidates the reasoning they are using?

Nevertheless, L. J. Savage (1962) accepted this antinomy as literal fact and, applying it to probability theory, said that someone may be so rash as to blurt out that he considers congruent sets on the sphere equally probable; but the Hausdorff result shows that his beliefs cannot actually have that property. The present writer, pondering this, has been forced to the opposite conclusion: my belief in the existence of a state of knowledge which considers congruent sets on a sphere equally probable, is vastly stronger than my belief in the soundness of the reasoning which led to the Hausdorff result.

Presumably, the Hausdorff sphere paradox and the Russell Barber paradox have similar explanations: one is defining weird sets with self-contradictory properties, so, of course, from that mess it will be possible to deduce any absurd proposition we please. Hausdorff entitled his work 'Mengenlehre', and Poincaré made the famous quip that 'Future generations will regard Mengenlehre as a disease from which one has recovered.' But he would be appalled to see this recovery not yet achieved 80 years later; nevertheless, Poincare's views are alive and well today among users of applied mathematics.

For example, in 1983 the writer heard a talk by a very prominent statistician, reporting on an historical investigation. He remarked: 'I was surprised to learn that, before the days of Bourbaki, the French actually produced some useful mathematics.' More recently, the Nobel Laureate theoretical physicist Murray Gell-Mann (1992), discussed this situation. He opined that there is still much in modern mathematics of value to physics, and the divergence of pure mathematics from science is in part only an illusion produced by the obscurantist language of Bourbakists and their reluctance to write up any non-trivial example in explicit detail. He concludes: 'Pure mathematics and science are finally being reunited and, mercifully, the Bourbaki plague is dying out.'

We wish we could feel that optimistic. In our view, this plague is far more serious than mere obscure language; it infects the substantive content of pure mathematics. A sane person can have no confidence in any of it; rules of conduct must be found which prevent the appearance of these ridiculous paradoxes, and then our mathematics textbooks must be rewritten. As is well known, Russell's theory of types can dispose of a few paradoxes, but far from all of them. We fear that, even with the best of good will on both sides, it will require at least another generation to bring about the reconciliation of pure mathematics and science. For now, it is the responsibility of those who specialize in infinite-set theory to put their own house in order before trying to export their product to other fields. Until this is accomplished, those of us who work in probability theory or any other area of applied mathematics have a right to demand that this disease, for which we are not responsible, be quarantined and kept out of our field.

In this view, too, we are not alone; and indeed have the support of many non-Bourbakist mathematicians. In our Preface we quoted Morris Kline (1980) on the dangers of allowing infinite-set theory to get a foothold in applied mathematics. He in turn (on his p. 237) quotes Hermann Weyl. Both Brouwer and Weyl noted that classical logic had been developed for application to finite sets. The attempt to apply classical logic, without justification, to infinite sets is, in Weyl's words: ' $\quad$. the Fall and original sin of set theory, for which it is justly punished by the antinomies. It is not that such contradictions showed up that is surprising, but that they showed up at such a late stage of the game.'

But there is a simple explanation for this late appearance, noted with examples in Chapter 15: if an erroneous argument leads to an absurd result immediately, it will be abandoned and we shall never hear about it. If it yields a reasonable result on the first two or three tries, then there is some range of problems where it will succeed. One will continue using it, but at first conservatively - on problems that are quite similar, so it is likely to continue giving reasonable results. Only later, when one becomes over-confident and tries to extend the application to different kinds of problems, do the contradictions appear. ${ }^{9}$

Just the same phenomenon occurred in orthodox statistics, where the ad hoc inventions such as confidence intervals yielded acceptable results for a long time because they were used at first only on simple problems which were free of nuisance parameters, but sufficient statistics existed, and there was no very important prior information. Nobody took any note of the fact that the numerical

[^136]results were then the same as the Bayesian posterior probability intervals at the same level (based on the uninformative priors given by Jeffreys). Confidence intervals were widely held, by mathematicians such as Neyman, Cramér and Wilks, to be great advances over Bayesian methods, until their contradictions began to appear when one tried to apply them to more general problems. ${ }^{10}$ Finally, we were able to show (Jaynes, 1976) that confidence intervals are satisfactory as inferences only in those special cases where they happen to agree with the Bayesian intervals after all.

Kline (1980, p. 285) also quotes J. Willard Gibbs on this subject: ‘The pure mathematician can do what he pleases, but the applied mathematician must be at least partially sane.' In any event, no sane person would try to use such anomalies as the Hausdorff sphere paradox in a real application.

Finally, we offer a few more general comments on mathematical style.

## B. 8 What am I supposed to publish?

L. J. Savage (1962) asked this question to express his bemusement at the fact that, no matter what topic he chose to discuss, and no matter what style of writing he chose to adopt, he was sure to be criticized for not making a different choice. In this he was not alone. We would like to plead for a little more tolerance of our individual differences.

If anyone wants to concentrate his attention on infinite sets, measure theory, and mathematical pathology in general, he has every right to do so. And he need not justify this by pointing to useful applications or apologize for the lack of them; as was noted long ago, abstract mathematics is worth knowing for its own sake.

But others in turn have equal rights. If we choose to concentrate on those aspects of mathematics which are useful in real problems and which enable us to carry out the important substantive calculations correctly - but which the mathematical pathologists never get around to - we feel free to do so without apology.

Ultimately, the mathematical level and depth of this work were chosen with the aim of making it possible for all readers to extract what they want from it. Since those who approach a work with the sole purpose of finding fault with its style of presentation will always be able to do so no matter how it is presented, our aim was to ensure that those who approach it with sincere desire to understand its content will also be able to do so. Thus we try to give cogent reasons why the ideas we advocate are 'obvious', while those we deplore are not, when this can be done briefly enough not to interrupt the line of argument. This inevitably leaves some lacunae, in part filled in by the Comments sections at the end of most chapters.

In this connection, the question of what is and is not 'obvious' is a matter of gamesmanship that is played in two opposite directions. On the one hand, the standard way of introducing notions that do not stand up to critical examination - or to deprecate those that stand up too well to be safely opposed - is to call them 'obvious'. On the other hand, to express grave doubts about simple matters that are obvious is the equally standard technique for imputing to one's self deep critical faculties not possessed by others. We try to steer a middle course between these, but like Savage do so in the knowledge that, whatever our choice, it will receive opposite criticisms from the two types of gamesman.

But we avoid one common error: nothing could be more pathetically mistaken than the prefatory claim of one author in this field that mathematical rigor 'guarantees the correctness of the results'. On the contrary, much experience teaches us that the more one concentrates on the appearance of

[^137]mathematical rigor, the less attention one pays to the validity of the premises in the real world, and the more likely one is to reach final conclusions that are absurdly wrong in the real world.

## B. 9 Mathematical courtesy

A few years ago the writer attended a seminar talk by a young mathematician who had just received his Ph.D. degree and, we understood, had a marvellous new limit theorem of probability theory. He started to define the sets he proposed to use, but three blackboards were not enough for them, and he never got through the list. At the end of the hour, having to give up the room, we walked out in puzzlement, not knowing even the statement of his theorem.
A '19th century mathematician' like Poincaré would have been into the meat of the calculation within a few minutes and would have completed the proof and pointed out its consequences in time for discussion.

The young man is not to be blamed; he was only doing what he had been taught a '20th century mathematician' must do. Although he has perhaps now learned to plan his talks a little better, he is surely still wasting much of his own time and that of others in reciting all the preliminary incantations that are demanded in 20th century mathematics before one is allowed to proceed to the actual problem. He is a victim of what we consider to be, not higher standards of rigor, but studied mathematical discourtesy.

Nowadays, if you introduce a variable $x$ without repeating the incantation that it is in some set or 'space' $X$, you are accused of dealing with an undefined problem. If you differentiate a function $f(x)$ without first having stated that it is differentiable, you are accused of lack of rigor. If you note that your function $f(x)$ has some special property natural to the application, you are accused of lack of generality. In other words, every statement you make will receive the discourteous interpretation.

Obviously, mathematical results cannot be communicated without some decent standards of precision in our statements. But a fanatical insistence on one particular form of precision and generality can be carried so far that it defeats its own purpose; 20th century mathematics often degenerates into an idle adversary game instead of a communication process.

The fanatic is not trying to understand your substantive message at all, but only trying to find fault with your style of presentation. He will strive to read nonsense into what you are saying, if he can possibly find any way of doing so. In self-defense, writers are obliged to concentrate their attention on every tiny, irrelevant, nitpicking detail of how things are said rather on what is said. The length grows; the content shrinks.

Mathematical communication would be much more efficient and pleasant if we adopted a different attitude. For one who makes the courteous interpretation of what others write, the fact that $x$ is introduced as a variable already implies that there is some set $X$ of possible values. Why should it be necessary to repeat that incantation every time a variable is introduced, thus using up two symbols where one would do? (Indeed, the range of values is usually indicated more clearly at the point where it matters, by adding conditions such as $(0<x<1)$ after an equation.)

For a courteous reader, the fact that a writer differentiates $f(x)$ twice already implies that he considers it twice differentiable; why should he be required to say everything twice? If he proves proposition $A$ in enough generality to cover his application, why should he be obliged to use additional space for irrelevancies about the most general possible conditions under which $A$ would be true?

A scourge as annoying as the fanatic is his cousin, the compulsive mathematical nitpicker. We expect that an author will define his technical terms, and then use them in a way consistent with his definitions. But if any other author has ever used the term with a slightly different shade of meaning,
the nitpicker will be right there accusing you of inconsistent terminology. The writer has been subjected to this many times; and colleagues report the same experience.

Nineteenth century mathematicians were not being nonrigorous by their style; they merely, as a matter of course, extended simple civilized courtesy to others, and expected to receive it in return. This will lead one to try to read sense into what others write, if it can possibly be done in view of the whole context; not to pervert our reading of every mathematical work into a witch-hunt for deviations from the Official Style.

Therefore, sympathizing with the young man's plight but not intending to be enslaved like him, we issue the following:

## Emancipation Proclamation

Every variable $x$ that we introduce is understood to have some set $X$ of possible values. Every function $f(x)$ that we introduce is understood to be sufficiently well-behaved so that what we do with it makes sense. We undertake to make every proof general enough to cover the application we make of it. It is an assigned homework problem for the reader who is interested in the question to find the most general conditions under which the result would hold.

We could convert many 19 th century mathematical works to 20 th century standards by making a rubber stamp containing this Proclamation, with perhaps another sentence using the terms 'sigma-algebra, Borel field, Radon-Nikodym derivative', and stamping it on the first page.

Modern writers could shorten their works substantially, with improved readability and no decrease in content, by including such a Proclamation in the copyright message, and writing thereafter in 19th century style. Perhaps some publishers, seeing these words, may demand that they do this for economic reasons; it would be a service to science.

In this appendix we have presented many short quotations without the references. Supporting documentation and many further interesting details may be found in Bell (1937), Félix (1960), Kline (1980), and Rowe and McCleary (1989).

## Appendix C

## Convolutions and cumulants

Firstly we note some general mathematical facts which have nothing to do with probability theory. Given a set of real functions $f_{1}(x), f_{2}(x), \ldots, f_{n}(x)$ defined on the real line and not necessarily non-negative, suppose that their integrals (zeroth moments) and their first, second, and third moments exist:

$$
\begin{align*}
Z_{i} \equiv \int_{-\infty}^{\infty} \mathrm{d} x f_{i}(x)<\infty, & S_{i} \equiv \int_{-\infty}^{\infty} \mathrm{d} x x^{2} f_{i}(x)<\infty, \\
F_{i} \equiv \int_{-\infty}^{\infty} \mathrm{d} x x f_{i}(x)<\infty & T_{i} \equiv \int_{-\infty}^{\infty} \mathrm{d} x x^{3} f_{i}(x)<\infty \tag{C.1}
\end{align*}
$$

The convolution of $f_{1}$ and $f_{2}$ is defined by

$$
\begin{equation*}
h(x) \equiv \int_{-\infty}^{\infty} \mathrm{d} y f_{1}(y) f_{2}(x-y) \tag{C.2}
\end{equation*}
$$

or, in condensed notation, $h=f_{1} * f_{2}$. Convolution is associative: $\left(f_{1} * f_{2}\right) * f_{3}=f_{1} *\left(f_{2} * f_{3}\right)$, so we can write a multiple convolution as ( $h=f_{1} * f_{2} * f_{3} * \cdots * f_{n}$ ) without ambiguity. What happens to the moments under this operation? The zeroth moment of $h(x)$ is

$$
\begin{equation*}
Z_{h}=\int_{-\infty}^{\infty} \mathrm{d} x \int_{-\infty}^{\infty} \mathrm{d} y f_{1}(y) f_{2}(x-y)=\int \mathrm{d} y f_{1}(y) Z_{2}=Z_{1} Z_{2} . \tag{C.3}
\end{equation*}
$$

Therefore, if $Z_{i} \neq 0$ we can multiply $f_{i}(x)$ by some constant factor which makes $Z_{i}=1$, and this property will be preserved under convolution. In the following we assume that this has been done for all $i$. Then the first moment of the convolution is

$$
\begin{align*}
F_{h} & =\int_{-\infty}^{\infty} \mathrm{d} x \int_{-\infty}^{\infty} \mathrm{d} y f_{1}(y) x f_{2}(x-y)=\int \mathrm{d} y f_{1}(y) \int_{-\infty}^{\infty} \mathrm{d} q(y+q) f_{2}(q)  \tag{C.4}\\
& =\int_{-\infty}^{\infty} \mathrm{d} y f_{1}(y)\left[y Z_{2}+F_{2}\right]=F_{1} Z_{2}+Z_{1} F_{2}
\end{align*}
$$

so the first moments are additive under convolution:

$$
\begin{equation*}
F_{h}=F_{1}+F_{2} . \tag{C.5}
\end{equation*}
$$

For the second moment, we have by a similar argument

$$
\begin{equation*}
S_{h}=\int \mathrm{d} y f_{1}(y) \int \mathrm{d} q\left(y^{2}+2 y q+q^{2}\right) f_{2}(q)=S_{1} Z_{2}+2 F_{1} F_{2}+Z_{1} S_{2} \tag{C.6}
\end{equation*}
$$

or

$$
\begin{equation*}
S_{h}=S_{1}+2 F_{1} F_{2}+S_{2} . \tag{C.7}
\end{equation*}
$$

Subtracting the square of (C.5), the cross-product term cancels out, and we see that there is another quantity additive under convolution:

$$
\begin{equation*}
\left[S_{h}-\left(F_{h}\right)^{2}\right]=\left[S_{1}-\left(F_{1}\right)^{2}\right]+\left[S_{2}-\left(F_{2}\right)^{2}\right] . \tag{C.8}
\end{equation*}
$$

Proceeding to the third moment, we find

$$
\begin{equation*}
T_{h}=T_{1} Z_{2}+3 S_{1} F_{2}+3 F_{1} S_{2}+Z_{1} T_{2}, \tag{C.9}
\end{equation*}
$$

and after some algebra (subtracting off functions of (C.5) and (C.7)), we can confirm that there is a third quantity, namely

$$
\begin{equation*}
T_{h}-3 S_{h} F_{h}+2\left(F_{h}\right)^{3} \tag{C.10}
\end{equation*}
$$

that is additive under convolution.
This generalizes at once to any number of such functions: let $h(x) \equiv f_{1} * f_{2} * f_{3} * \cdots * f_{n}$. Then we have found the additive quantities

$$
\begin{gather*}
F_{h}=\sum_{i=1}^{n} F_{i} \\
S_{h}-F_{h}^{2}=\sum_{i=1}^{n}\left(S_{i}-F_{i}^{2}\right)  \tag{C.11}\\
T_{h}-3 S_{h} F_{h}+2 F_{h}^{3}=\sum_{i=1}^{n}\left(T_{i}-3 S_{i} F_{i}+2 F_{i}^{3}\right) .
\end{gather*}
$$

These quantities, which 'accumulate' additively under convolution, are called the cumulants; we have developed them in this way to emphasize that the notion has nothing, fundamentally, to do with probability.

At this point, we define the $n$th cumulant as the $n$th moment, with 'correction terms' from lower moments, so chosen as to make the result additive under convolution. Then two questions call out for solution: (1) do such correction terms always exist; and (2) if so, how do we find a general algorithm to construct them?

To answer these questions, we need a more powerful mathematical method. Introduce the Fourier transform of $f_{i}(x)$ :

$$
\begin{equation*}
\mathcal{F}_{i}(\alpha) \equiv \int_{-\infty}^{\infty} \mathrm{d} x f_{i}(x) \mathrm{e}^{\mathrm{i} \alpha x} \quad f_{i}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \alpha \mathcal{F}_{i}(\alpha) \mathrm{e}^{-\mathrm{i} \alpha x} \tag{C.12}
\end{equation*}
$$

Under convolution it behaves very simply:

$$
\begin{align*}
\mathcal{H}(\alpha) & =\int_{-\infty}^{\infty} \mathrm{d} x h(x) \mathrm{e}^{\mathrm{i} \alpha x}=\int \mathrm{d} y f_{1}(y) \int \mathrm{d} x \mathrm{e}^{\mathrm{i} \alpha x} f_{2}(x-y) \\
& =\int \mathrm{d} y f_{1}(y) \int \mathrm{d} q \mathrm{e}^{\mathrm{i} \alpha(y+q)} f_{2}(q)  \tag{C.13}\\
& =\mathcal{F}_{1}(\alpha) \mathcal{F}_{2}(\alpha)
\end{align*}
$$

In other words, $\log \mathcal{F}(\alpha)$ is additive under convolutions. This function has some remarkable properties in connection with the notion of the 'cepstrum' discussed later. For now, examine the power series expansions of $\mathcal{F}(\alpha)$ and $\log \mathcal{F}(\alpha)$. The first is

$$
\begin{equation*}
\mathcal{F}(\alpha)=M_{0}+M_{1}(\mathrm{i} \alpha)+M_{2} \frac{(\mathrm{i} \alpha)^{2}}{2!}+M_{3} \frac{(\mathrm{i} \alpha)^{3}}{3!}+\cdots \tag{C.14}
\end{equation*}
$$

with the coefficients

$$
\begin{equation*}
M_{n}=\left.\frac{1}{\mathrm{i}^{n}} \frac{\mathrm{~d}^{n} \mathcal{F}(\alpha)}{\mathrm{d} \alpha^{n}}\right|_{\alpha=0}=\int_{-\infty}^{\infty} \mathrm{d} x x^{n} f(x), \tag{C.15}
\end{equation*}
$$

which are just the $n$th moments of $f(x)$; if $f(x)$ has moments up to order $N$, then $\mathcal{F}(\alpha)$ is differentiable $N$ times at the origin. There is a similar expansion for $\log \mathcal{F}(\alpha)$ :

$$
\begin{equation*}
\log \mathcal{F}(\alpha)=C_{0}+C_{1}(\mathrm{i} \alpha)+C_{2} \frac{(\mathrm{i} \alpha)^{2}}{2!}+C_{3} \frac{(\mathrm{i} \alpha)^{3}}{3!}+\cdots \tag{C.16}
\end{equation*}
$$

Evidently, all its coefficients

$$
\begin{equation*}
C_{n}=\left.\frac{1}{\mathrm{i}^{n}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \alpha^{n}} \log \mathcal{F}(\alpha)\right|_{\alpha=0} \tag{C.17}
\end{equation*}
$$

are additive under convolution, and are therefore cumulants. In fact, the term 'cumulant' is often defined by this relation, rather than by the property of accumulating. The first few are

$$
\begin{gather*}
C_{0}=\log \mathcal{F}(0)=\log \int \mathrm{d} x f(x)=\log (Z),  \tag{C.18}\\
C_{1}=\frac{1}{\mathrm{i}} \frac{\int \mathrm{~d} x \mathrm{i} x f(x)}{\int \mathrm{d} x f(x)}=\frac{\mathcal{F}}{Z},  \tag{C.19}\\
C_{2}=\frac{\mathrm{d}^{2}}{\mathrm{~d}(\mathrm{i} \alpha)^{2}} \log \mathcal{F}(\alpha)=\frac{\mathrm{d}}{\mathrm{~d}(\mathrm{i} \alpha)} \frac{\int \mathrm{d} x x f(x) \mathrm{e}^{\mathrm{i} \alpha x}}{\int \mathrm{~d} x f(x) \mathrm{e}^{\mathrm{i} \alpha x}}=\frac{\int f \int x^{2} f-\left(\int x f\right)^{2}}{\left(\int f\right)^{2}}, \tag{C.20}
\end{gather*}
$$

or

$$
\begin{equation*}
C_{2}=\frac{S}{Z}-\left(\frac{\mathcal{F}}{Z}\right)^{2} \tag{C.21}
\end{equation*}
$$

which we recognize as just the cumulants found directly above; likewise, after some tedious calculation, $C_{3}$ and $C_{4}$ prove to be equal to the third and fourth cumulants (C.10). Have we then found in (C.17) all the cumulants of a function, or are there still more that cannot be found in this way? We would argue that if all the $C_{i}$ exist (i.e. $f(x)$ has moments of all orders, so $\mathcal{F}(\alpha)$ is an entire function) then the $C_{i}$ uniquely determine $\mathcal{F}(\alpha)$ and therefore $f(x)$, so they must include all the algebraically independent cumulants; any others must be linear functions of the $C_{i}$. But if $f(x)$ does not have moments of all orders, the answer is not obvious, and further investigation is needed.

## C. 1 Relation of cumulants and moments

While adhering to our convention $Z=1$, let us go to a more general notation for the $n$th moment of a function:

$$
\begin{equation*}
M_{n} \equiv \int_{-\infty}^{\infty} \mathrm{d} x x^{n} f(x)=\left.\frac{\mathrm{d}^{n}}{\mathrm{~d}(\mathrm{i} \alpha)^{n}} \int \mathrm{~d} x f(x) \mathrm{e}^{\mathrm{i} \alpha x}\right|_{\alpha=o}=\mathrm{i}^{-n} \mathcal{F}^{(n)}(0), \quad n=0,1,2, \ldots \tag{C.22}
\end{equation*}
$$

It is often convenient to use also the notation

$$
\begin{equation*}
M_{n}=\overline{x^{n}}, \tag{C.23}
\end{equation*}
$$

indicating an average of $x^{n}$ with respect to the function $f(x)$. We stress that these are not in general probability averages; we are indicating some general algebraic relations in which $f(x)$ need not be non-negative. For probability averages we always reserve the notation $\langle x\rangle$ or $E(x)$.

If a function $f(x)$ has moments of all orders, then its Fourier transform has a power series expansion

$$
\begin{equation*}
\mathcal{F}(\alpha)=\sum_{n=0}^{\infty} M_{n}(\mathrm{i} \alpha)^{n} \tag{C.24}
\end{equation*}
$$

Evidently, the first cumulant is the same as the first moment:

$$
\begin{equation*}
C_{1}=M_{1}=\bar{x}, \tag{C.25}
\end{equation*}
$$

while for the second cumulant we have $C_{2}=M_{2}-M_{1}^{2}$; but this is

$$
\begin{equation*}
C_{2}=\int \mathrm{d} x\left[x-M_{1}\right]^{2} f(x)=\overline{(x-\bar{x})^{2}}=\overline{x^{2}}-\bar{x}^{2}, \tag{C.26}
\end{equation*}
$$

the second moment of $x$ about its mean value, called the second central moment of $f(x)$. Likewise, the third central moment is

$$
\begin{equation*}
\int \mathrm{d} x(x-\bar{x})^{3} f(x)=\int \mathrm{d} x\left[x^{3}-3 \bar{x} x^{2}+3 \bar{x}^{2} x-\bar{x}^{3}\right] f(x) \tag{C.27}
\end{equation*}
$$

but this is just the third cumulant (C.11):

$$
\begin{equation*}
C_{3}=M_{3}-3 M_{1} M_{2}+2 M_{1}^{3}, \tag{C.28}
\end{equation*}
$$

and at this point we might conjecture that all the cumulants are just the corresponding central moments. However, this turns out not to be the case: we find that the fourth central moment is

$$
\begin{equation*}
\overline{(x-\bar{x})^{4}}=M_{4}-4 M_{3} M_{1}+6 M_{2} M_{1}^{2}-3 M_{1}^{4}, \tag{C.29}
\end{equation*}
$$

but the fourth cumulant is

$$
\begin{equation*}
C_{4}=M_{4}-4 M_{3} M_{1}-3 M_{2}^{2}+12 M_{2} M_{1}^{2}-6 M_{1}^{4} . \tag{C.30}
\end{equation*}
$$

So they are related by

$$
\begin{equation*}
\overline{(x-\bar{x})^{4}}=C_{4}+3 C_{2}^{2} . \tag{C.31}
\end{equation*}
$$

Thus the fourth central moment is not a cumulant; it is not a linear function of cumulants. However, we have found it true that, for $n=1,2,3,4$ the moments up to order $n$ and the cumulants up to order $n$ uniquely determine each other; we leave it for the reader to see, from examination of the above relations, whether this is or is not true for all $n$.
If our functions $f(x)$ are probability densities, many useful approximations are written most efficiently in terms of the first few terms of a cumulant expansion.

## C. 2 Examples

What are the cumulants of a Gaussian distribution? Let

$$
\begin{equation*}
f(x)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{\frac{[x-\mu]^{2}}{2 \sigma^{2}}\right\} \tag{C.32}
\end{equation*}
$$

Then we find the Fourier transform

$$
\begin{equation*}
\mathcal{F}(\alpha)=\exp \left\{\mathrm{i} \alpha \mu-\alpha^{2} \sigma^{2} / 2\right\} \tag{C.33}
\end{equation*}
$$

so that

$$
\begin{equation*}
\log \mathcal{F}(\alpha)=\mathrm{i} \alpha \mu-\alpha^{2} \sigma^{2} / 2 \tag{C.34}
\end{equation*}
$$

and so

$$
\begin{equation*}
C_{0}=0, \quad C_{1}=\mu, \quad C_{2}=\sigma^{2} \tag{C.35}
\end{equation*}
$$

and all higher $C_{n}$ are zero. A Gaussian distribution is characterized by the fact that is has only two nontrivial cumulants, the mean and the variance.
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# Probability Theory 

The Logic of Science

E. T.JAYNES


[^0]:    ${ }^{1}$ By 'inference' we mean simply: deductive reasoning whenever enough information is at hand to permit it; inductive or plausible reasoning when - as is almost invariably the case in real problems - the necessary information is not available. But if a problem can be solved by deductive reasoning, probability theory is not needed for $i t$; thus our topic is the optimal processing of incomplete information.

[^1]:    ${ }^{2}$ Some of the material in the early chapters was issued in 1958 by the Socony-Mobil Oil Company as Number 4 in their series 'Colloquium Lectures in Pure and Applied Science'.

[^2]:    ${ }^{3}$ These concern efficient information handling; for example, (1) the model created is the simplest one that captures all the information in the constraints (Chapter 11); (2) it is the unique model for which the constraints would have been sufficient statistics (Chapter 8); (3) if viewed as constructing a sampling distribution for subsequent Bayesian inference from new data $D$, the only property of the measurement errors in $D$ that are used in that subsequent inference are the ones about which that sampling distribution contained some definite prior information (Chapter 7). Thus the formalism automatically takes into account all the information we have, but avoids assuming information that we do not have. This contrasts sharply with orthodox methods, where one does not think in terms of information at all, and in general violates both of these desiderata.

[^3]:    ${ }^{1}$ Today, several different views are held about the exact nature of Aristotle's contribution. Such issues are irrelevant to our present purpose, but the interested reader may find an extensive discussion of them in Lukasiewicz (1957).

[^4]:    ${ }^{2}$ Their meeting is a chronological possibility, since their lives overlapped by 24 years; my reason for doubting it is the failure of Berlioz to mention any such meeting in his memoirs - on the other hand, neither does he come out and say definitely that they did not meet.
    3 The question of how one is to make a machine in some sense 'cognizant' of the conceptual meaning that a proposition like $A$ has to humans, might seem very difficult, and much of the subject of artificial intelligence is devoted to inventing ad hoc devices to deal with this problem. However, we shall find in Chapter 4 that for us the problem is almost nonexistent; our rules for plausible reasoning automatically provide the means to do the mathematical equivalent of this.

[^5]:    ${ }^{4}$ For you to ponder: Does it follow that these two commands are the only ones needed to write any computer program?

[^6]:    ${ }^{5}$ Indeed, some psychologists think that as few as five dimensions might suffice to characterize a human personality; that is, that we all differ only in having different mixes of five basic personality traits which may be genetically determined. But it seems to us that this must be grossly oversimplified; identifiable chemical factors continuously varying in both space and time (such as the distribution of glucose metabolism in the brain) affect mental activity but cannot be represented faithfully in a space of only five dimensions. Yet it may be that five numbers can capture enough of the truth to be useful for many purposes.

[^7]:    ${ }^{6}$ LC-CG Magazine, March 1988, p. 211.

[^8]:    ${ }^{1}$ In Chapter 1 we noted the tricky distinction between the weak property of formal implication and the strong one of logical deducibility; by 'implications of a proposition $C$ ' we really mean 'propositions logically deducible from $C$ and the totality of other background information'. Conventional expositions of Aristotelian logic are, in our view, flawed by their failure to make explicit mention of background information, which is usually essential to our reasoning, whether inductive or deductive. But, in the present argument, we can understand $A$ as including all the propositions that constitute that background information; then 'implication' and 'logical deducibility' are the same thing.

[^9]:    ${ }^{2}$ The 1957 edition of Harold Jeffreys' Scientific Inference (see Jeffreys, 1931) has a short summary of Gödel's original reasoning which is far clearer and easier to read than any other 'explanation' we have seen. The full theorem refers to other matters of concern in 1931 but of no interest to us right now; the above discussion has abstracted the part of it that we need to understand for our present purposes.

[^10]:    ${ }^{3}$ A physicist refuses to call them 'atomic' propositions, for obvious reasons.

[^11]:    In his presentation at the Ninth Colston Symposium, Popper (1957) describes his propensity interpretation as 'purely objective' but avoids the expression 'physical influence'. Instead, he would say that the probability for a particular face in tossing a die is not a physical property of the die (as Cramér (1946) insisted), but rather is an objective property of the whole experimental arrangement, the die plus the method of tossing. Of course, that the result of the experiment depends on the entire arrangement and procedure is only a truism. It was stressed repeatedly by Niels Bohr in connection with quantum theory, but presumably no scientist from Galileo on has ever doubted it. However, unless Popper really meant 'physical influence', his interpretation would seem to be supernatural rather than objective. In a later article (Popper, 1959) he defines the propensity interpretation more completely; now a propensity is held to be 'objective' and 'physically real' even when applied to the individual trial. In the following we see by mathematical demonstration some of the logical difficulties that result from a propensity interpretation. Popper complains that in quantum theory one oscillates between '. . . an objective purely statistical interpretation and a subjective interpretation in terms of our incomplete knowledge', and thinks that the latter is reprehensible and the propensity interpretation avoids any need for it. He could not possibly be more mistaken. In Chapter 9 we answer this in detail at the conceptual level; obviously, incomplete knowledge is the only working material a scientist has! In Chapter 10 we consider the detailed physics of coin tossing, and see just how the method of tossing affects the results by direct physical influence.

[^12]:    ${ }^{2}$ In a similar way, exponential functions appear in all parts of analysis because of their fundamental mathematical properties, although their conceptual basis varies widely.

[^13]:    ${ }^{1}$ Our uncertain phrasing here indicates that 'odds' is a grammatically slippery word. We are inclined to agree with purists who say that it is, like 'mathematics' and 'physics', a singular noun in spite of appearances. Yet the urge to follow the vernacular and treat it as plural is sometimes irresistible, and so we shall be knowingly inconsistent and use it both ways, judging what seems euphonious in each case.

[^14]:    ${ }^{2}$ Notice that in this observation we have the answer to a point raised in Chapter 1: How does one make the robot 'cognizant' of the semantic meanings of the various propositions that it is being called upon to deal with? The answer is that the robot does not need to be 'cognizant' of anything. If we give it, in addition to the model and the data, a list of the propositions to be considered, with their prior probabilities, this conveys all the 'meaning' needed to define the robot's mathematical problem for the applications now being considered. Later, we shall wish to design a more sophisticated robot which can also help us to assign prior probabilities by analysis of complicated but incomplete information, by the maximum entropy principle. But, even then, we can always define the robot's mathematical problem without going into semantics.

[^15]:    Exercise 4.5. The estimate asked for in Exercise 4.4 is called the 'average sample number' (ASN), and the original rationale for the sequential procedure (Wald, 1947) was not our derivation from probability theory as logic, but Wald's conjecture (unproven at the time) that the sequential probability-ratio tests such as (4.19) and (4.21) minimize the ASN for a given reliability of conclusion. Discuss the validity of this conjecture; can one define the term 'reliability of conclusion' in such a way that the conjecture can be proved true?

[^16]:    ${ }^{3}$ This terminology has a much longer historical basis. Alexander the Great sought to make all countries Greek in character, but he died before completing this goal, with the result that the countries he conquered had some Greek characteristics, but not

[^17]:    all of them. So instead of calling them Hellenic, they were called Hellenistic. Thus, logistic implies something that has some properties of logic, but not all of them.

[^18]:    ${ }^{1}$ Even seeing the event on our screens can no longer convince us, after recent revelations that all major US networks had faked some videotapes of alleged news events.

[^19]:    ${ }^{2}$ A possible complication of these tests - semantic confusion - readily suggests itself. We noted in Chapter 1 that the word 'implication' has a different meaning in formal logic than it has in ordinary language; ' $A$ implies $B$ ' does not have the usual colloquial meaning that $B$ is logically deducible from $A$, as the subjects may have supposed.
    ${ }^{3}$ One of Ames' most impressive demonstrations has been recreated at the Exploratorium in San Francisco, the full-sized 'Ames room' into which visitors can look to see these phenomena at first hand.

[^20]:    ${ }^{4}$ It is one of the tragedies of history that Cournot (1843), failing to comprehend Laplace's rationale, attacked it and reinstated the errors of Arbuthnot, thereby dealing scientific inference a setback from which it required a lifetime to recover.

[^21]:    ${ }^{5}$ Note that in these cases we are trying to decide, from scraps of incomplete information, on the truth of an Aristotelian proposition; whether the defendant did or did not commit some well-defined action. This is the situation - an issue of fact - for which probability theory as logic is designed. But there are other legal situations quite different; for example, in a medical malpractice suit it may be that all parties are agreed on the facts as to what the defendant actually did; the issue is whether he did or did not exercise reasonable judgment. Since there is no official, precise definition of 'reasonable judgment', the issue is not the truth of an Aristotelian proposition (however, if it were established that he wilfully violated one of our Chapter 1 desiderata of rationality, we think that most juries would convict him). It has been claimed that probability theory is basically inapplicable to such situations, and we are concerned with the partial truth of a non-Aristotelian proposition. We suggest, however, that in such cases we are not concerned with an issue of truth at all; rather, what is wanted is a value judgment. We shall return to this topic later (Chapters 13, 18).

[^22]:    ${ }^{1}$ This peculiar name anticipates what we shall find later, in connection with marginalization theory; very general conditions of 'uninformativeness' are expressed by similar integral equations that the prior for one parameter must satisfy in order to make the data uninformative about another parameter.

[^23]:    ${ }^{2}$ By contrast, the intuitive ad hockeries of current 'orthodox' statistics generally give reasonable results within some 'safe' domain for which they were invented; but invariably they are found to yield nonsense in some extreme case. This, examined in Chapter 17, is what one expects of results which are only approximations to an exact theory; as one varies the conditions, the quality of the approximation varies.

[^24]:    ${ }^{3}$ Thus for generations the charge on the electron and the velocity of light have been denoted by $e, c$, respectively. No scientist or engineer could bring himself to represent them by Greek letters, even when they are the parameters being estimated.

[^25]:    ${ }^{4}$ However, there are important problems involving censored data, to be considered later, in which only the successes can be recorded (or only the failures), and one does not know how many trials were performed. For example, a highway safety engineer knows from the public record how many lives were lost in spite of his efforts, but not how many were saved because of them.
    ${ }^{5}$ Of course, the final arbiter of relevance is not our intuition, but the equations of probability theory. But, as we shall see later, judging this can be a tricky business. Whether a given piece of information is or is not relevant depends not only on what question we are asking, but also on the totality of all of our other information.

[^26]:    ${ }^{6}$ Of course, in this first venture into the following kind of analysis, we shall not take into account all the factors that operate in the real world, so some of our conclusions may be changed in a more sophisticated analysis. However, nobody would see how to do that unless he had first studied this simple introductory example.

[^27]:    ${ }^{7}$ In practice, there is a question of resolving time; if the particles come too close together we may not be able to see the counts as separate, because the counter experiences a 'dead time' after a count, during which it is unable to respond to another particle. We have disregarded those difficulties for this problem and imagined that we have infinitely good resolving time (or, what amounts to the same thing, that the counting rate is so low that there is negligible probability for missing a count). After we have developed the theory, the reader will be asked (Exercise 6.5) to generalize it to take these factors into account.

[^28]:    ${ }^{8}$ To anticipate our final conclusion: robustness with respect to sampling distributions is desirable only when we are not sure of the correctness of our model. But then a full Bayesian analysis will take into account all the models considered possible and their prior probabilities. The result automatically achieves the robustness previously sought in intuitive ad hoc devices; and some of those devices, such as the 'jackknife' and the 'redescending psi function' are derived from first principles, as first-order approximations to the Bayesian result. The Bayesian analysis of such problems gives us for the first time a clear statement of the circumstances in which robustness is desirable; and then, because Bayesian analysis never throws away information, it gives us more powerful algorithms for achieving robustness.

[^29]:    ${ }^{9}$ In spite of all these considerations, the neat analytical results found in our posterior moments from urn and binomial models, contrasted with the messy appearance of calculations with percentiles, show that moments have some kind of theoretical significance that percentiles lack. This appears more clearly in Chapter 7.
    ${ }^{10}$ One evident pragmatic result is that the MLE fails altogether when the likelihood function has a flat top; then nothing in the data can give us a reason for preferring any point in that flat top over any other. But this is just the case we have in the 'generalized inverse' problems of current importance in applications; only prior information can resolve the ambiguity.

[^30]:    ${ }^{11}$ We have seen already that, in some circumstances, a prior can make a very large difference in the conclusions; but to do this it necessarily modulates the likelihood function in the region of its peak, not its tails.

[^31]:    ${ }^{12}$ However, as we shall see later, there are two special cases where the $1 / \sqrt{n}$ rule fails: if we are trying to estimate the location of a discontinuity in an otherwise continuous probability distribution, and if different data values are strongly correlated.
    ${ }^{13}$ This is most definitely not true if the prior probabilities are to describe a definite piece of prior knowledge, as the next example shows.

[^32]:    ${ }^{15}$ Of course, in the real world we seldom have prior information that would justify such sharp bounds on $x$ and $\alpha$, and so such sharp contradictions would not arise; but that signifies only that we are studying an ideal limiting case. There is nothing strange about this; in elementary geometry, our attention is directed first to such things as perfect triangles and circles, although no such things exist in the real world. There, also, we are really studying ideal limiting cases of reality; but what we learn from that study enables us to deal successfully with thousands of real situations that arise in such diverse fields as architecture, engineering, astronomy, geodesy, stereochemistry, and the artist's rules of perspective. It is the same here.

[^33]:    16 Under the influence of early orthodox teaching, the writer became fully convinced of this only after many years of experimentation with hundreds of such cases, and his total failure to produce any pathology as long as the Chapter 2 rules were followed strictly.

[^34]:    ${ }^{17}$ Recognizing this, we see that, whenever a mathematical expression is an analytic function of some parameter, we can exploit that fact as a tool for calculation with it, whatever meaning it might have in the original problem. For example, the numbers 2 and $\pi$ often appear, and it is often in an expression $Q(2)$ or $Q(\pi)$ which is an analytic function of the symbol ' 2 ' or ' $\pi$ '. Then, if it is helpful, we are free to replace ' 2 ' or ' $\pi$ ' by ' $x$ ' and evaluate quantities involving $Q$ by such operations as differentiating with respect to $x$, or complex integration in the $x$ plane, etc., setting $x=2$ or $x=\pi$ at the end; and this is perfectly rigorous. Once we have distilled the real problem into one of abstract mathematics, our symbols mean whatever we say they mean; the writer learned this trick from Professor W. W. Hansen of Stanford University, who would throw a class into an uproar when he evaluated an integral, correctly, by differentiating another integral with respect to $\pi$.

[^35]:    ${ }^{18}$ Small children, when asked to account for some observed fact such as the exact shape of a puddle of spilled milk, have a strong tendency to invent 'sure thing' hypotheses; they have not yet acquired the worldly experience that makes educated adults consider them too unlikely to be considered seriously. But a scientist, who knows that the shape is determined by the laws of hydrodynamics and has vast computing power available, is no more able than the child to predict that shape, because he lacks the requisite prior information about the exact initial conditions.

[^36]:    ${ }^{19}$ Statisticians, even those who profess themselves disciples of Fisher, have been obliged to develop adages about this, such as 'correlation does not imply causation'. or 'a good fit is no substitute for a reason'. to discourage the kind of thinking that comes automatically to small children, and to adults with untrained minds.

[^37]:    ${ }^{20}$ For some frightening examples, see Gardner (1957, 1981). Deliberate suppression of inconvenient prior information is also the main tool of the scientific charlatans.

[^38]:    ${ }^{1}$ It is general usage outside probability theory to denote any function of the general form $\exp \left\{-a x^{2}\right\}$ as a Gaussian function, and we shall follow this.

[^39]:    2 These are: (1) the laws of physics take the same form for all moving observers; and (2) the velocity of light has the same constant numerical value for all such observers. These are also contradictory in general, but become compatible for one particular quantitative law of transformation of space and time to a moving coordinate system.

[^40]:    3 'If anything can go wrong, it will go wrong.'
    ${ }^{4}$ If positive and negative errors are equally likely, then the probability that ten errors all have the same sign is $(0.5)^{9} \simeq 0.002$.

[^41]:    ${ }^{5}$ This universal, stable type of noise was called 'grass' because that is what it looks like on an oscilloscope. To the ear, it sounds like a smooth hissing without any discernible pitch; today this is familiar to everyone because it is what we hear when a television receiver is tuned to an unused channel. Then the automatic gain control turns the gain up to the maximum, and both the hissing sound and the flickering 'snow' on the screen are the greatly amplified noise generated by random thermal motion of electrons in the antenna according to the Nyquist law noted below.

[^42]:    ${ }^{6}$ If the small increments all had a systematic component in the same direction, one would build up a large 'DC' noise voltage, which is manifestly not the present situation. But the resulting solution might have other applications; see Exercise 7.1.
    ${ }^{7}$ Landon's original derivation concerned only a special case of this, in which $q(\epsilon)=\left[\pi \sqrt{a^{2}-\epsilon^{2}}\right]^{-1},|\epsilon|<a$, corresponding to an added sinusoid of amplitude $a$ and unknown phase. But the important thing was his idea of the derivation, which anyone can generalize once it is grasped. In essence he had discovered independently, in the expansion (7.20), what is now called the Fokker-Planck equation of statistical mechanics, a powerful method which we shall use later to show how a nonequilibrium probability distribution relaxes into an equilibrium one. It is now known to have a deep meaning, in terms of continually remaximized entropy.

[^43]:    ${ }^{8}$ Recognition of this invalidates many naïve arguments by physicists who try to prove that 'Maxwell demons' are impossible by assuming that thermal radiation has a universal character, making it impossible to distinguish the source of the radiation. But only the second-order correlations are universal; a demon who perceives fourth-order correlations in thermal radiation is far from blind about the details of his surroundings. Indeed, the famous Hanbury Brown-Twiss interferometer (1956), invokes just such a fourth-order demon, in space instead of time and observing $\left\langle\epsilon^{2}\left(x_{1}\right) \epsilon^{2}\left(x_{2}\right)\right\rangle$ to measure the angular diameters of stars. Conventional arguments against Maxwell demons are logically flawed and prove nothing.

[^44]:    ${ }^{9}$ A circuit element of resistance $R(\omega)$ ohms at angular frequency $\omega$ develops across its terminals in a small frequency band $\Delta \omega=2 \pi \Delta f$ a fluctuating mean square open-circuit voltage $V^{2}=4 k T R \Delta f$, where $f$ is the frequency in hertz (cycles per second), $k \equiv 1.38 \times 10^{-23}$ joule/degree is Boltzmann's constant, and $T$ is the Kelvin temperature. Thus it can deliver to another circuit element the maximum noise power $P=V^{2} / 4 R=k T \Delta f$. At room temperature, $T=300 \mathrm{~K}$, this is about $4 \times 10^{-15}$ watt/megahertz bandwidth. Any signal of lower intensity than this will be lost in the thermal noise and cannot be recovered, ordinarily, by any amount of amplification. But prior information about the kind of signal to be expected will still enable a Bayesian computer program to extract weaker signals, as the work of Bretthorst (1988) demonstrates. We study this in Part 2.
    ${ }^{10}$ If we have further pieces of information about the noise, such as a fourth moment or an upper bound, the robot can take these into account also by assigning generalized Gaussian - that is, general maximum entropy - noise probability distributions. Examples of the use of fourth-moment constraints in economics and physical chemistry are given by Gray and Gubbins (1984) and Zellner (1988).

[^45]:    ${ }^{11}$ Curiously, in that same after-dinner speech, Feller also railed against those who fail to distinguish between the long-run and the individual case, yet it appears to us that it was Feller who failed to make that distinction properly. He would judge the merit of

[^46]:    an individual case inference by its imagined long-run properties. But it is not only possible, but common as soon as we depart from Gaussian sampling distributions, that an estimator which is proved to be as good as can be obtained, as judged by its long-run success over all data sets, may nevertheless be very poor for our particular data set and should not be used for it. Then the sampling distribution for any particular estimator (i.e. any particular function $f\left(y_{1} \cdots y_{n}\right)$ of the data) becomes irrelevant because with different data sets we shall use different estimators. Thus, to suppose that a procedure that works satisfactorily with Gaussian distributions should be used also with others, can lead one to be badly mistaken in more than one way. This introduces us to the phenomena of sufficiency and ancillarity, pointed out by R. A. Fisher in the 1930s and discussed in Chapter 8. But it is now known that Bayes' theorem automatically detects these situations and does the right thing here, choosing for each data set the optimal estimator for that data set. In other words, the correct solution to the difficulties pointed out by Fisher is just to return to the original Bayesian analysis of Laplace and Jeffreys, that Fisher thought to be wrong.
    12 The reader may find it instructive to verify this in detail for the simple looking Cauchy sampling distribution

    $$
    \begin{equation*}
    p\left(y_{i} \mid \mu I\right)=\frac{1}{\pi}\left[\frac{1}{1+\left(y_{i}-\mu\right)^{2}}\right] \tag{7.26}
    \end{equation*}
    $$

    for which the nonlinear functions are surprisingly complicated.
    13 This does not mean that they are 'not determined by anything' as is so often implied by those suffering from the mind projection fallacy; it means only that they are not determined by any circumstances that the experimenter is controlling or observing. Whether the determining factors could or could not be observed in principle is irrelevant to the present problem, which is to reason as best we can in the state of knowledge that we have specified.

[^47]:    14 Of course, probability theory tells us that this is the best estimate we can make if, as supposed, the only information we have about $\mu$ comes from this one data set. If we have other information (previous data sets, other prior information) we should take it into account; but then we are considering a different problem.

[^48]:    15 Technically (Chapter 8), the class of sampling distributions which have sufficient statistics is precisely the class generated by the maximum entropy principle; and the resulting sufficient statistics are precisely the constraints which determined that maximum entropy distribution.
    ${ }^{16}$ This is not to say that probabilities are forbidden to have any relation to frequencies; the point is rather that whether they do or do not depends on the problem, and probability theory as logic works equally well in either case. We shall see, in the work of Galton below, an example where a clear frequency connection is present, and analysis of the general conditions for this will appear in Chapter 9.

[^49]:    ${ }^{17}$ This notation is not quite inconsistent, since $\varphi()$ and $\varphi(\mid)$ are different functional symbols.

[^50]:    18 At this point, the reader who has been taught to distrust or disbelieve in delta-functions must unlearn that by reading Appendix B on the concept of a 'function'. This is explained also by Lighthill (1957) and Dyson (1958). Without the free use of deltafunctions and other generalized functions, real applications of Fourier analysis are in an almost helpless, crippled condition compared with what can be done by using them.

[^51]:    19 A photograph of Galton, with more details of his work and a short biographical sketch, may be found in Stigler (1986c). His autobiography (Galton, 1908) has additional details.

[^52]:    ${ }^{20}$ It is a currently popular theory among some economists that many economic processes, such as the stock market, are very close to the unit root behavior, so that the effects of momentary external perturbations like wars and droughts tend to persist instead of being corrected. There is no doubt that phenomena like this exist, at least in some cases; in the 1930s John Maynard Keynes noted what he called 'the stickiness of prices and wages'. For a discussion of this from a Bayesian viewpoint, see Sims (1988).

[^53]:    ${ }^{21}$ It is well known that, in developed nations, the average height of the population has, in fact, drifted upward by a substantial amount in the past 200 years. This is commonly attributed to better nutrition in childhood; but it is worth noting that if tall people tended to have more or longer-lived children than did short people for sociological reasons, the same average drift in height would be observed, having nothing to do with nutrition. This would be true Darwinian evolution, powered by individual variations. It appears to us that more research is needed to decide on the real cause of this upward drift.

[^54]:    22 The necessity for evolution to be particulate (by discrete steps) was perceived later by several people, including Fisher (1930b). Evolutionary theory taking this into account, and discarding the Lamarckian notion of inheritance of acquired characteristics, is often called neo-Darwinism. However, the discrete steps are usually small, so Darwin's notion of 'gradualism' remains quite good pragmatically.
    ${ }^{23}$ The unquestioned belief in such a purpose pervades even producers of biological research products who might be expected to know better. In 1993 there appeared in biological trade journals a full-page ad with a large color photograph of a feeding humming-bird and the text: 'Specific purpose. The sharply curved bill of the white-tipped sickle-billed humming-bird is specifically adapted to probe the delicate tubular flowers of heliconia plants for the nectar on which the creature survives.' Then this is twisted somehow into a plug for a particular brand of DNA polymerase - said to be produced for an equally specific purpose. This seems to us a dangerous line of argument; since the bird bills do not, in fact, have a specific purpose, what becomes of the alleged purpose of the polymerase?

[^55]:    ${ }^{24}$ For example, see Weber, Depew and Smith (1988). Here the trouble is that the second law of thermodynamics goes in the wrong direction; if the second law were the driving principle, evolution would proceed inexorably back to the primordial soup, which has a much higher entropy than would any collection of living creatures that might be made from the same atoms. This is easily seen as follows. What is the difference between a gram of living matter and a gram of primordial soup made of the same atoms? Evidently, it is that the living matter is far from thermal equilibrium, and it is obeying thousands of additional constraints on the possible reactions and spatial distribution of atoms (from cell walls, osmotic pressures, etc.) that the primordial soup is not obeying. But removing a constraint always has the effect of making a larger phase space available, thus increasing the entropy. The primordial soup represents the thermal equilibrium, resulting from removal of all the biological constraints; indeed, our present chemical thermodynamics is based on (derivable from) the Gibbs principle that thermal equilibrium is the macrostate of maximum entropy subject to only the physical constraints (energy, volume, mole numbers).
    ${ }^{25}$ Several writers have thought that Liouville's theorem (conservation of phase volume in classical mechanics or unitarity of time development in quantum theory) is in conflict with the second law. On the contrary, in Jaynes (1963b, 1965) we demonstrate that, far from being in conflict, the second law is an immediate elementary consequence of Liouville's theorem, and in Jaynes (1989) we give a simple application of this to biology: calculation of the maximum theoretical efficiency of a muscle.
    ${ }^{26}$ This is not to say that natural selection is the only process at work; random drift is still an operative cause of evolution with or without subsequent selection. Presumably, this is the reason for the fantastic color patterns of such birds as parrots, which surely have no survival value; the black bird is even more successful at surviving. For an extensive discussion of the evidence and later research efforts by many experts, see the massive three-volume work Evolution After Darwin (Tax, 1960) produced to mark the centenary of the publication of Darwin's Origin of Species, or the more informal work of Dawkins (1987).

[^56]:    ${ }^{27}$ Our algorithm for this in Chapter 19, Eqs. (19.24) and (19.37), actually calculates a weighted average over all these billions of estimates; but in a manner so efficient that one is unaware that all this is happening. What probability theory determines for us - and what Euler and Daniel Bernoulli never comprehended - is the optimal weighting coefficients in this average, leading to the greatest possible reliability for the estimate and the accuracy claims.

[^57]:    ${ }^{28}$ For other discussions of the problem, see Andrews and Mallows (1974) and Titterington, Smith and Makov (1985).

[^58]:    ${ }^{29}$ We noted in Chapter 1 that most of the computer programs used in this field are only intuitive ad hoc devices that make no use of the principles of probability theory; therefore in general they are usable in some restricted domain, but they fail to extract all the relevant information from the data and are subject to both the errors of hallucination and blunt perception. One commercial program for resolution into Gaussians or other functions simply reverts to empirical curve fitting. It is advertised (Scientific Computing, July 1993, p. 15) with a provocative message, which depicts two scientists with the same data curve showing two peaks; by hand drawing one could resolve it very crudely into two Gaussians. The ad proclaims: 'Dr Smith found two peaks.... Using [our program] Dr Jones found three peaks . . . Guess who got the grant? We are encouraged to think that we can extract money from the Government by first allowing the software company to extract $\$ 500$ from us for this program, whose output would indeed be tolerable for noiseless data. But it would surely degenerate quickly into dangerous, unstable nonsense as the noise level increases. The problem is not, basically, one of inversion or curve fitting; it is a problem of inference. A Bayesian inference program like those of Bretthorst (1988) will continue to return the best resolution possible from the data and the model, without instability, whatever the noise level. If the noise level becomes so high as to make the data useless, the Bayesian estimates just relax back into the prior estimates, as they should.

[^59]:    ${ }^{30}$ The confusion does not occur in the original German, where Pólya's words were: Über den zentralen Grenzwertsatz der Wahrscheinlichkeitsrechnung, an interesting example where the German habit of inventing compound words removes an ambiguity in the literal English rendering.

[^60]:    ${ }^{1}$ Of course, when we say that some information is 'irrelevant' we mean only that we don't need it for our present purpose; it might be crucially important for some other purpose that we shall have tomorrow.

[^61]:    2 This rather vague statement becomes a definite theorem when we learn that, if we measure information in terms of entropy, then zero information loss in going from the full data set $D$ to a statistic $r$ is equivalent to sufficiency of $r$. The beginnings of this appeared long ago, in the Pitman-Koopman theorem (Koopman, 1936; Pitman, 1936); we give a modern version in Chapter 11.

[^62]:    ${ }^{3}$ That is, optimal in the aforementioned sense that no other procedure can yield unique results while agreeing with our desiderata of rationality.

[^63]:    ${ }^{4}$ In orthodox statistics, $F^{*}(r \mid \theta)$ would be interpreted as the sampling density to be expected in a compound experiment in which $\theta$ is held fixed but $\eta$ is varied at random from one trial to the next, according to the distribution $p(\eta \mid \theta I)$.

[^64]:    ${ }^{5}$ For example, if the mean of a set of samples is used as the estimator, then, given a set of samples, the observed variation of the mean is called the sampling distribution of the mean.

[^65]:    ${ }^{6}$ The width of the sampling distribution for the estimator is the answer to a very different question: How would the estimates vary over the class of all different data sets that we think might have been seen?

[^66]:    ${ }^{7}$ Indeed, this is a property of any algorithm, in or out of probability theory, which can be derived from a constrained variational principle, because adding a new constraint cannot change the solution if the old solution already satisfied that constraint.

[^67]:    ${ }^{8}$ We shall see this in Chapter 18, in the theory of seasonal adjustment in economics. The phenomenon is demonstrated and discussed in detail in Jaynes (1985e); conventional non-Bayesian seasonal adjustment loses important information here.

[^68]:    ${ }^{1}$ To many, the term 'random' signifies on the one hand lack of physical determination of the individual results, but, at the same time, operation of a physically real 'propensity' rigidly fixing long-run frequencies. Naturally, such a self-contradictory view of things gives rise to endless conceptual difficulties and confusion throughout the literature of every field that uses probability theory. We note some typical examples in Chapter 10, where we confront this idea of 'randomness' with the laws of physics.

[^69]:    ${ }^{2}$ Carnap (1952, p. 35), like Venn (1866), claims that Laplace's rule is inconsistent (in spite of the fact that it is identical with his own rule); we examine these claims in Chapter 18 and find, in agreement with Fisher (1956), that they have misapplied Laplace's rule by ignoring the necessary conditions required for its derivation.

[^70]:    ${ }^{3}$ Physicists will recognize $T(n, m)$ as the 'Bose-Einstein multiplicity factor' of statistical mechanics (the number of linearly independent quantum states which can be generated by putting $n$ Bose-Einstein particles into $m$ single-particle states). Finding $T(n, m)$ is the same combinatorial problem.

[^71]:    ${ }^{4}$ We now also see that, not only is the notion of entropy inherent in probability theory independently of the work of Shannon, the maximum entropy principle is also, at least in this case, derivable directly from the rules of probability theory without additional assumptions.

[^72]:    5 The need for this correction was perceived by the young R. A. Fisher but not comprehended by Karl Pearson; and this set off the first of their fierce controversies, described in Chapter 16.

[^73]:    ${ }^{6}$ It appears that this story may be repeated some 330 years later, in the recent realization that the records of credit card companies contain a wealth of economic data which have been sitting there unused for many years. For the largest such company (Citicorp), a record of $1 \%$ of the nation's retail sales comes into its computers every day. For predicting some economic trends and activity, this is far more detailed, reliable, and timely than the monthly government releases.
    ${ }^{7}$ Contrast this enlightened attitude and behavior with that of Oliver Cromwell shortly before, who, through his henchmen, did more wanton, malicious damage to Cambridge University than any other person in history. The writer lived for a year in the Second Court of St John's College, Cambridge, which Cromwell appropriated and put to use, not for scholarly pursuits, but as the stockade for holding his prisoners. Whatever one may think of the private escapades of Charles II, one must ask also: against what alternative do we judge him? Had the humorless fanatic Cromwell prevailed, there would have been no Royal Society, and no recognition for scholarly accomplishment in England; quite likely, the magnificent achievements of British science in the 19th century would not have happened. It is even problematical whether Cambridge and Oxford Universities would still exist today.

[^74]:    ${ }^{8}$ In the meantime, progress in human knowledge continues to be made by those who, like modern biologists, do think in terms of physical mechanisms; as soon as that premise is abandoned, progress ceases, as we observe in modern quantum theory.
    ${ }^{9}$ But it is hard to believe that the ridiculous color patterns of the wood duck and the pileated woodpecker serve any survival purpose; what would the teleologists have to say about this? Our answer would be that, even without subsequent natural selection, divergent evolution can proceed by mutations that have nothing to do with survival. We noted some of this in Chapter 7, in connection with the work of Francis Galton.
    ${ }^{10}$ But a striking exception was found in the Burgess shale of the Canadian Rockies (Gould, 1989), in which beautifully preserved fossils of soft-bodied creatures contemporary with trilobites, which did not survive to leave any evolutionary lines, were found in such profusion that it radically revised our picture of life in the Cambrian.

[^75]:    ${ }^{1}$ Jevons did so many things that it is difficult to classify him by occupation. Zabell (1989), apparently guided by the title of one of his books (Jevons, 1874), describes Jevons as a logician and philosopher of science; from examination of his other works we are inclined to list him rather as a physicist who wrote extensively on economics.

[^76]:    ${ }^{2}$ Here, there is a striking similarity to the position of the parapsychologists Soal and Bateman (1954), discussed in Chapter 5. They suggest that to seek a physical explanation of parapsychological phenomena is a regression to the quaint and reprehensible materialism of Thomas Huxley. Our impression is that by 1954 the views of Huxley in biology were in a position of complete triumph over vitalism, supernaturalism, or any other anti-materialistic teachings; for example, the long mysterious immune mechanism was at last understood, and the mechanism of DNA replication had just been discovered. In both cases the phenomena could be described in 'mechanistic' terms so simple and straightforward - templates, geometrical fit, etc. - that they would be understood immediately in a machine shop.

[^77]:    ${ }^{3}$ Of course, physicists continued discovering new particles and calculation techniques - just as an astronomer can discover a new planet and a new algorithm to calculate its orbit, without any advance in his basic understanding of celestial mechanics.

[^78]:    4 Actually, if the coin is tossed onto a perfectly flat and homogeneous level floor, and is not only perfectly symmetrical under the reflection operation that interchanges heads and tails, but also perfectly round, the probability for heads is independent of five of the 12 coordinates, so we have this intricate structure only in a seven-dimensional space. Let the reader for whom this is a startling statement think about it hard, to see why symmetry makes five coordinates irrelevant (they are the two horizontal coordinates of its center of mass, the direction of its horizontal component of momentum, the Eulerian angle for rotation about a vertical axis, and the Eulerian angle for rotation about the axis of the coin).

[^79]:    ${ }^{5}$ Or rather, whenever anyone has tried to perform such experiments under sufficiently controlled conditions to be significant, the expected equality of frequencies is not observed. The famous experiments of Weldon (E. S. Pearson, 1967; K. Pearson, 1980) and Wolf (Czuber, 1908) are discussed elsewhere in this book.
    ${ }^{6}$ Indeed, L. J. Savage (1962, p. 102) rejects symmetry arguments, thereby putting his system of 'personalistic' probability in the position of recognizing the need for prior probabilities, but refusing to admit any formal principles for assigning them.

[^80]:    ${ }^{1}$ This is really an ancient principle of wisdom, recognized clearly already in such sources as Herodotus and the Old Testament.

[^81]:    ${ }^{2}$ But in case the problem happens to be one of thermodynamics, there is a relation between them, which we shall find presently.

[^82]:    ${ }^{3}$ This result is formalized more completely in the entropy concentration theorem given later.

[^83]:    4 This property was stressed by David Blackwell, who considered it the most fundamental requirement of a rational procedure for assigning probabilities.

[^84]:    ${ }^{1}$ Evidence for this is seen in the fact that, in St Louis, we experience a predicted nonstorm almost every other week; but a nonpredicted storm is so rare that it is a major news item.

[^85]:    ${ }^{2}$ Of course, better proofs than those we were able to give in Chapter 2 will be found.

[^86]:    ${ }^{3}$ Quasimodo, condemned by an accident of Nature to be something intermediate between man and gargoyle, wished that he had been made a whole man. But, after learning about the behavior of men, he wished instead that he had been made a whole gargoyle: 'O, why was I not made of stone like these?'

[^87]:    ${ }^{4}$ The difficulty of reading Bayes today can be appreciated from the bewildering sentence in which he states this: 'The probability of any event is the ratio between the value at which an expectation depending on the happening of the event ought to be computed, and the value of the thing expected upon its happening.'

[^88]:    ${ }^{1}$ For example, we suspect that at an Early Warning Radar Installation, the primary constraint might be that the Commanding Officer shall not be roused out of bed by a false alarm more often than once per month, and, subject to that requirement, we minimize the probability for a false rest.

[^89]:    ${ }^{1}$ This cancellation is the thing that is not evident at all in the exact solution (15.26), although it is still taking place out of sight.

[^90]:    ${ }^{2}$ Since we disagree with Feller so often on conceptual issues, we are glad to be able to agree with him on nearly all technical ones. He was, after all, a very great contributor to the technical means for solving sampling theory problems, and practically everything he did is useful to us in our wider endeavors.

[^91]:    ${ }^{3}$ Note again what we belabor constantly: the rules of probability theory tell us unambiguously that it is the limit of the ratio, not the ratio of the limits, that is to be taken in (15.55). The former quantity remains finite and well-behaved in conditions where the latter does not exist.

[^92]:    ${ }^{4}$ Yet, as we stress again, if you fail to specify the prior information, a problem of inference is just as ill-posed as if you had failed to specify the data. In practice, orthodoxy is able to function in spite of this in some problems, by the tacit assumption that an uninformative prior is to be used. Of course, the dedicated orthodoxian will deny vehemently that he is making any such assumption; nevertheless, it is a mathematical fact that his conclusions are what a Bayesian would obtain from an uninformative prior. This was demonstrated already by Jeffreys (1939).
    ${ }^{5}$ The fact that (15.60) is not essential to the problem was not yet clearly seen in Jaynes (1980); the marginalization problem was more subtle than any that Bayesians had faced up to that time. Because DSZ laid so much stress on (15.60), we followed them in concentrating on finding conditions for its validity. Today, with the benefit of hindsight, it is clear that there is in general no reason to expect ( 15.60 ) to hold, so it loses its supposed importance. This deeper understanding enables us to find useful solutions to current problems of inference far more subtle than marginalization, as demonstrated by Bretthorst (1988). But the secret of success here is, as always, simply: absolutely strict adherence to the rules of conduct derived in Chapter 2. As these paradoxes show, the slightest departure from them can generate gross absurdities.

[^93]:    ${ }^{6}$ Another reason for this was their tendency to write the priors in terms of the 'wrong' parameters. Usually, a model was defined initially with certain parameters $\alpha, \beta$. The parameters $\eta, \zeta$ for which the relations (15.59), (15.60) held were certain functions of them: $\eta=\eta(\alpha, \beta)$, etc. But DSZ continued to write the priors in terms of $\alpha, \beta$, which made it seem that the Jeffreys prior has no particular significance; a wide variety of different priors appeared to 'avoid the paradox' in various different problems. In Jaynes (1980) we showed that, had they transformed their parameters to the relevant ones $\eta, \zeta$, they would have found in every such case except one that $\eta$ was a scale parameter for $y$ and the 'paradox' disappeared for and only for the Jeffreys prior $\pi(\eta)$. Thus Exercise 15.3 includes, in effect, all their examples except the infamous Example \#5, which requires a separate treatment given below.

[^94]:    ${ }^{7}$ Indeed, in the period 1930-1960 nearly all orthodoxians, under the influence of R. A. Fisher, scorned Jeffreys' work, and some took a militant stand against prior information, teaching their students that it is not only intellectually foolish, but also morally reprehensible - a deliberate breach of 'scientific objectivity' - to allow one's self to be influenced by prior information at all! This did little damage in the very simple problems considered in the orthodox literature, where there was no significant prior information anyway. And it did relatively little damage in physical science where prior information is important, because scientists ignored orthodox teaching and persisted in doing, qualitatively, the Bayesian reasoning using prior information that their own common sense told them was the right thing to do. But we think it was a disaster for fields such as econometrics and artificial intelligence, where adoption of the orthodox view of probability had the automatic consequence that the significant problems could not even be formulated, much less solved, because the orthodox view of probability theory does not recognize probability as expressing information at all.

[^95]:    ${ }^{1}$ For the record, we consider Fisher's criticisms of Karl Pearson on grounds of maximum likelihood vs. moment fitting and the proper number of degrees of freedom in chi-squared, and of Jerzy Neyman on grounds of confidence intervals, unbiased estimators, and the meaning of significance levels, to be justified on grounds of technical fact. It is perhaps a measure of Fisher's influence that the two disputes where we think that Fisher was in the wrong - the one with W. S. Gossett over randomization and the one with Jeffreys on the whole meaning and philosophy of inference - are still of serious concern today.
    ${ }^{2}$ But against this supposition is the fact that in the last year of his life Fisher published an article (Fisher, 1962) examining the possibilities of Bayesian methods, but with the prior probabilities to be determined experimentally! This shows that he never accepted - and probably never comprehended - the position of Jeffreys about the meaning and function of a prior probability.

[^96]:    ${ }^{3}$ Of course, Fisher's randomized planting methods - which we think to be not actually wrong, but hopelessly inefficient in information handling - were not reproduced by Jeffreys; nor would he wish to. It appears to be a quite general principle that, whenever there is a randomized way of doing something, then there is a nonrandomized way that delivers better performance but requires more thought. We illustrate this by example in Chapter 17 under 'The folly of randomization'.

[^97]:    ${ }^{4}$ For example, many years ago the writer attempted to publish an article demonstrating the superior performance of Bayesian estimation with a Cauchy distribution, in the small sample case which can be solved analytically - and had the work twice rejected. The referee accused me of unfair tactics for bringing up the matter of the Cauchy distribution at all, because '... it is well known that the Cauchy distribution is a pathological, exceptional case'. Thus did one orthodoxian protect the journal's readers from the unpleasant truth that Bayesian analysis does not break down on this problem. To the best of our knowledge, Bayesian analysis has no pathological, exceptional cases; a reasonable question always has a reasonable answer. Finally, after 13 years of struggling, we did manage to get that analysis published after all by sneaking it into a longer article (Jaynes, 1976).

[^98]:    ${ }^{5}$ Jeffreys (1939, p. 321) notes that there has never been a time in the history of gravitational theory when an orthodox significance test, which takes no note of alternatives, would not have rejected Newton's law and left us with no law at all. Nevertheless, Newton's law did lead to constant improvements in the accuracy of our accounting of the motions of the moon and planets for centuries, and it was only when an alternative (Einstein's law) had been stated fully enough to make very accurate known predictions of its own that a rational person could have thought of abandoning Newton's law.

[^99]:    ${ }^{6}$ Proof: let the data be $\left(x_{1}, \ldots, x_{n}\right)$, and $\theta^{*}\left(x_{1}, \ldots, x_{n}\right)$ any proposed estimator. Then the expected square of the error over the posterior pdf for $\theta$ is $\left\langle\left(\theta^{*}-\theta\right)^{2}\right\rangle=\left(\theta^{*}-\langle\theta\rangle\right)^{2}+\left(\left\langle\theta^{2}\right\rangle-\langle\theta\rangle^{2}\right)$, which is minimized for the choice $\theta^{*}=\langle\theta\rangle$.

[^100]:    ${ }^{1}$ In Bayesian theory a single observation could give information about $\mu_{2}$ if $\mu_{2}$ is correlated, in the joint prior probability $p\left(\mu_{2} \theta \mid I\right)$, with some other parameter $\theta$ in the problem about which a single observation does give information; that is, $p(\mu \theta \mid I) \neq$ $p(\mu \mid I) p(\theta \mid I)$. This kind of indirect information transfer can be helpful in problems where we have cogent prior information but only sparse data.
    ${ }^{2}$ Editor's footnote: It appears that Jaynes indavertantly calculated this expectation using $\left\langle m_{2}^{2}\right\rangle\left(c-c^{*}\right)$ rather than $\left\langle M_{2}^{2}\right\rangle\left(c-c^{2}\right)^{2}$ and so arrived at (17.16) rather than $\left\langle\left(M_{2}-\mu_{2}\right)^{2}\right\rangle=2 \mu_{2}^{2} /(n-1)$.

[^101]:    ${ }^{3}$ Note that this difficulty does not arise in the Bayesian approach, in spite of a mathematical similarity. Again choosing any function $\beta\left(x_{1}, \ldots, x_{n}\right)$ of the data as an estimator, and letting the brackets $\rangle$ stand now for expectations over the posterior pdf for $\alpha$, we have the expected square of the error of $\left\langle(\beta-\alpha)^{2}\right\rangle=(\beta-\langle\alpha\rangle)^{2}+\operatorname{var}(\alpha)$, rather like (17.2). But now changing the estimator $\beta$ does not change $\operatorname{var}(\alpha)=\left(\left\langle\alpha^{2}\right\rangle-\langle\alpha\rangle^{2}\right)$, and so, by this criterion, the optimal estimator over the class of all estimators is always $\beta=\langle\alpha\rangle$.

[^102]:    4 'Objectivity' in inference consists, then, in carefully considering all the information we have about the real situation, and carefully avoiding fantasies about situations that do not actually exist. It seems to us that this should have been obvious to orthodoxians from the start, since it was obvious already to ancient writers such as Herodotus ( $c 500 \mathrm{BC}$ ) in his discussion of the policy decisions of the Persian kings.
    ${ }^{5}$ We noted in Chapter 6, Eqs. (6.94)-(6.98) that the Bayesian criterion of the posterior expectation has potentially the same ambiguity; different definitions of parameters will lead to different conclusions if we continue to use the criterion of posterior expectation after a parameter transformation. Curiously, this problem did not arise with Laplace's original criterion of posterior median and quartiles. But these were not entirely correct applications of Bayesian theory. When we completed the theoretical apparatus with the decision theory of Chapter 13 , a transformation of parameters was accompanied by a corresponding transformation of the loss function, with the result that our final substantive conclusions are now invariant under arbitrary parameter redefinitions.

[^103]:    ${ }^{6}$ Maurice Kendall could have learned this in five minutes from Harold Jeffreys, whom he saw almost daily for years because they were both Fellows of St John's College, Cambridge, and ate at the same high table.
    ${ }^{7}$ Proof: $\int \mathrm{d} x[f(x)-q g(x)]^{2} \geq 0$ for all constants $q$, in particular for the value $q=(f, g) /(g, g)$ which minimizes the integral. Then we have equality if and only if $f(x)-q g(x)=0$. Note that this remains true whatever the range of integration; it need not be the entire sample space.

[^104]:    ${ }^{8}$ Note that the notion of efficiency is even more parameter-dependent than that of an unbiased estimate; if an efficient estimator of $\alpha$ exists, then an efficient estimator of $\alpha^{2}$ does not.

[^105]:    ${ }^{9}$ Harry Nyquist was a mathematician at the Bell Telephone Laboratories who, in the 1920 s , discovered a great deal of the fundamental physics and information theory involved in electrical communication. The work of Claude Shannon is a continuation, 20 years later, of some of Nyquist's pioneering work. All of it is still valid and indispensable in modern electronic technology. In Chapter 7 we have already considered the fundamental, irreducible 'Nyquist noise' in electrical circuits due to random thermal motion of electrons.

[^106]:    ${ }^{10}$ At this point, many authors get involved in a semantic hangup over exactly what one means by the term ' $m$ year moving average' for a series of finite length. If we have only $y_{t}$ for $t>0$, then it seems to many that the $m$ year moving average (17.39) could start only at $t=m$. But then they find that their formulas are not exact, but require small 'end-effect' correction terms of order $m / n$. We avoid this by a slight change in definitions. Consider the original time series $\left\{y_{t}\right\}$ augmented by 'zero-padding'; we define $y_{t} \equiv 0$ when $t<1$ or $t>n$, and likewise the weighting coefficients are defined to be zero when $s<0$ or $s \geq m$. Then we may understand the above sums over $t, s$ to be over $(-\infty,+\infty)$, and the first few terms $\left(z_{1}, \ldots, z_{m-1}\right)$, although averages over $m$ years of the padded data, are actually averages over less than $m$ years of nonzero data. The differences are numerically negligible when $m \ll n$, but we gain the advantage that the simple formulas (17.36)-(17.42) with sums taken instead over $\pm \infty$ and $t$ in (17.39) allowed to take all positive values, are all exact as they stand, without our having to bother with messy correction terms. Furthermore, it is evident that failure to do this means that some of the information in the first $m$ and last $m$ data values is lost. This particular definition of the term 'moving average' for a finite series (which was basically arbitrary anyway) is thus the one appropriate to the subject.

[^107]:    ${ }^{11}$ This is a typical orthodox 'tail area' significance test; we discussed such tests in Chapter 9, and noted that the orthodox chisquared test has serious shortcomings, but there is a similar Bayesian $\psi$-test that is exact and is free of those difficulties. Many other Bayesian $\psi$-tests can be set up, which test some hypothesis $H$ against a specified class $C$ of alternatives. But now we note a different way of looking at this situation that is generally more useful: a significance test can often be replaced by a parameter estimation problem that is simpler and more informative.

[^108]:    12 It is not necessary for successful prediction that the physical cause of the periodicity be actually understood; in ancient India records of eclipses were maintained carefully over centuries. From these observations they 'got the rhythm of it' and were able to predict future eclipses very accurately, although they had no conception of their causes.
    13 If an apparent periodicity were only a momentary artifact of the noise as supposed by $H_{0}$, we would not consider it a real periodicity at all, and would not want our statistical test to take any note of it. But, unfortunately, it is always possible for noise artifacts to appear momentarily real to any test one can devise. The remedy is to check whether the apparent effect is reproducible; a noise artifact will in all probability never occur again in the same way. A physicist can, almost always, use this remedy easily; an economist usually cannot.
    14 An historical study has suggested that the culprit who started this kind of reasoning was not a statistician, but the physicist Arthur Schuster (1897), who invented the periodogram for the purpose of refuting some claims of periodicity in earthquakes in Japan. Never thinking in terms of information, he achieved his preconceived goal by the simple device of analyzing the data in a way that threw away the information about that periodicity! But then this was taken up by many others, including Fisher, Feller, Blackman and Tukey, and Bloomfield. Nevertheless, we shall see that the periodogram does contain basic information that Schuster and his followers failed to recognize. They thought that the information was contained in the sampling distribution for the periodogram; whereas the analysis given here shows that it was actually contained in the shape of the periodogram.

[^109]:    ${ }^{15}$ One who was also aware of the roughly 20 year periodicity in crop yields, well known to Kansas wheat farmers for a century, would be even less surprised.

[^110]:    16 The abbreviation 'iid' is orthodox jargon standing for 'independently and identically distributed'. For us, this is another form of the mind projection fallacy. In the real world, each individual coefficient $A_{j}, B_{j}$ is a definite, fixed quantity that is known from the data; it is not 'distributed' at all!

[^111]:    ${ }^{17}$ In meteorology, although the principles of thermodynamics and hydrodynamics that determine the weather are well-understood, weather data taken on a 50 mile grid are grossly inadequate to predict the weather 24 hours in advance. Partial differential equations require an enormous amount of information on initial conditions to determine anything like a unique solution.

[^112]:    18 Indeed, the exact general solution is often easier to program than is any particular special case of it or approximation to it, because one need not go into the details that make the case special. And the program for the exact solution has the merit of being crash-proof if written to prevent underflow or overflow (for approximations will almost surely break down for some data sets, but the exact solution - with proper priors - must always exist for every possible data set.

[^113]:    ${ }^{19}$ For an example of such a signal detection statistic, see my article: Bretthorst, G. L. (1990), J. Mag. Resonance 88, 571-595.

[^114]:    ${ }^{20}$ Quoted by Bean (1950, p. 125).
    ${ }^{21}$ Lusted later founded the Society for Medical Decision Making in 1978, and served as the first editor of its journal. At the time of his death in February 1994, he was retired but still serving as Adjunct Professor at the Stanford University Medical School, advising medical students in problems of decision analysis.

[^115]:    ${ }^{1}$ Note in passing a simple counter-example to a principle sometimes stated by philosophers, that theories cannot be proved true, only false. We seem to have just the opposite situation for the theory that there was once life on Mars. To prove it false, it would not suffice to dig up every square foot of the surface of Mars; to prove it true one needs only to find a single fossil.

[^116]:    ${ }^{2}$ The writer has experienced this several times when, in unlikely situations like riding a tractor on his farm, he suddenly saw how to prove something long conjectured. But the inspiration does not come unless the conscious mind has prepared the way for it by intense concentration on the problem.

[^117]:    ${ }^{3}$ Some passages in the Bible led early theologians to conclude that the age of the world is about 5000 years. It seems that Laplace at first accepted this figure, as did everyone else. But it was during Laplace's lifetime that dinosaur remains were found almost under his feet (under the streets of Montmartre in Paris), and interpreted correctly by the anatomist Cuvier. Had he written this near the end of his life, we think that Laplace would have used a figure vastly greater than 5000 years.

[^118]:    ${ }^{4}$ We see here only what should have been obvious: that our conclusions from some data can depend on the size of our hypothesis space. We saw a very similar thing in our study of the marginalization paradox in Chapter 15, in the discussion following Eq. (15.92), where we found that the size of a parameter space can affect our inferences. That is, introducing a new parameter can make a difference in our conclusions, even when we have no knowledge of its numerical value.

[^119]:    ${ }^{1}$ As noted in Chapter 14, this is subject to an important qualification: that in general the Gaussian approximation will be good only for those values of total error $\delta$ which can arise in many different ways by combination of the individual elementary errors. For unusually wide deviations we do not expect, and hardly ever observe, Gaussian frequencies.

[^120]:    ${ }^{1}$ Ockham's position, stated in the language of his time, was that 'Reality exists solely in individual things, and universals are merely abstract signs.' Translated into 20th century language: the abstract creations of the mind are not realities in the external world. Unfortunately for him, some of the cherished 'realities' of contemporary orthodox theology were just the things to which he denied reality; so this got him into trouble with the Establishment. Evidently, Ockham was a forerunner of modern Bayesians, to whom all this sounds very familiar.

[^121]:    ${ }^{2}$ This logical structure is more general even than the Bayesian formalism; it persists in the pure maximum entropy formalism, where in statistical mechanics the relative probability $P_{j} / P_{k}$ of two different phases, such as liquid and solid, is the ratio of their partition functions $Z_{j} / Z_{k}$, which are the normalization constants for the sub-problems of prediction within one phase. In Bayesian analysis, the data are indifferent between two models when their normalization constants become equal; in statistical mechanics the temperature of a phase transition is the one at which the two partition functions become equal. In Bayesian analysis we shall usually prefer to express (20.4) in log-odds form; in chemical thermodynamics it has been customary for a century to state the condition of indifference between phases as equality of the 'free energies' $F_{j} \propto \log \left(Z_{j}\right)$. This illustrates the basic unity of Bayesian and maximum entropy reasoning, in spite of their superficial differences arising from the different kind of information being processed.

[^122]:    ${ }^{3}$ For a time, the notion of simplicity was given up for dead, because of the seeming impossibility of defining it. The tedious details are recounted by Rosenkrantz (1977).

[^123]:    ${ }^{4}$ Indeed, one author, for whom Ockham's razor was by definition concerned with simplicity, rejected Bayesian analysis because of its failure to exhibit that error!
    $5^{5}$ This and other criticisms of orthodox hypothesis testing theory were made long ago by Pratt (1961).

[^124]:    ${ }^{6}$ For example, $x_{i}$ might be the amount of ozone in the air in the $i$ th year, $y_{i}$ the average temperature in that year. Or, $x_{i}$ may be the amount of some food additive ingested by the $i$ th Canadian rat, $y_{i}$ the amount of cancer tissue that rat developed. Or, $x_{i}$ may be the amount of acid rain falling on Northern Germany in the $i$ th year, $y_{i}$ the number of pine trees that died in that year; and so on. In other words, we are now in the realm of what were called 'linear response models' in the Preface, and the results of these calculations have a direct bearing on many currently controversial health and environmental issues. Of course, most real problems will require more sophisticated models than we are considering now, but having seen this simple calculation it will be clear how to generalize it in many different ways.

[^125]:    ${ }^{1}$ We saw another example of this phenomenon in Chapter 6, in the discussion following Eq. (6.97). There probability theory told us that, if large fluctuations in counting rate are to be expected as an artifact of the apparatus, then the observed fluctuations become less cogent for estimating changes in beam intensity.

[^126]:    ${ }^{2}$ The term 'robust/resistant estimator' was coined by John W. Tukey; the present writer suggested to him that this must mean, literally, 'an estimator which resists being robust', but he denied it.
    ${ }^{3}$ In parameter estimation, the orthodox criterion of admissibility suffers from just the same defect; a procedure which ignores the data and always estimates $\theta^{*}=5$ is admissible if the point $\theta=5$ is in the parameter space; yet it is clear that almost any 'inadmissible' estimation rule would be superior to this 'admissible' one.

[^127]:    1 'The structural metrics of the Iliad', Ph. D., 1966, Columbia University.

[^128]:    ${ }^{1}$ Indeed, de Finetti (1972, p. 89) argues that Kolmogorov's system cannot be interpreted in terms of limits of frequencies.

[^129]:    ${ }^{2}$ In the Kolmogorov system, conditional probability is such a foreign element that an entire book has been written (Rao, 1993) trying to explain the idea of conditional probability by giving it a separate axiomatic approach!

[^130]:    ${ }^{3}$ The biologist James D. Watson has remarked before TV cameras that professional physicists can be 'rather stupid' when they have to think about biology. We do not deny this, although we wonder how far he would have got in finding the DNA structure without the help of the physicists Rosalind Franklin, to acquire the data for him, and Francis Crick, to explain to him how to interpret it.

[^131]:    ${ }^{1}$ A continuous function is defined everywhere by specifying it at each rational point, whose number is countable. Thus the class of continuous functions is very much smaller than the class of everywhere discontinuous functions.
    ${ }^{2}$ But, even in the limit, the number of expansion coefficients is only countable, corresponding nicely to the property of continuous functions noted in footnote 1.

[^132]:    ${ }^{3}$ Indeed, the writer's first love in mathematics was not probability theory, but the use of Cauchy's complex integration to solve systems of differential equations and boundary conditions, choosing the integrand to satisfy the differential equation, and then the contour of integration to satisfy the boundary conditions. Three generations of theoretical physicists have exploited this method enthusiastically; it is great fun to teach.
    ${ }^{4}$ More specifically, Weierstrasz was there from 1856-1897 and Kronecker from 1861-1891. E. T. Bell (1937) gives a portrait of the young Weierstrasz and a photograph of the old Kronecker; H. M. Edwards (1989) gives photographs of the old Weierstrasz and the young Kronecker.

[^133]:    ${ }^{5}$ Lighthill defines the term 'good function' in a different way than we did above, which seems to us unnecessarily restrictive in its behavior at infinity. Apparently, this was because he did not like integrals over finite domains, whereas we do like them. But Lighthill's definition is more general than ours in that a 'good function' need not be analytic; however, this generality seems to us unnecessary because we have never seen a real problem in which the underlying good functions could not be chosen to be analytic.

[^134]:    ${ }^{6}$ See Hardy (1911). Titchmarsh (1939, pp. 350-353) gives only a shorter proof valid when $m a>1+3 \pi / 2$. Some authors state that $f(x)$ is nondifferentiable only in this case; but, to the best of our knowledge, nobody has ever claimed that Hardy's proof contains an error.

[^135]:    ${ }^{7}$ On a different topic, in Chapter 17 (footnote 9 on p. 521) we follow the same policy by defining the term 'moving average' for a finite time series in such a way that our theorems are all exact, without any need for messy 'end effect' corrections. Of course, it then develops that this is the definition most directly useful in applications and that conserves information which would otherwise be lost.
    ${ }^{8}$ Cited by Jeffreys (1931; 1957 edn, p. 18).

[^136]:    9 The writer knew Hermann Weyl, took his course in group theory at Princeton, and admired him as the final authority on both group theory and variational principles for general relativity. But the Bourbakist mathematicians at Princeton sneered at him and called him 'Holy Hermann' behind his back, because of his Biblical exhortations to virtue like the one just quoted. They would have been better advised to listen to him.

[^137]:    ${ }^{10}$ Confidence intervals are always correct as statements about sampling properties of estimators; yet they can be absurd as statements of inference about the values of parameters. For example, the entire confidence interval may lie in a region of the parameter space which we know, by deductive reasoning from the data, to be impossible.

