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What are we looking for?

e Standard Model Physics - completing the picture <2000 F CMS Preliminary e /B Weighted Data
o S _ A S+B Fit
e Mass Hierarchy G1800 - (s=7TeV,L=51 fb_1 ------ Bkg Fit Component
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e New Physics - Beyond Standard Model (BSM) Lﬁ1 000
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e Cosmology 120 140
» Recreating early universe conditions My (GeV)
HiggsGoson discovery in
* Heavyion collisions diphoton channel (CERN, 2012)

e Cosmic rays



How are we looking for it”?

Accelerators Detectors

e SLAC - Stanford Linear ) BU(;\'E - Deeé:)é\leutr.ino t
Accelerator Center naergrouna experimen

e ILC - International Linear * lceCube

Collider e MINERVA - Main Injector

_ Experiment for v-A
e Fermilab - Tevatron (RIP 1983

- 2016) e DO + CDF

e |LHC - Large Hadron Collider e CMS + ATLAS



Compact Muon Solenoid
(CMS)

CMS DETECTOR STEEL RETURN YOKE

Total weight : 14,000 tonnes 12,500 tonnes SILICON TRACKERS

Overall diameter :15.0 m Pixel (100x150 ym) ~16m* ~66M channels

Overall length :28.7m Microstrips (80x180 pm) ~200m? ~9.6M channels

Magnetic field :3.8T

SUPERCONDUCTING SOLENOID
Niobium titanium coil carrying ~18,000A

MUON CHAMBERS
Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 468 Cathode Strip, 432 Resistive Plate Chambers

PRESHOWER
Silicon strips ~16m?> ~137,000 channels

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels

CRYSTAL
ELECTROMAGNETIC
CALORIMETER (ECAL)
~76,000 scintillating PbWO, crystals

HADRON CALORIMETER (HCAL)
Brass + Plastic scintillator ~7,000 channels



HL-LHC Upgrade

CIVIL ENGINEERING “CRAB” CAVITIES
2 new 300-metre service tunnels and 16 superconducting “crab”

2 shafts near to ATLAS and CMS. cavities for each of the ATLAS
and CMS experiments to tilt the

beams before collisions.

CMS

12 more powerful quadrupole magnets
for each of the ATLAS and CMS
experiments, designed to increase the
concentration of the beams before
collisions.

FOCUSING MAGNETS %

.....

SUPERCONDUCTING LINKS BENDING MAGNETS

Electrical transmission lines based on a COLLIMATORS 4 pairs of shorter and more
high-temperature superconductor to carry 15 to 20 new collimators and 60 replacement powerful dipole bending magnets
current to the magnets from the new service collimators to reinforce machine protection. to free up space for the new
tunnels near ATLAS and CMS. collimators.

CERN May 2016

High Luminosity LHC
e 10x more data

e Operational around
2026

* new, innovative
technology



HL-LHC Issues

CMS Experiment at the LHC,; CERN
' Data recorded: 2016-Oct-14 09:56:16,733952 GMT
Run [/ Event /1L.S:283171./ 142530805 / 254\




MIP Timing Detector

CMSSW generated visualization of MTD
encaps (orange) and barrel (gray)

Detects MIPs (Minimum
lonizing Particles) in space
as well as time

Precision Timing (~30 ps)

Improve track + vertex
reconstruction

Improve missing pT
resolution

Reduced pileup rate




What is the MTD?

Endcap technology
e Silicon low gain avalanche detector (LGAD) on the bottom

ASIC in the middle

Flex circuit

e Surrounded by aluminum compound




How does the MTD
measure time?

Event 4
g 160 — )
e Project at hand - could § - o
we potentially use 5 120
neural networks? 1:?
603— .
 Previously: sl Y
20—
e Used reference e -
time, interpolated T2 A me e T 2s i e Aéf]'e'(n'ss

peak, used CFD

10



o
©

Amplitude (1/Peak Amplitude)

o
o))

How does the MTD
measure time?

'y
T T

0.4

0.2

* Collect time
by CFD for all
events 1o get
time resolution
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Is there a better way?

e Currently using Keras to fit pulse times (inputs) to reference
times (labels)

* Using a moving window to determine if there is a peak (1)
or no peak (0)

e Data preprocessing

* Need to convert vector of sample voltages, sample times
and reference times to something more NN friendly

e Transforms to tensors (matrices) that match shape of input
layer

12



Is there a better way?

def baseline_model():]Linear stack of layers

model = Sequential

model . add(Dense(128, input_dim=windows_width,{activation="relu’))
viD(19, 5, activation='relu’, 1nPe D_1nputs),1)))
128 neurons viD(10, 5, activation='relu’))

model . add(MaxPoolingiD(3))
model.add(ConviD(160, 10, activation='relu’))
model.add(ConviD(160, 10, activation='relu’))
#model . add(GlobalAveragePoolingiD())
#model . add(Dropout(0.5))

#model. add(Dropout(rate = 0.1,seed=100))
model . add(Dense (128, actlvatlon- relu’))
model . add (Dense (Quipe

model.compil
return model

HHRRRER
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Neural Net Architecture

Dense layers (128 neurons)
Activation functions
e |nput: relu (rectified linear unit)

e Qutput: softmax (for probabilities)

Loss function: categorical cross entropy

Optimizer: Adam (adaptive learning rate)

14


https://medium.com/data-science-bootcamp/understand-the-softmax-function-in-minutes-f3a59641e86d
https://gombru.github.io/2018/05/23/cross_entropy_loss/
https://towardsdatascience.com/adam-latest-trends-in-deep-learning-optimization-6be9a291375c

Next Steps

Improve efficiency of code - slow run time
Add dropout layers?

Revise model

* More hidden layers?

* Revise activation function in last layer - categorical output (not
continuous

Convolution layers?
777
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